
 

 

 
 

 
 

Mining the transcriptome  
–  

methods and applications 
 
 
 

Valtteri Wirta 
 
 
 
 
 
 
 
 
 

Royal Institute of Technology, 
School of Biotechnology 

Stockholm, 2006 



Valtteri Wirta 

 

 2

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© Valtteri Wirta 
E-mail: vjwirta@kth.se 
 
School of Biotechnology 
Royal Institute of Technology 
AlbaNova University Center 
SE-106 91 Stockholm 
Sweden 
 
Printed at Universitetsservice US AB 
Box 700 14 
Stockholm 
 
ISBN 91-7178-436-5  



Mining the transcriptome – methods and applications 

 

 3

Valtteri Wirta (2006). Mining the transcriptome – methods and applications. Department of 
Gene Technology, School of Biotechnology, Royal Institute of Technology (KTH), 
Stockholm, Sweden 

ISBN 91-7178-436-5 

 
ABSTRACT 
 
Regulation of gene expression occupies a central role in the control of the flow of genetic 
information from genes to proteins. Regulatory events on multiple levels ensure that the 
majority of the genes are expressed under controlled circumstances to yield temporally 
controlled, cell and tissue-specific expression patterns. The combined set of expressed 
RNA transcripts constitutes the transcriptome of a cell, and can be analysed on a large-
scale using both sequencing and microarray-based methods.  

The objective of this work has been to develop tools for analysis of the transcriptomes 
(methods), and to gain new insights into several aspects of the stem cell transcriptome 
(applications). During recent years expectations of stem cells as a resource for treatment 
of various disorders have emerged. The successful use of endogenously stimulated or ex 
vivo expanded stem cells in the clinic requires an understanding of mechanisms controlling 
their proliferation and self-renewal. 

This thesis describes the development of tools that facilitate analysis of minute amounts of 
stem cells, including RNA amplification methods and generation of a cDNA array enriched 
for genes expressed in neural stem cells. The results demonstrate that the proposed 
amplification method faithfully preserves the transcript expression pattern. An analysis of 
the feasibility of a neurosphere assay (in vitro model system for study of neural stem 
cells) clearly shows that the culturing induces changes that need to be taken into account 
in design of future comparative studies. An expressed sequence tag analysis of neural 
stem cells and their in vivo microenvironment is also presented, providing an unbiased 
large-scale screening of the neural stem cell transcriptome. In addition, molecular 
mechanisms underlying the control of stem cell self-renewal are investigated. One study 
identifies the proto-oncogene Trp53 (p53) as a negative regulator of neural stem cell self-
renewal, while a second study identifies genes involved in the maintenance of the 
hematopoietic stem cell phenotype. 

To facilitate future analysis of neural stem cells, all microarray data generated is publicly 
available through the ArrayExpress microarray data repository, and the expressed 
sequence tag data is available through the GenBank. 

 

Keywords: transcriptome, gene expression profiling, EST, microarray, RNA amplification, 
stem cells, neurosphere 
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Introduction 

1. From genetic code to biological function  

How is diversity generated, and what makes humans so different from other species? We 
share the same molecular building blocks – DNA, RNA and amino acids - as every other 
living organism on Earth, but obviously something distinguishes us from the rest.  

For years it was thought that the number of genes might offer an explanation; the more 
genes the more advanced an organism would be, but today we know that this is not the 
case. Estimates of the number of human genes reached in the late 90’s all the way up to 
150,000 but sequencing of the genome has shown that we have no more than 24,000 
protein-coding genes – only a few thousand more than the worm Caenorhabditis elegans. 

The regulation of gene activity (gene expression levels) was already in 1975 identified as a 
potential explanation. King and Wilson compared gene sequences of humans and 
chimpanzees, and concluded: ‘The intriguing result, ..., is that all the biochemical methods 
agree in showing that the genetic distance between humans and the chimpanzee is 
probably too small to account for their substantial organismal differences.’ and further that 
‘We suggest that evolutionary changes in anatomy and way of life are more often based on 
changes in the mechanisms controlling the expression of genes than on sequence changes 
in proteins. We therefore propose that regulatory mutations account for the major 
biological differences between humans and chimpanzees.’ (King, Science, 1975). 

In addition to defining differences between species, regulation of gene expression also 
provides a fine-tuned control mechanism showing tissue-specific differences and 
controlling many biological processes in an organism. Everyday life wears out millions of 
skin cells daily; the intestine is constantly faced with different challenges, requiring 
ceaseless generation of new epithelial cells. Common for both these and most other 
tissues is the generation of new cells from undifferentiated tissue stem cells. These cells 
live a balanced life where the ratio of differentiation and self-renewal needs to be strictly 
controlled to ensure that all required cells are produced when needed throughout the life 
span of the organism. Gene expression plays a central regulatory role in controlling the 
balance between self-renewal and differentiation of these cells. 

The central dogma of molecular biology – and a dogma it certainly has been – states that 
genetic information flows from genes, via RNA, to proteins (Figure 1A). Messenger RNA 
(mRNA) is generated in a process called transcription and is subsequently processed to 
yield a mature transcript. The maturation consists of several distinct steps, all of which are 
specifically regulated (Figure 1B). For many years it was assumed that the rate of RNA 
synthesis was the rate-limiting step indirectly also controlling the amount of protein 
synthesised. Today we know that the mRNA and protein levels do not always correlate. We 
further know that this is due to the extensive regulation of mRNA transcript processing 
and availability for translation – the mRNA can be sequestered in various cellular 
compartments and its degradation is regulated.  
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Figure 1. The flow of genetic information. A) The classical central dogma of molecular 
biology states that information in genes flows through an RNA intermediate to the proteins. 
B) Both transcription and translation are regulated at multiple steps. 

Our view of RNA has dramatically changed during the last few years. Today we know that 
RNA actively functions as a regulator, a catalyser and a controller of several vital 
processes in the cell. These are functions that previously were attributed solely to proteins, 
but during recent years evidence for the role of RNA in these activities has emerged 
(Goodrich, Nat Rev Mol Cell Biol, 2006). The way the non-coding RNA (i.e. the type of RNA 
that does not encode proteins) functions can be summarised in three different ways: 1) 
binding through base pairing to target sequence, 2) folding on itself and catalysing a 
reaction (i.e. functioning as an enzyme), or 3) binding to a protein and modulating its 
activity. This is more complex than originally anticipated, but may in the end turn out to 
be more interesting and challenging. 

What we need are methods to accurately quantify the levels of different types of RNA. This 
can be done in various different ways, including the use of microarrays to carry out a 
global analysis. Microarray-based gene expression analysis provides a snapshot of the 
expression levels of many (thousands) of the transcripts expressed in a cell.  

This thesis presents six papers dealing with microarray-based gene expression analysis. 
Analysis of gene expression in (neural) stem cells is a central theme for most of the papers. 
The first paper describes a bead-based probe purification approach. The second paper 
describes an expressed sequence tag analysis of neural stem cells and generation of a 
‘stem cell’ microarray. The third paper describes the use of a PCR-based amplification 
method for analysis of small amounts of RNA. The fourth and fifth papers analyse 
proliferation and self-renewal of adult neural stem cells isolated from the lateral ventricle 
wall of the mouse brain. In the last paper the role of Lhx2 in control of self-renewal of 
murine hematopoietic stem cell-like cells is discussed. 

The Introduction provides a background summary of many aspects related to the papers 
forming the thesis. The work is focused on analysis of the protein-coding mRNA 
component of the transcriptome. However, to highlight the complexity of the RNA pool, 
the Introduction starts with an overview of several of the other RNA components in a cell 
(section 2). Next, a review of the current knowledge of transcription and transcript 
processing (section 3) is presented. This is followed by a discussion of alternatives to 
microarray-based methods for analysis of expression levels, starting with methods for 
analysis of individual transcripts (section 3.1), and followed by a description of tag-based 
methods for global analysis of gene expression levels (section 3.2). The Introduction ends 
with a review of microarray platforms (section 3.3) with focus on the spotted arrays, which 
are used in the papers included in this thesis. 
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2. RNA in a eukaryotic cell  

2.1 Properties of ribonucleic acid 

On both the chemical and structural level, RNA is similar to deoxyribonucleic acid (DNA) 
(Figure 2); both contain a pentose ring, a nitrogenous base and phosphate groups. The 
differences give rise to distinct properties that influence the way in which they are used by 
the cell. 1) Both use four nitrogenous bases that are attached to the 1’ carbon of the 
pentose. DNA uses bases adenine (A), cytosine (C), guanine (G) and thymine (T), while 
RNA uses the first three bases and replaces thymine with uracil (U). In the DNA double 
helix the bases on the two opposite strands interact with each other through what has 
become known as Watson-Crick base pairing. Here, C forms three hydrogen bonds with G, 
and A forms two hydrogen bonds with T (Watson, Nature, 1953). 2) In contrast to DNA, 
the majority of the RNA in a cell is in single-stranded conformation and partially folds on 
itself (Littauer, Biochim Biophys Acta, 1959), influencing its stability and structure. 3) In 
RNA the 2’ carbon of the pentose ring binds a hydroxyl (-OH) group. This renders the RNA 
molecule more flexible, but also more reactive (unstable) compared to DNA.  
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Figure 2. The structure of RNA and DNA and the five nitrogenous bases. RNA and DNA are 
shown as monomers with the tri-phosphate group attached to the 5’ carbon. The bases are 
attached to the hydrogen-binding nitrogen atom shown at the bottom part of each base. The 
7’ position of the guanine becomes methylated in the 5’ capping of an mRNA transcript (see 
later section for details). 

4) The nitrogenous bases of RNA are frequently edited, increasing the complexity of the 
RNA molecule, and the diversity of reactions it can participate in. To date, more than 100 
different RNA editing mechanisms are known, including both base substitutions (e.g. 
deamination of adenine to inosine), and base insertions and deletions ((Gott, C R Biol, 
2003) and references therein). In many cases the effects of RNA editing are biologically 
important, as they introduce amino acid or reading frame changes, and introduce new 
open reading frames or introduce (or remove) stop codons. In addition the editing often 
has significant structural (e.g. pseudouridylation of all tRNAs) and functional effects (e.g. 
altered signalling properties for the 5-HT2C serotonin receptor (Niswender, Ann N Y Acad 
Sci, 1998)) and may affect transcript splicing, transport (Zhang, Cell, 2001) and stability 
(Bass, Annu Rev Biochem, 2002). Interestingly, the base editing processes show tissue 
specific, developmental, hormonal and environmental regulation (Keegan, Nat Rev Genet, 
2001). 
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2.2 Many flavours of RNA 

The transcriptome is the combined set of all transcripts present in a cell at a certain time-
point. mRNA, although widely studied and the focus of the present work, is only a minor 
component of the entire RNA population. Some years ago this population was considered 
to consist of highly abundant ribosomal RNA, transfer RNA and of rare protein-coding 
mRNA. During the last two decades evidence for the existence of other functionally and 
structurally important RNA molecules has been presented. Most intriguingly, research 
during the last few years has shown that only a fraction of the transcribed loci generate 
protein-coding transcripts and that almost the entire genome is transcribed (Carninci, 
Science, 2005).  

This chapter summarises the different classes of RNA molecules (excluding mRNA, which 
will be discussed later), and briefly highlights their functional role. It is important to 
acknowledge that our understanding of RNA is still not complete, and that other functions 
will undoubtedly be discovered. 

2.2.1 ribosomal RNA 

The function of ribosomal RNA (rRNA) - the most abundant form of RNA in a cell – is to 
participate in and provide the structural framework for translation. The ribosome 
constitutes a factory site where amino acids carried by the tRNAs, through the ribosome’s 
peptidyl transferase activity, are added to the nascent, growing polypeptide chain. The 
different steps in translation (initiation, decoding, peptidyl transferase reaction, 
translocation, and termination) are reviewed in detail in (Ramakrishnan, Cell, 2002). 

The rRNA and the approximately 50-80 different ribosomal proteins assemble into two 
main subunits in all kingdoms of life (40S and 60S in eukaryotes). The structure of the 
rRNA provides a three-dimensional scaffold to which the proteins bind in a specific way, 
creating a highly ordered and spatially restricted unit. Three of the four rRNA transcripts 
are transcribed as one rRNA precursor in the nucleolus by RNA polymerase I (Pol I). The 
nucleolus is a non-membranous subcompartment of the nucleus, and the site where Pol I-
dependent transcription and processing of rRNA takes place. Following transcription, the 
precursor is processed in at least ten distinct cleavage steps to generate the mature rRNA 
transcripts. The fourth rRNA transcript is transcribed by RNA polymerase III (Pol III). All 
rRNA transcripts are multiply encoded in the genome, providing sufficient amounts of 
transcription template to sustain a rapid cell growth (Prokopowich, Genome, 2003).  

Determination of the ribosome structure (Ban, Science, 2000; Nissen, Science, 2000; 
Schluenzen, Cell, 2000; Schuwirth, Science, 2005; Wimberly, Nature, 2000; Yusupov, 
Science, 2001) showed that both riboproteins and rRNA are indispensable for the proper 
ribosome function (Wilson, Crit Rev Biochem Mol Biol, 2005). The structural 
characterisation also showed that the four rRNA bases participate to a varying degree in 
non-canonical base pairings; 30% of C, G and U and 62% of A are unbound or participate 
in non-canonical base pairing (i.e. base pairing that does not follow the Watson-Crick base 
pairing scheme) (Gutell, Proc Natl Acad Sci U S A, 1990; Noller, Science, 2005). However, 
even though the basic structural motifs for rRNA are the double-stranded helices, very few 
examples of contiguous Watson-Crick base pairing longer than 7 bp exist in the ribosome 
(Noller, Science, 2005). This makes it possible for the RNA to form a highly complex three-
dimensional structure capable of complex interactions with a large number of proteins. 
These findings will probably also have important implications in other aspects of RNA 
biology. 

2.2.2 transfer RNA 

transfer RNA (tRNA) are small (~80 bases in length), heavily modified RNA molecules that 
each carry one single amino acid to the ribosome. tRNAs are highly abundant in a cell, for 
example during every yeast generation approximately 3-6 million tRNAs are produced. 
Each tRNA molecule contains four regions of intramolecular double helices formed by 
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Watson-Crick base pairing and three loops (D-, anticodon- and T-loop). The solving of the 
tRNA crystal structure in 1974 (Kim, Science, 1974; Robertus, Nature, 1974) showed that 
non-canonical base pairing, mediated by the hydroxyl group at the 2’ carbon in the ribose, 
participates in creating the unique three-dimensional structure (Noller, Science, 2005). 
tRNAs are extensively modified before becoming fully mature: their 5’ leader sequence is 
removed, the 3’ trailer sequence is trimmed, the nucleotide CCA trimer is added to the 3’ 
end, a large number of the bases are edited, and introns spliced. This processing requires 
more than 60 different proteins and includes several quality control steps. Recent work has 
also shown that several quality control steps ensure that only fully processed tRNAs are 
available to the ribosome and protein synthesis (Kadaba, Genes Dev, 2004), and that – 
surprisingly - retrograde transport of tRNA back into the nucleus takes place (Shaheen, 
Proc Natl Acad Sci U S A, 2005; Takano, Science, 2005).  

2.2.3 small nucleolar RNA 

A class of small nucleolar RNAs (snoRNA) is found in many eukaryotes and in archaea, but 
not in bacteria. To date more than 230 different snoRNAs are known (Griffiths-Jones, 
Nucleic Acids Res, 2005). snoRNAs are typically 60 to 300 bases long and are subdivided 
into two groups based on their secondary structure: C/D-box and H/ACA-box snoRNAs. 
The C/D-box snoRNAs bind to their target sequences (see below) through a 10-21 bp 
double helix and promote 2’-O-methylation at a position five bases upstream of the 
binding site. The H/ACA-box snoRNAs promote pseudouridylation through binding to the 
target sequences at two 3-10 bp regions and induce base editing at a position which is 15 
bases upstream (Mattick, Hum Mol Genet, 2005). 

snoRNAs are in most cases generated from introns of RNA polymerase II-transcribed 
mRNA through exonuclease activity, and were earlier considered as ‘junk’ RNA. In yeast 
and plants some snoRNAs are transcribed as polycistronic transcripts (see references in 
(Lau, Science, 2001)). Some snoRNAs are expressed in tissue-specific manner, which may 
potentially turn out to be of importance in the generation of specific response patterns for 
a variety of tissues (Cavaille, Proc Natl Acad Sci U S A, 2000; Runte, Hum Mol Genet, 
2001). The primary targets of snoRNAs are the rRNA transcripts, snRNAs, and in some 
cases mRNA transcripts. It is also important to note that several of the snoRNAs are still 
considered orphan, i.e. they lack an identified target transcript.  

2.2.4 small nuclear RNA 

small nuclear RNA (snRNA) is a class of small eukaryotic RNA molecules transcribed by 
RNA polymerases II and III and found in the nucleus. snRNAs are involved in catalyzing 
the splicing reaction, and are important components of the splicesome (see chapter on 
splicing), providing the recognition of the splice sites at the exon-intron boundaries. One of 
the snRNAs (U1) has also been discovered to stimulate Pol II transcription through binding 
to the TFIIH subunit of the general transcription machinery (Kwek, Nat Struct Biol, 2002), 
providing evidence for an extensive interplay between the different steps of RNA 
transcription and processing (see later sections). 

2.2.5 microRNA 

The class of small RNA molecules that has been the ‘rising star’ of the decade is 
undoubtedly microRNAs (miRNA). miRNAs bind to mRNA transcripts, often at the 3’ end, 
and exert post-transcriptional control of gene expression, either through translational 
repression or endonucleotic transcript cleavage. The initial evidence for RNA-mediated 
transcriptional repression came from studies in C.elegans by Fire et al in 1998, who, by 
injection of dsRNA, could promote transcriptional repression of specifically targeted genes 
(Fire, Nature, 1998). In principle, these small transcripts, which have later been found in 
all mammals, add a new level to regulation of gene expression (Lau, Science, 2001; 
Zamore, Cell, 2000); miRNAs establish tissue- and developmental-specific effects on the 
gene expression, without altering the transcription of the primary protein-coding mRNA 
transcript, per se. 
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The biogenesis of miRNAs starts from precursors containing a stem-and-loop region, which 
is cleaved by the RNase III endonuclease Drosha (RNASEN in Homo sapiens) in the 
nucleus. This results in a partially double-stranded, 65-75 bp pre-miRNA that is 
transported to the cytoplasm. Next Dicer, another RNase III endonuclease, generates the 
mature miRNA by cleavage of the pre-miRNA into a 21-22 bp fragment with two nucleotide 
(nt) overhangs at the 3’ ends. Based on still partly unknown rules, one of the two strands 
is incorporated into the RNA-induced silencing complex ribonucleoprotein, which upon 
binding to the target mRNA regulates its translation and half-life. 

To date 462, 367 and 228 miRNAs have been identified in humans, mice and rats, 
respectively (August 2006, release 8.2 of miRBase Sequence Database) (Griffiths-Jones, 
Nucleic Acids Res, 2006). These numbers are probably large underestimates as the current 
miRNA prediction algorithms are biased towards previously identified ‘classical’ miRNA 
structures and the frequency of false negatives is probably high (Mattick, Hum Mol Genet, 
2005). Furthermore, many of the prediction algorithms look for sequences which are 
highly conserved across species, introducing further bias. To predict target mRNAs, an 
analysis carried out using four genomes and based on identification of regions in the 3’ 
UTRs of mRNA transcripts complementary to the miRNA 2-to-7-nt seed region predicted 
that, in humans, there are >5,300 miRNA target transcripts (Lewis, Cell, 2005). The seed 
region is the stretch of nucleotides often found in the 5’ end of the miRNA and which plays 
a key role in target recognition. 

Recent research has shed light on many aspects of miRNA biology. Interestingly, families 
of miRNAs (based on the characteristic 5’ seed of the miRNA) showed coordinated 
expression patterns in one skin lineage compared to another (Yi, Nat Genet, 2006), 
indicating a regulatory network that may efficiently target and post-transcriptionally 
regulate the expression of certain target transcripts. Recent work by Wu et al showed that 
at least some miRNAs promote deadenylation of the mRNA transcripts and thereby 
decrease the abundance of the messages (Wu, Proc Natl Acad Sci U S A, 2006). A striking 
example of this has been shown in zebrafish, where deadenylation of maternal transcripts 
in fertilized zygotes is mediated by the miR-430 family, which is expressed at the onset of 
the zygotic transcription. The miRNA-mediated deadenylation facilitates on global-scale the 
maternal-to-zygotic transition in early embryogenesis (Giraldez, Science, 2006). Another 
twist to the gene expression regulation by miRNAs is added by the findings showing that 
the adenosine deaminases (ADARs; convert adenosine to inosine) act on selected pre-
miRNAs, and both change their target specificity through base editing and also promote 
rapid degradation of the miRNA (Yang, Nat Struct Mol Biol, 2006). There is also evidence 
supporting a pathogenic role for certain miRNAs; miR-372 and miRNA-373 have been 
shown to be oncogenic through suppressing an inhibitor of cyclin-dependent kinase activity, 
which in this case causes testicular germ cell tumours (Voorhoeve, Cell, 2006). 



Mining the transcriptome – methods and applications 

 

 15

2.3 The life cycle of a eukaryotic messenger RNA transcript 

RNA was described in 1961 as the ‘unstable intermediate carrying information from genes 
to ribosomes for protein synthesis’ (Brenner, Nature, 1961). This statement still holds, but 
today we know that it is the messenger RNA (mRNA) that carries out this vital function. 
Transcription of an mRNA transcript is carried out by an RNA polymerase, but the 
maturation of a eukaryotic mRNA transcript is carried out in a multi-step process requiring 
hundreds of different proteins. The stages in the life cycle of an mRNA include transcription, 
addition of a protective 5’ cap, polyadenylation, splicing, nuclear export, translation and, 
finally, degradation (Figure 3). 

 

Figure 3. The life cycle of a eukaryotic mRNA transcript. ATG, starting methionine codon for 
translation; ORF, open reading frame; UTR, untranslated region. 

Our understanding of the molecular steps controlling transcription and other mRNA 
maturation steps, as well as the spatial and temporal aspects, has dramatically changed 
during the last 5 to 10 years. The current model bears little resemblance to the knowledge 
that had accumulated by the mid 1980’s (Kadonaga, Cell, 2004). Even when browsing 
through old undergraduate level molecular biology text books (late 90’s) one realises that 
several fundamental concepts have been extensively revised. What was a simplistic picture 
of the different mRNA processing steps being separate and described as individual and 
compartmentalised reactions following each other, is today described as interactive steps 
dependent on each other and showing a shared use of resources and taking place in 
parallel and often at the same physical location.  

In the following chapters eukaryotic transcription is reviewed. Only transcription carried 
out by RNA polymerase II (Pol II), which yields the protein-coding RNA transcripts, will be 
described. 

2.3.1 Initiation of transcription 

In eukaryotes transcription initiation is controlled by sequences both upstream and 
downstream of the first transcribed base (transcription start site, TSS). An extensive study 
of >500,000 TSSs in both human and mouse analysed these sequences (termed 
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promoters) and categorised them into two main groups: 1) single dominant peak class 
promoters (termed SP) that often (~20%) contain a TATA-box and 2) broader promoters 
with multiple TSSs (termed BR) and that are CpG-rich and contain no TATA-boxes 
(Carninci, Nat Genet, 2006).  

Interestingly, the study showed that the TATA-box containing SR type of promoter is less 
common, even though classically more extensively studied. The TATA-box is a cis-
regulatory element consisting of a stretch of thymidine and adenosine nucleotides and 
located ~30 bp upstream of the TSS. SR promoters show high cross-species conservation 
and are commonly used to regulate tissue-specific gene expression. The second promoter 
group shows usage of multiple TSS and less evolutionary conservation, and is often related 
to ubiquitous gene expression. There are however exceptions to this; embryo and brain-
specific genes show often use of BR type of promoters. Furthermore, CpG-rich promoters 
are susceptible to epigenetic alterations (e.g. methylation), which may be an important 
determinant for imprinting (i.e. the phenomenon whereby expression is turned off in the 
allele inherited from either mother or father). Interestingly, some CpG-rich promoters are 
bidirectional, providing a possible explanation for the large extent of sense and antisense 
transcription observed during recent years (reviewed in (Katayama, Science, 2005; 
Mattick, Hum Mol Genet, 2006)). The Carninci et al. study also provided, for the first time, 
evidence for large-scale use of exonic TSS, conserved between mouse and humans and 
generating a large abundance of truncated non-coding RNAs (Carninci, Nat Genet, 2006). 
Lastly, the TSSs indicate that transcription of approximately 58% of all protein-coding 
genes is initiated from two or more promoters, and that alternative methionines are used 
as translation initiating codons in 93% of cases with alternative promoter usage.  

Initiation of transcription is mediated through binding by sequence-specific transcription 
factors (activators and repressors) to the promoter region of a gene and to other sequence 
elements in both proximal and distal positions relative to the TSS. These factors 
collectively recruit a partly pre-assembled Pol II complex consisting of several subunits 
and with a size of >500 kDa. One of the key components of Pol II, controlling transcription 
and association with other RNA processing machinery acting on the nascent transcript, is 
the carboxyl tail domain (CTD), which consists of 52 heptameric repeats. The overall 
efficiency of transcription is increased by the CTD, which at least partly functions to recruit 
other RNA processing enzymes to close proximity of the nascent transcript. This has been 
verified in experiments carried out with CTD-mutant Pol II variants and where reduced 
transcription efficiencies have been observed (Gerber, Nature, 1995; Lux, Nucleic Acids 
Res, 2005). 

2.3.2 Capping of the 5’ end 

Spatially, the phosphorylated CTD of the transcribing Pol II is located in close proximity to 
the nascent, 18-30 nt pre-mRNA transcript exiting the inner core of the polymerase, and it 
recruits the machinery required to process the 5’ cap structure of the pre-mRNA (Cho, 
Genes Dev, 1997; McCracken, Genes Dev, 1997). This setup facilitates early capping of 
the nascent pre-mRNA, providing immediate protection from 5’->3’ exonuclease-mediated 
transcript degradation. Capping generates an unusual 5’-5’ phosphodiester bond between 
the first nucleotide of the transcript and a 7’-methyl guanosine ribonucleotide (Shatkin, 
Cell, 1976) (Figures 2 and 3). In addition to providing protection from degradation, the 
cap structure is required for at least splicing, nuclear export and translation. The capping 
apparatus is conserved in all eukaryotes and contains three distinct enzymatic activities; 
1) hydrolysis of the 5’ nucleotide to a diphosphate, 2) addition of a guanosine through a 
5’-5’ bond, and 3) addition of a methyl group to the 7’ carbon of the guanosine base 
(Shuman, Prog Nucleic Acid Res Mol Biol, 2001). 

2.3.3 Transcript elongation 

During elongation Pol II extends the nascent transcript by approximately 30 nucleotides 
per second (Shilatifard, Annu Rev Biochem, 2003). This rate is however not achieved 
without encountering problems in the physical arrangement of the DNA template; in the 
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nucleus the 3 billion bp of DNA are packed into chromatin. The smallest element of the 
chromatin structure, the nucleosome, is well characterised and consists of 146 bp of DNA 
wrapped 1.65 times around four pairs of histone molecules (Kornberg, Science, 1974; 
McDonald, Nature, 2005). The physical packing of DNA restricts transcription and has to 
be partly removed during elongation. Data suggests that an H2A-H2B dimer is removed 
from the nucleosome in front of the elongating Pol II, and that a histone pair is reattached 
afterwards (Belotserkovskaya, Science, 2003). Occasionally a different pair of histones is 
reattached, providing transcription-dependent remodelling of the chromatin. 

2.3.4 Processing of the 3’ end 

The 3’ end of a pre-mRNA is processed to yield a polyA-tail, typically 200-250 nt in 
mammals and 70-90 nt in yeast. The tail has several important functions; it is involved in 
export from the nucleus (transcripts lacking polyA-tail are commonly retained in the 
nucleus), translation and, most importantly, in control of the transcript turnover. The 
processing involves endonucleotic cleavage of the pre-mRNA, polyadenylation of the 
cleaved transcript and termination of the Pol II transcription. The cleavage is sequence 
specific and dependent on the presence of a polyadenylation signal, AAUAAA, and a 
downstream CA dinucleotide tag. The cleavage and polyadenylation specificity factor 
(CPSF) recognises and binds to the polyadenylation signal hexamer, recruits the cleavage 
stimulatory factor (CSF), two cleavage factors (CFI and CFII), and a poly(A) polymerase. 
After cleavage the polymerase extends the pre-mRNA with 200-250 adenosine nucleotides 
at the 3’ end. The number of adenosines incorporated is determined by nuclear polyA-
binding proteins that bind to the nascent polyA-tail through their RNA-binding domain. Pol 
II continues transcription of the 3’ fragment of the cleavage reaction by >500 nt after the 
polyadenylation signal and then terminates, reviewed in (Rosonina, Genes Dev, 2006). The 
3’ fragment generated by the cleavage reaction is uncapped, and rapidly degraded in the 
nucleus. 

It is important, however, to note that not all transcripts are polyadenylated. Detailed 
analysis of transcription from ten different human chromosomes using tiling arrays 
(microarrays that interrogate essentially every non-repetitive base of the genome) showed 
that only a fraction (19.4%) of all transcripts are polyadenylated ((Cheng, Science, 2005)). 
More research is needed to reveal the functional role and translational status, if any, of the 
transcripts without polyadenylation.  

2.3.5 Splicing 

In eukaryotes most pre-mRNA transcripts contain non-coding intron sequences that are 
removed in a splicing reaction (Berget, Proc Natl Acad Sci U S A, 1977; Chow, Cell, 1977). 
The length of the average human gene (27 kbp) is much more than the average size of 
the spliced, mature protein-coding mRNA (1.5 kb) (Lander, Nature, 2001). The number of 
introns is highly variable between different genes; olfactory receptors typically contain no 
introns, while the 2.4 Mbp dystrophin gene contains >75 introns. The majority of the 
genes contain a more modest number of introns, on average estimated to seven per gene 
(Lander, Nature, 2001).  

Mechanism and regulation. Splicing involves two transesterification reactions that 
create a spliced mRNA and a lariat structure (Staley, Cell, 1998). A successful splicing 
reaction requires three stretches of nucleotides; a 5’ splice site at the boundary between 
the 5’ exon and the intron, a 3’ splice site, and a branch site within the intron. The 
reaction is initiated with the 2’-OH group of the branch site adenosine attacking the 
phosphodiester bond of the 5’ site, yielding a 3’-OH group at the 5’ site. Next, this 
hydroxyl group attacks the phosphodiester bond of the 3’ site, releasing the lariat (intron) 
and creating a normal phosphodiester bond between the 5’ and 3’ exons. In the nucleus 
these reactions are carried out by the splicesome, a multiunit riboprotein assembly 
containing five snRNA-protein complexes (snRNPs; one snRNA and multiple proteins in 
each) and additional 100+ proteins (Jurica, Mol Cell, 2003). The splicesome has a dynamic 
structure and involves several RNA:RNA, RNA:protein and protein:protein interactions; the 
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key players are the U1 and U2 snRNPs that bind to the 5’ and branch sites, and the U6 
snRNP which is thought to be the catalytic component (Faustino, Genes Dev, 2003). 

The transcriptome contains >10-fold excess of pseudo-splice sites (containing potential 5’ 
and 3’ splice sites and a branch site) that go unspliced. The bona fide splice sites are 
recognised and differentiated from the pseudo-sites using clusters of exonic splicing 
enhancers (ESE) and intronic splicing silencers (ISS) (Sun, Mol Cell Biol, 2000). ESE are 
commonly, but not exclusively, bound by serine and arginine rich proteins, while ISS are 
bound by heterogeneous nuclear ribonucleoproteins. Recent evidence however points to 
both classes of binders affecting splicing in both activating and repressing manner 
(Blanchette, Genes Dev, 2005), and these binders can be further covalently modified, 
providing an additional level of regulation (Shin, Nat Rev Mol Cell Biol, 2004).  

Alternative splicing. In splicing, exons are always joined from 5’ towards the 3’ end of 
the pre-mRNA transcript. Under certain conditions one or more exons can be skipped, 
generating different patterns of exon joining – alternative splicing. In humans it has been 
estimated that 60-80% of the genes are alternatively spliced, that 30% show usage of 
alternative 3’ exons, and that 80% of the splicing reactions change the protein sequence 
(Modrek, Nat Genet, 2002). Large numbers of exon combinations are possible for certain 
genes; the Down syndrome cell adhesion molecule gene in Drosophila and the neurexins 
and CD44 genes in human can produce as many as 38,000, 3000 and 1,000 different 
isoforms, respectively (Schmucker, Cell, 2000; Zhu, Science, 2003). The extent of 
alternative splicing is also believed to be more important in certain tissues, such as the 
nervous system (Lee, Biol Psychiatry, 2003). Furthermore, dysregulated splicing has been 
associated with several diseases, e.g. certain types of cancer (Venables, Cancer Res, 
2004). 

Alternative splicing generates changes at the protein level through exon skipping, 
frameshift or downregulation of the transcript (through NMD, see later section). Typically, 
in the case of exon skipping, complete functional domains are affected, e.g. skipping of a 
transmembrane domain yielding a soluble protein (Xing, FEBS Lett, 2003). In more rare 
cases a new functional domain can be created; e.g. individually exons 2 and 4 encode a 
part of a nonfunctional transmembrane helix while skipping of exon 3 joins the exons 2 
and 4 and generates a functional helix (Hiller, Genome Biol, 2005). Examples of 
alternative splicing modulating ligand specificity of growth factor receptors and adhesion 
molecules have also been observed (Lopez, Annu Rev Genet, 1998). 

Regulation of alternative splicing is believed to be controlled through use of tissue-specific 
splicing factors binding to ESE and ISS elements, presumably binding to Pol II already at 
the transcription initiation phase, and through kinetics of the transcription. Experimental 
evidence for the model based on transcription kinetics has been generated by experiments 
where pausing during elongation, different classes of transcription activators, and more 
slowly elongating Pol II mutants have been used (de la Mata, Mol Cell, 2003; Eperon, Cell, 
1988; Kadener, Proc Natl Acad Sci U S A, 2002; Nogues, J Biol Chem, 2002). In an in vitro 
study evidence for the kinetics of transcription affecting the choice of alternative splicing 
pattern was obtained; splicing of proximal exons is favoured initially during transcription, 
but over time more distal splicing takes over (Hicks, PLoS Biol, 2006). Supporting this, 
both experimental and computational approaches have concluded that the length of the 
flanking upstream intron influences the pattern of alternative splicing (Fox-Walsh, Proc 
Natl Acad Sci U S A, 2005). 

In general, spliced transcripts are more abundant than unspliced transcripts. Data 
suggests that this is due to the increased protection from nuclear degradation provided by 
coating of the transcript with splicing factors and splicing more clearly directing the 
transcript to the mRNA processing pathway (Hicks, PLoS Biol, 2006). Most importantly, at 
every exon-exon junction the splicing machinery leaves a protein complex termed exon 
junction complex (EJC). This complex has been associated with mRNA processing steps 
such as nuclear export, translation (Matsumoto, Embo J, 1998), localisation (Hachet, 



Mining the transcriptome – methods and applications 

 

 19

Nature, 2004) and, crucially, transcript quality control and turnover (see chapter on RNA 
degradation). 

2.3.6 Transcription factories 

Where does Pol II-dependent transcription occur in the nucleus? The classical view 
suggests no distinct nuclear clustering of transcriptionally active sites. However, the 
identification of distinct transcriptionally active foci prepares the ground for a different 
view (Iborra, J Cell Sci, 1996; Jackson, Embo J, 1993; Wansink, J Cell Biol, 1993). In fact, 
each cell contains much fewer active sites of transcription than there are transcribed genes. 
Furthermore, co-transcription of genes 40 Mbp apart has been described (Osborne, Nat 
Genet, 2004). An alternative view of transcription localisation, based on the concept of 
‘transcription factories’, has emerged to incorporate these distinct foci of transcription. 
Instead of Pol II moving along the chromatin, the chromatin moves through the 
transcription factory, which is ‘semiattached’ to the nuclear matrix (Jackson, Embo J, 
1985). Energy released from NTP hydrolysis during polymerisation could be used to pull 
the chromatin through the factory (and there is certainly that amount of energy and force 
available (Yin, Science, 1995)). Enhancers and locus control elements can counteract this 
pulling and keep the gene longer in the factory, and hence increase the number of 
transcripts generated. This model is in agreement with results suggesting that large 
proportions of the genome are transcribed (Carninci, Science, 2005). To further facilitate 
pre-mRNA maturation, the various enzymatic complexes required for pre-mRNA 
processing may also be localised at the same factory foci, which would more or less 
immediately after transcription direct an mRNA molecule into the processing machinery 
(Osborne, Nat Genet, 2004). It is important to point out that many details of the 
transcription factory model are still unverified. 

2.3.7 Nuclear mRNA export 

The nucleus is surrounded by a phospholipid bilayer, effectively compartmentalising the 
nucleus from the cytoplasm. Movement of protein-bound mRNA (mRNP) inside the nucleus 
has recently been shown to occur through random diffusion, and it was further shown that 
adenosine triphosphate (the hallmark of active transport) is needed for reinitiation after 
mRNP particles stall in regions of dense chromatin (Vargas, Proc Natl Acad Sci U S A, 
2005). Nuclear pore complex (NPC) is a large 50 MDa (yeast) to 125 MDa (human) 
assembly of proteins that facilitates transport of macromolecules through the membrane 
(Suntharalingam, Dev Cell, 2003). Particles smaller than 40 kDa diffuse through the NPC, 
while active transport is required for those of larger size. Components of the NPC also 
carry out quality control functions to ascertain that only completely spliced transcripts are 
exported (Galy, Cell, 2004).  

Retention of a subset of polyadenylated transcripts in the nucleus is known to occur 
(Herman, Cell, 1976) and some of these transcripts are functional in the nucleus (e.g. Xist 
and its antisense transcript Tsix (Plath, Annu Rev Genet, 2002)). A recent study described 
the retention of a partly processed, adenosine-to-inosine edited transcript that, upon 
extracellular stimulation, was rapidly cleaved, exported to the cytoplasm and translated 
(Prasanth, Cell, 2005). Importantly, this study reveals an entirely new level of 
posttranscriptional mRNA regulation, which may be much more widely used than 
previously thought.  

2.3.8 Translation 

In translation the ribosome converts the genetic information, carried in an mRNA 
transcript, into a peptide by polymerising individual amino acids. Ribosomes are found 
‘free’ in the cytoplasm, bound by the ER, in the mitochondria, and possibly in the nucleus 
(Iborra, Science, 2001; Iborra, J Cell Sci, 2004). The number of ribosomes is balanced in 
comparison to the number of transcripts; during rapid growth in yeast, 70-80% of 
transcripts are bound by at least one ribosome and approximately 85% of the ribosomes 
are engaged in translation (Arava, Proc Natl Acad Sci U S A, 2003; MacKay, Mol Cell 
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Proteomics, 2004). The number of ribosomes actively translating a given transcripts varies. 
For highly translated transcripts there can be one ribosome for every 30 bases, indicating 
an efficient – but also crowded – process. This is close to the maximal theoretical density, 
as the length of the RNA buried inside a ribosome is approximately 30 nt. At the other 
extreme, ribosome densities of 1/1000 nt are not uncommon (Arava, Proc Natl Acad Sci U 
S A, 2003; MacKay, Mol Cell Proteomics, 2004). Most transcripts are translated at a 
frequency somewhere between these extremes, indicating that the initiation of translation 
is the rate limiting step. For longer transcripts the density goes down, indicating less 
efficient initiation with growing transcript length (Arava, Nucleic Acids Res, 2005). 

Control of the translation efficiency is carried out at both global and transcript-specific 
level. The former is achieved through control of the number of ribosomes and 
phosphorylation of translation initiation factors. Transcript-specific efficiency is modulated 
through binding of various RNA-binding translation factors, and through structural 
elements in the untranslated regions of some transcripts. For example, under stress or 
comparable conditions, a global translation downregulation takes place, while the 
translation efficiency for certain specific transcripts is highly increased. An example of this 
is the induced oncogenic signalling through Ras and Akt-signalling pathways in 
glioblastoma; during stimulation certain transcripts become much more frequently 
translated than normally. This regulatory effect on translation is in fact much larger than 
the upregulation on the transcriptional level (Rajasekhar, Mol Cell, 2003). 

2.3.9 RNA degradation 

Steady-state levels of mRNA transcripts can be achieved through use of stable transcripts 
and low transcriptional level, or through high transcriptional activity balanced by an 
efficient transcript degradation activity. However, only the latter allows for rapid 
adjustment to a change in the cell or its environment and this is the approach chosen by 
most organisms; half-lives for unstable transcripts in E.coli, yeast and mammals are 
typically only 1-2 min, 2-3 min, and 15 min, respectively (Herrick, Mol Cell Biol, 1990; 
Shyu, Genes Dev, 1989; Wang, Proc Natl Acad Sci U S A, 2002). Transcripts encoding 
transcription factors and other regulatory proteins are usually short lived, while transcripts 
for metabolic pathway enzymes are long lived. Also, members of the same functional class 
or macromolecular complex often have similar decay rates (Wang, Proc Natl Acad Sci U S 
A, 2002), and transcripts encoding orthologous genes typically have similar turnover 
patterns (McCarroll, Nat Genet, 2004). Collectively, these observations demonstrate that 
similar mechanisms are widely used to control transcript levels and that the half-life of a 
transcript reflects the function of the encoded protein. 

The default state of an mRNA transcript is ‘relative stability’, and degradation is induced 
through either 5’ decapping or 3’ deadenylation. In both yeast and mammals, the first step 
is shortening of the polyA-tail (to 10 and 60 nt, respectively) (Chen, Mol Cell Biol, 1994). 
In yeast this is followed by removal of the cap, allowing for a 5’-3’ exonucleatic 
degradation (Hsu, Mol Cell Biol, 1993; Muhlrad, Genes Dev, 1994). In mammals, a 3’-5’ 
pathway, termed the exosome pathway, is the dominant mRNA degradation pathway 
((Chen, Cell, 2001; Mukherjee, Embo J, 2002; Wang, Cell, 2001); reviewed in (Houseley, 
Nat Rev Mol Cell Biol, 2006; Meyer, Crit Rev Biochem Mol Biol, 2004)). The exosome is an 
evolutionarily conserved multiprotein complex found both in the nucleus and in the 
cytoplasm (Mitchell, Nat Struct Biol, 2000). The nuclear exosome is involved in maturation 
processes of for example snoRNAs and pre-rRNAs (Allmang, Embo J, 1999) and in 
degradation of incompletely processed mRNA transcripts. The cytoplasmic exosome’s role 
is to survey and degrade mRNA transcripts. Exosome-mediated degradation can be 
controlled both through use of sequence-specific and general RNA-binding proteins (e.g. 
EJC) or through sequence elements typically located in the 3’ untranslated region. As an 
example of sequence element-mediated decay, transcripts with 3’ AU-rich elements (AREs) 
are often targeted for miRNA-dependent rapid degradation (Shaw, Cell, 1986; Yang, 
Genome Res, 2003). Transcripts that encode proteins which are required transiently, e.g. 
cytokines, growth factors and proto-oncogenes, often contain AREs (Houseley, Nat Rev Mol 
Cell Biol, 2006). 
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Different surveillance pathways exist to degrade partially or incorrectly processed 
transcripts, and transcripts with premature stop codons (PTC) that are often caused by 
alternative splicing; in fact, up to one third of all alternatively spliced transcripts may be 
targeted by rapid decay caused by introduction of premature termination codons (Hillman, 
Genome Biol, 2004). Surveillance pathways that are widely used include 1) nuclear, 
exosome-mediated surveillance to degrade partially or non-processed transcripts (Hilleren, 
Mol Cell, 2003; Moore, Cell, 2002), 2) cytoplasmic, exosome-mediated non-stop decay to 
identify transcripts that lack stop codons (Frischmeyer, Science, 2002; van Hoof, Science, 
2002), and 3) cytoplasmic nonsense-mediated mRNA decay (NMD) that degrades 
transcripts with PTCs (He, Mol Cell, 2003; Maquat, Nat Rev Mol Cell Biol, 2004; Mendell, 
Nat Genet, 2004). The NMD pathway identifies transcripts with premature stops during a 
pioneer round of translation by searching for these codons upstream of exon-junction 
complexes (Ishigaki, Cell, 2001). NMD is initiated if a PTC is found >55 nt upstream of an 
exon-junction complex. 

2.3.10 Balancing between degradation and translation 

As already noted above, the life of a eukaryotic mRNA transcript is essentially a balance 
between destruction by various pathways in both the nucleus and in the cytoplasm, and 
translation (Figure 4). The initial default path for pre-mRNA transcripts is immediate 
degradation in the nucleus. However, various processing steps, such as splicing, increase 
the stability of the transcript, presumably through coating of the transcript with RNA-
binding proteins. A mature mRNA transcript, on the other hand, is destined for translation, 
and the default state can be characterised as ‘relative stability’. Again, multiple forces act 
together to shorten the half-lives of the transcripts through various mechanisms, including 
surveillance pathways, normal turnover, and localisation to defined cytoplasmic loci 
termed P-bodies. Collectively, these processes create a pool of mRNA transcripts that is 
balanced and regulated in terms of quantity, cellular localisation and availability for protein 
translation. Future gene expression studies need to take this into consideration. 

 

Figure 4. An mRNA transcript balances between degradation and translation. Abbreviations: 
mRNA, messenger RNA; NMD, non-stop mediated RNA decay; miRNA, micro RNA.  
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3. Tools for mining the transcriptome 

Essentially every cell in an organism is, at any given time point, transcribing thousands of 
its genes in various quantities. As described in the previous section, the amount of a 
messenger RNA transcript is tightly regulated and there is an interest, both from basic 
science and clinical perspectives, in being able to accurately quantify the levels of different 
transcripts. 

In this section both gene-by-gene methods and global methods for quantification of 
messenger RNA levels are described. The focus will be on the microarray technology, 
which is described last in the global methods subsection. 

3.1 Gene-by-gene methods 

Northern blot provides a quantification and size determination of a transcript in a 
complex mixture by first separating the transcripts by denaturing agarose gel 
electrophoresis, followed by a transfer to a membrane strip and hybridisation with a 
labelled probe (Alwine, Proc Natl Acad Sci U S A, 1977). However, the method is sensitive 
to RNA degradation and lacks a wide dynamic range. Labelling of the probes is commonly 
achieved using either radioisotopes or biotin. Typically DNA probes up to several hundred 
bp are used, but recently locked nucleic acid (a nucleic acid analogue) has been 
demonstrated to achieve a 10-fold improvement in sensitivity (Valoczi, Nucleic Acids Res, 
2004). 

Quantitative real-time reverse-transcription PCR (qRT-PCR) provides superior 
sensitivity for analysis of gene expression levels compared to other methods; analysis of 
even single cells is possible (reviewed in (Wong, Biotechniques, 2005)). First, a complex 
mixture of total RNA is converted to cDNA using reverse transcriptase with either random 
or gene-specific priming. Next, a 100-200 bp fragment is amplified and the accumulation 
of product measured after each cycle using a fluorophore that either specifically targets 
the amplicon or any double-stranded DNA. During the exponential phase of the 
amplification each PCR cycle doubles the amount of product and in log2 scale this 
corresponds to a linear increase. Extrapolation of the linear increase to the level of 
background provides an estimate of the initial starting amount of mRNA. Use of qRT-PCR 
has many advantages, making it the method-of-choice for high-accuracy - but low-
throughput - gene expression analysis: 1) it offers a dynamic range of 7-8 log orders of 
magnitude (Morrison, Biotechniques, 1998), 2) it can achieve single-copy detection 
(Palmer, J Clin Microbiol, 2003), 3) it can be carried out in one step, 4) it has low 
coefficients of variation facilitating detection of small differences between samples (Gentle, 
Biotechniques, 2001), and 5) design of specific amplicons allows for discrimination 
between similar transcripts, such as gene family members. 

3.2 Global methods 

Global methods allow for a nearly-complete analysis of the transcriptome and are often 
associated with high costs and extensive data analysis. However, the methods have 
become popular; a query with the word ‘microarray’ in the NCBI’s PubMed yields >15,000 
hits – an incredible increase since the first publications in early 1990’s. The race towards 
the $1,000 human genome has also provided the research community with two new ultra-
high-throughput DNA sequencers. Roche and 454 Life Sciences market a bead-based 
pyrosequencing instrument producing tens of millions of bases of sequence every hour. 
Solexa, through its soon-to-be-released Clonal Single Molecule ArrayTM, produce up to one 
billion bases of sequence per run. Various sequencing-based tag-counting methods are 
briefly outlined below and discussed in more detail elsewhere (Harbers, Nat Methods, 
2005). 

Expressed sequence tag (EST) sequencing generates random, 200-900 bp single-pass 
sequences of cDNA clones. The initial purpose of these sequences was to facilitate gene 
detection (Wilcox, Nucleic Acids Res, 1991), but they have also been used for estimation 
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of gene expression levels. The main drawback is the low throughput (number of counts) 
caused by the high data generation costs (library generation and sequencing), low-quality 
of sequences and uncertainty of coverage of the transcript (i.e. whether it is full-length or 
not). 

Serial analysis of gene expression (Velculescu, Science, 1995) was the first approach 
to provide large-scale absolute estimates of transcript frequencies, and relies on a 
biotinylated primer, streptavidin-coated beads and type IIs restriction endonucleases (that 
cleave outside the recognition site) to generate short tags from each transcript. The tags 
are concatemerised and sequenced using standard sequencing technology to derive a 
digital representation of the transcript frequencies. Originally SAGE was used to isolate 
approximately 14-bp 3’ tags, but the method has been later developed to also isolate 5’ 
tags and longer 26-bp tags. 

Cap analysis of gene expression (Kodzius, Nat Methods, 2006) uses 5’ cap-trapping 
methods to selectively isolate full-length cDNAs and generates 20-bp tags from these. 
After isolation, the tags are ligated to yield ~700 bp concatemers, cloned into a vector and 
sequenced. The first-strand synthesis can be primed with random primers, allowing for 
analysis of polyA-negative transcripts. CAGE has recently been used for large-scale 
transcription start site mapping (Carninci, Nat Genet, 2006). 

Massive parallel signature sequencing (Brenner, Nat Biotechnol, 2000). 3’ sequences 
of each transcript are isolated using biotinylated primer in the cDNA synthesis and 
cleavage with DpnII. Next, the 3’ signature sequences are ligated into specifically designed 
plasmid vectors containing 32-nt oligonucleotide tags (in total 16.8x106 different tags), 
and amplified using PCR. Use of a large number of tags provides a unique tag for each 3’ 
signature sequence, which is subsequently coupled to a 5-µm microbead. Each bead 
contains one type of capture tag complementary to one of the 32-nt oligonucleotide tags. 
Next the captured signature sequences are sequenced on beads to yield 16-20 nt 
signature tags, which are counted and mapped to the genome. 

Gene identification signature (Ng, Nat Methods, 2005) relies on sequencing of 
concatenated 3’ and 5’ paired-end ditags and is perhaps more suitable for gene discovery 
projects than for gene expression profiling projects.  

The number of tags generated with the different methods varies; using the EST approach 
counts of a few tens of thousands per library is achievable, while the MPSS generates 
approximately one million tags. With the remaining techniques counts up to a few hundred 
thousand are achieved. However, use of the ‘new’ sequencing techniques allow for 
generation of millions of tags, facilitating detection and reliable analysis of genes 
expressed at low levels. In fact, use of the 454 sequencing and GIS tag sequencing has 
been recently reported (Ng, Nucleic Acids Res, 2006). 

The advantage of the sequencing-based tag counting methods is the possibility to map the 
obtained hits to the genome. For the CAGE technology, for example, this provides 
additional information, such as the identification and quantification of transcription start 
site usage. Use of these technologies is however restricted mainly to large-scale genome 
centres due to high sequencing costs. 
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3.3 Microarray-based methods 

Microarrays are used to measure levels of mRNA transcripts, miRNAs, and proteins, but 
also to analyse characteristics of genomes (e.g. SNPs, gene copy number changes, and 
larger chromosomal gains and duplications). The fundamental underlying advantage of the 
technology is that a simultaneous, highly parallelised measurement of thousands of 
different targets is possible; in many cases allowing for analysis of all known protein-
coding transcripts. The massive interest and large scientific expectations have generated 
an entire microarray industry providing various microarray-related products and services. 
Although many of the individual academic and industry-generated approaches are rather 
different, the unifying themes for the different microarray approaches are: 1) use of a 
solid support (e.g. glass, nylon filter, beads) to which probes are attached, 2) high density 
of probes facilitating large-scale analysis, 3) application of a complex sample to the array, 
4) capture of target by its corresponding probe using base complementarity or antibody 
binding, and 5) detection system with a wide dynamic range, commonly based on 
fluorescent dyes. The array-based approaches are also substantially less expensive than 
alternative methods providing similar throughput (e.g. sequencing-based approaches, see 
previous section). 

A typical gene expression level analysis starts with isolation of total RNA, followed by cDNA 
synthesis and labelling. Next the purified and labelled cDNA is applied onto a microarray 
containing thousands of immobilised probes, hybridised, washed and scanned. Arrays are 
bought from a commercial vendor (e.g. Affymetrix or Agilent Technologies), an academic 
microarray provider (e.g. KTH Microarray Center, http://www.ktharray.se), or produced 
in-house. A more detailed description of the different technical aspects of the sample 
preparation and the various microarray platforms is available in subsequent chapters. 

3.3.1 Nomenclature 

A defined nomenclature has been established to facilitate discussion of microarrays and to 
promote exchange of data. The most important distinction is made between the probe and 
the target, where probe refers to the DNA immobilised on the solid surface and target to 
the labelled sample hybridised onto the microarray. Probes are grouped into blocks, and 
probes in a block are generally more similar in terms of morphology and intensity to each 
other than to other probes on the arrays. The block structure is usually determined by the 
print-pin that deposited the DNA onto the array. A defined nomenclature for sharing of 
microarray data has also been generated, and is known as MAGE-ML (see chapter on Data 
sharing) (Spellman, Genome Biol, 2002). 

3.3.2 Platforms 

The main differences between the array platforms are the type of probe attached to the 
surface, the number of target samples (either one or two) that can be hybridised 
simultaneously on each array, and the principal expression measurement (ratio for two-
channel arrays and absolute level estimate for single-channel experiments). The platforms 
differ also in target labelling and hybridisation, image analysis and initial low-level data 
analysis aspects. However, at the high-level data analysis phase (where biological 
inference is sought) the data analyses for the different array platforms converge, and the 
approaches and the interpretation of results generated are similar. 

3.3.2.1 cDNA and other PCR-amplified probe arrays 

The relatively low cost of cDNA array production, and the access to thousands of EST 
clones in the freezers in many laboratories, especially in the large-scale sequencing 
laboratories, and the commercial distribution of EST clone collections propelled the early 
development and popularity of the cDNA arrays in the late 1990’s (DeRisi, Nat Genet, 
1996; Schena, Science, 1995). 

Manufacturing. The arrays are generated through PCR-amplification of clone collections 
using vector-specific primers, or through amplification of specific genomic regions (most 
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commonly gene or promoter regions) using probe-specific primers. The double-stranded 
DNA amplicons are purified with one of the widely used purification techniques (ethanol 
precipitation or filter plates). Following a small-volume elution, the purified products are 
printed using specific instruments developed for microarray production. A print head with 
up to 48 pins is used to deposit the probes into a grid, generating one block for each print-
tip. The total number of probe preparation steps is high, and therefore all steps are carried 
out in either 96- or 384-well format. To avoid plate handling errors, rigorous quality 
control steps, including complete, partial or random resequencing and agarose gel 
electrophoresis analysis of the purified clones is advantageous, but also labour intensive 
and costly. 

Advantages and drawbacks. Advantages of the platform include: 1) low cost of arrays 
which allows for design of large experiments with extensive replication (note however that 
the initial probe preparation costs may be substantial), 2) the possibility of using two-
colour detection, further facilitating use of complex design, 3) clone collections are widely 
available from multiple sources, 4) compatibility with most amplification protocols, and 5) 
established laboratory protocols. The drawbacks (many of which are shared with 
oligonucleotide and Affymetrix arrays, see below) include: 1) unspecific target-probe 
interaction due to the length of probes, 2) false negatives due to probes failing during 
preparation, 3) batch-to-batch variability in array production, 4) incomplete transcriptome 
coverage, 5) uncertainty over which region or isoform of a transcript is targeted with a 
given probe (the complete probe sequence is available only in few cases), 6) difficulties in 
maintaining high-quality probe collections (avoidance of evaporation, well-to-well 
contamination, plate rotation, etc), and 7) as the probes are double-stranded, 
measurement of both sense and antisense transcripts is confounded. 

3.3.2.2 Oligonucleotide arrays 

The concept of long (50 – 90 nt) spotted oligonucleotide arrays has recently been 
introduced for gene expression profiling (Hughes, Nat Biotechnol, 2001), offering higher 
specificity than is achievable using the cDNA array approach.  

Manufacturing. Using publicly available genome sequences, oligonucleotides are 
designed in silico for each gene, and made as specific as possible, allowing monitoring of 
members of the same gene family. Furthermore, the melting temperatures of the 
oligonucleotides are taken into account to achieve uniform hybridisation conditions. The 
oligonucleotides are bought pre-synthesised, dissolved in appropriate printing buffer and 
printed using the same approach as the amplified cDNA clones. 

Advantages and drawbacks. Use of these pre-synthesised oligonucleotides offers some 
advantages over the conventional cDNA arrays. 1) Arrays can be generated for any 
organism given that its genome sequence and gene predictions (or large-scale EST 
libraries) are available. Not surprisingly, oligonucleotide collections have been recently 
released for organisms such as grape, peach and tomato (Operon). 2) The probes are 
targeted to specific regions of genes, avoiding sequences that are shared between multiple 
genes, which also allows for some (limited) differentiation of splice variants of a gene. 3) 
Clone handling is reduced, minimising the risk for plate or clone handling errors. 4) 
Replacement plates are easy to obtain and are easily incorporated into an existing 
collection. 5) The probes are designed to have the same sense as the mRNA; hence they 
are complementary to the labelled cDNA generated from the mRNA, and a confounded 
measurement between sense and antisense strands is avoided. However, this is also a 
minor drawback, as the commonly used amplification approaches generate the opposite 
strand, making the use of these oligonucleotide arrays incompatible with the commonly 
used linear T7 amplification method (see section on Target amplification). In addition to 
many of the drawbacks listed for cDNA arrays (see points 2, 3, 4 and 6 in cDNA array 
section), the initial purchase investment for oligonucleotide collections is substantial. 
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3.3.2.3 In situ synthesised Affymetrix GeneChip arrays 

These arrays are hybridised with only one sample and have gained popularity through 
their wide availability and ease of use. 

Probe design. The probes are designed in silico and show 3’ end bias to avoid non-unique 
transcript regions. Commonly 11-20 perfect match (PM) probes, together with their 
mismatch (MM) probes, are used to represent each transcript and collectively these are 
termed a probe set. The MM probes differ from their PM probes by one base in the central 
positions of the 25-mers; the base change destabilises the probe-to-target binding and is 
supposed to allow for estimation of non-specific binding. Depending on the data analysis 
approach, the intensities from the MM probes can be used to correct the signal from the 
PM probes (the value of this approach is however questionable (Irizarry, Nucleic Acids Res, 
2003; Irizarry, Bioinformatics, 2006)). 

Manufacturing. The oligonucleotides are synthesised directly on the array using 
photolithography chemistry (Fodor, Science, 1991; Lockhart, Nat Biotechnol, 1996; Pease, 
Proc Natl Acad Sci U S A, 1994). The synthesis is carried out nt-by-nt through synthesis in 
the 3’-5’ direction. Briefly, a surface is coated with linkers containing a photosensitive 
group. A photolithographic mask directs light to pre-defined positions on the array and 
deprotects these through light-induced cleavage of the photosensitive group. Next, one of 
the four nucleotides is added, and allowed to couple. Extension with multiple nucleotides is 
avoided through use of nucleotides that are inhibited from multiple polymerisations by use 
of a protective photosensitive group. Next, a different mask is used and the process 
repeated with nucleotides added in predefined order to yield 25-mers.  

Advantages and drawbacks. 1) The direct synthesis of probes on arrays avoids 
problems with incorrect plate handling and problematic spot morphology and ensures that 
the bath-to-batch variability is minimised. 2) Small feature sizes yield dense arrays. 3) 
Probes are single-stranded and hence nonconfounded measurements between overlapping 
transcripts are obtained. The drawbacks are 1) inflexibility in probe content is caused by 
the high cost of mask manufacture inhibiting frequent probe redesign, and hence several 
of the arrays are based on obsolete genome assemblies. 2) Sample preparation always 
includes linear amplification. 3) The arrays are expensive, rendering complex designs too 
expensive for common use. 

3.3.3 Sample preparation 

Analysis of complex tissues as such is of little value due to cellular heterogeneity. The bulk 
brain, for example, is a mixture of hundreds of different cell types, and unless the different 
cell types are specifically selected prior to mRNA extraction, the obtained gene expression 
profile will be a weighted average of the total gene expression in all the different cell types, 
with the most numerous cell type dominating. Hence, the homogeneity (purity) of the 
sample determines what is measured, and what biological conclusions can be drawn from 
the data. 

Several approaches have been used to obtain homogeneous samples. 1) Experiments can 
be designed to include early sampling after induction of differentiation or treatment, which 
allows for monitoring of early events before secondary changes start to accumulate. 2) 
Selective markers (e.g. green-fluorescent protein expression) can be used in transfections 
to achieve high transfection rates. 3) Synchronised cell cultures, allowing for analysis of 
cell cycle phase-specific gene expression patterns can also be used (Spellman, Mol Biol 
Cell, 1998). To obtain samples with the highest degree of homogeneity, methods such as 
4) fluorescence-activated cell sorting (FACS) or 5) laser-capture microdissection (LCM) can 
be used.  

FACS is based on fluorescently-labelled antibodies binding to specific molecules on the 
surface of the desired cell, but not to other cells in the sample. Two cell types both 
expressing a marker, but in different quantities, can also be separated using FACS into 
‘marker-low’ and ‘marker-high’ cell fractions. The cell-antibody conjugates are passed 
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through a detector, one cell at a time, and when the desired cell is detected, an electric 
field is applied to direct the sample into a separate collection vessel. Improved separation 
is commonly achieved using multiple fluorophore-conjugated antibodies to identify a 
combination of different cell-surface molecules. Negative selection (absence of binding of a 
certain antibody), size selection and cell morphology can also be used as isolation criteria. 
The purification and isolation of the different stem, progenitor and mature cells of the 
hematopoietic lineage is a well-known example of successful application of the FACS 
technology to a complex heterogeneous biological sample (e.g. (Terskikh, Blood, 2003)). 
The main drawback of FACS technology is often the lack of antibodies for cell-surface 
proteins, or the lack of markers for a certain cell type.  

LCM relies on recognition of a specific cell in a microscopic evaluation of the sample. 
Briefly, a single-cell or a thin layer of cells is attached to a solid support and the cells of 
interest identified. Next, a computer-controlled laser is used to excise these cells and 
isolate them into a collection vessel. The isolation technique relies on knowledge of the 
tissue structure and identification of specific cells, and is labour intensive, but has the 
potential to derive extremely pure samples. 

3.3.4 Target preparation 

Typically 10-20 µg of total RNA or 300-1000 ng of mRNA is required to label the target. 
This amount of material corresponds to approximately one to two million cells (assuming 
10 pg of total RNA per cell), which is commonly obtained by in vitro cell culturing studies. 
Use of methods to obtain homogeneous samples compromises the yield, and hence a 
signal or target amplification method is required. 

3.3.4.1 Signal amplification 

These approaches include use of radioactive labelling with extended exposure times, 
dendrimer labelling, or tyramide signal amplification. Radioactive labelling is difficult to 
control; it easily gives rise to “bleeding” into adjacent features and is hazardous to work 
with. Amplification using the dendrimer technology relies on incorporation of a capture 
sequence into the cDNA and a post-hybridisation labelling where dendrimers that contain 
several fluorophores are directed using complementary binding towards the incorporated 
capture sequences in the hybridised target molecules (Stears, Physiol Genomics, 2000). 
These approaches facilitate analysis of nanogram amounts of target, at best, but are not 
compatible with amounts obtained from LCM or FACS. 

3.3.4.2 Target amplification 

To analyse low or sub-nanogram amounts of material, two fundamentally different target 
amplification methods are used: linear T7-based in vitro transcription (IVT) and PCR-based 
exponential amplification (Figure 5). Comprehensive literature reviews of target 
amplification approaches are available (Nygaard, Nucleic Acids Res, 2006; Sievertzon, PhD 
thesis, 2005). 

Linear T7-based in vitro transcription amplification and modified variants (Baugh, 
Nucleic Acids Res, 2001; Eberwine, Proc Natl Acad Sci U S A, 1992; Van Gelder, Proc Natl 
Acad Sci U S A, 1990) are the most widely used amplification methods. IVT amplification 
typically yields approximately 300 to 500- fold amplification, but under optimised 
conditions up to 1000-fold amplification is achievable. Up to three rounds of amplification 
can be carried out for small amounts of starting material. Briefly, first-strand cDNA 
synthesis is primed with an oligo(dT) primer containing a T7 promoter sequence. Next, 
double-stranded cDNA is synthesised with a random primer, and is followed by a 3-12 
hour isothermal IVT reaction at 37°C, during which the amplified RNA (aRNA) linearly 
accumulates. This approach was chosen at an early stage by Affymetrix as their target 
preparation approach – in fact, all samples used on Affymetrix arrays are subjected to IVT 
amplification. 
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Drawbacks include: 1) some array probes are incompatible due to target 3’ bias introduced 
by the amplification. Synthesis of cDNA shortens the product towards the 3’ end; 
unamplified material ranges from 200 bases to several kb, while the size range is 250 to 
1800 bases and only 200 to 600 bases, respectively, for material amplified one or two 
rounds. Therefore, probes directed towards central or 5’ regions of transcripts often lack 
corresponding target sequence in the aRNA population. A template-switching approach 
enriching for full-length transcripts has been developed (Wang, Nat Biotechnol, 2000). 2) 
Incompatibility with the oligonucleotide arrays occurs due to the amplified and labelled 
target and the probe having the same sense (strand orientation). To circumvent this, 
modified approaches incorporating the T7 promoter in the second-strand synthesis have 
been reported (Che, Lab Invest, 2004; Kaposi-Novak, Biotechniques, 2004; Marko, BMC 
Genomics, 2005; Rajeevan, Genomics, 2003; Schlingemann, Nucleic Acids Res, 2005). 
Another alternative is to use labelled aRNA (e.g. aminoallyl, biotin or labelled platinum 
conjugates) in the hybridisation, but the altered hybridisation conditions due to the 
reduced specificity of the RNA:DNA binding need to be addressed. 

PCR-based amplification methods are more diverse, and are typically based on ligation 
of linker sequences to both ends of double-stranded cDNA, followed by a certain (often as 
limited as possible) number of PCR cycles to yield double-stranded DNA. These methods 
are generally assumed to introduce bias to the data due to transcript-length dependent or 
base composition (GC content) differences in amplification efficiencies. To circumvent this 
problem, approaches that restrict the length of the template and make it more uniform 
have been developed (Brady, Curr Biol, 1995; Brady, Methods Enzymol, 1993; Hertzberg, 
Plant J, 2001). The advantage of PCR-based methods over linear IVT methods is that 
much higher amplification is achievable; with PCR-based methods 108 to 109-fold 
amplifications can be obtained (Subkhankulova, Genome Biol, 2006). They are also faster, 
typically requiring only a few hours, and more cost-effective.  

The performances of the various amplification methods have been analysed and found to 
yield good results for both IVT (e.g. (Zhu, Mol Genet Metab, 2006)) and for PCR-based 
approaches (e.g. (Goff, BMC Genomics, 2004; Iscove, Nat Biotechnol, 2002)). 
Subkhankulova et al compared PCR-based amplification approaches (global and 5’ end 
template switch) with linear T7-based approaches for analysis of single cells and concluded 
that the PCR-based methods were more reliable than the linear transcription, and that 
template switching yielded fewer false positives, but also had a considerably lower 
absolute discovery rate (i.e. more false negatives) and more compressed ratios 
(Subkhankulova, Genome Biol, 2006). Similar results have been presented by Petalidis et 
al and Laurell et al (Laurell, J Biotech, 2006; Petalidis, Nucleic Acids Res, 2003). 

3.3.4.3 Target labelling 

The labelling approaches for two-channel array platforms differ from the approach chosen 
by Affymetrix for their one-channel system. Common for both platforms is the use of 
fluorescence, but the choice of dyes differs. The Affymetrix approach uses phycoerythrin, 
while the two-channel approaches commonly use cyanine, Cy or Alexa dyes.  

For the cDNA and oligonucleotide arrays target labelling and incorporation of the 
fluorophore can be carried out, either directly or indirectly. In direct labelling the 
fluorophore is attached to the nitrogenous base of one of the nucleotides. Use of this 
approach is, however, expensive and often affected by incorporation difficulties; the 
reverse transcriptases have difficulties extending with the modified nucleotide, and they 
often yield shorter cDNA populations. Furthermore, the fluorophores also have different 
incorporation efficiencies that need to be addressed in the design of the experiment. Use 
of indirect labelling avoids most of these problems; during the cDNA synthesis only one 
type of modified nucleotide is used, avoiding differences in incorporation efficiencies. The 
modification is an attachment of an aminoallyl functional group through a linker to the 
base of one of the nucleotides. After cDNA synthesis a fluorophore with an ester group is 
chemically coupled to the aminoallyl group, which ensures that both dyes are incorporated 
at similar rates. 
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Figure 5. Schematic overview of the different amplification approaches. Colouring is used to 
distinguish the two strands. Straight lines represent cDNA, while curly lines represent RNA. 
The brown sphere represents a streptavidin-coated paramagnetic microbead. Labelled 
nucleic acid is indicated by an asterisk (*). The different types of array probes are 
schematically shown at the bottom. 
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For labelling of samples for hybridisation onto the Affymetrix arrays, the first step of the 
labelling is carried out during the IVT step generating the amplified RNA. Biotin-modified 
nucleotides are incorporated into the aRNA and dye coupling is carried out after 
hybridisation using phycoerythrin-streptavidin and biotinylated anti-streptavidin-antibody 
conjugates. 

3.3.5 Hybridisation 

Optimisation of hybridisation and wash conditions requires balancing between two 
opposing forces - hybridisation conditions that are too stringent need to be avoided as 
these give rise to low signals and increased noise in the downstream ratio estimates, while 
hybridisations that are too unspecific yield compressed ratios with little differential 
expression detectable. The main parameters that need to be considered for cDNA and 
oligonucleotide arrays are summarised below. 

1) Probe length. Longer probes generate higher but more unspecific signals due to cross-
reactivity with other than intended targets. 2) Hybridisation buffer. Most hybridisations are 
in either 3xSSC buffer or in 25-50% formamide buffer. The use of formamide increases 
specificity and allows for use of lower temperatures. Several commercial hybridisation 
buffers are also available, but these are often proprietary and the exact composition is 
unknown. 3) Hybridisation temperature. In general, higher temperature gives more 
specific hybridisation. The choice of hybridisation buffer also affects the hybridisation 
temperature; hybridisations in salt and formamide buffers are typically carried out at 65°C 
and 42°C, respectively. 4) Hybridisation duration. Most hybridisations continue for 16-42 
hours, and increased hybridisation time (up to 66 hours) has been shown to increase the 
specificity (Sartor, Biotechniques, 2004). 5) Mixing. Several automated hybridisation 
stations achieve mixing of the target by pumping small volumes of the hybridisation buffer 
back and forth over the array surface or using a small-volume air bubble. Use of mixing 
during hybridisation provides an increased specificity and 2-3 fold increased sensitivity 
(Adey, Anal Chem, 2002; Schaupp, Biotechniques, 2005). 6) Wash stringency. The 
hybridisation step is followed by a wash step where unbound target is removed. The 
washing is typically carried out using multiple solutions with increasing stringency.  

3.3.6 Scanning and image analysis 

Spotted array hybridisations are typically scanned at 5 or 10-µm resolution one channel at 
time, generating two 25-100 Mb 16-bit images with a wide intensity range. The diameter 
of an array feature is typically 100 µm, yielding approximately 80-90 10-µm2 pixels for 
each feature. To facilitate the image analysis and visualisation, the two images are 
overlaid to generate one 24-bit RGB pseudo-colour image with the red, green and yellow 
spots commonly associated with microarray data. The purpose of the image analysis step 
is to separate foreground and background intensities, to derive an estimate of the gene 
expression level for each feature and each channel, and to calculate various intensity and 
quality control parameters. The underlying concept of the various image analysis software 
(e.g. GenePix, Spot, Imagene) is essentially the same, with differences mainly on the user 
interface side.  

The image analysis consists of three distinct steps: gridding, segmentation, and intensity 
extraction, which are reviewed in (Yang, Department of Statistics, University of California 
at Berkeley Technical Reports, 2000). Gridding identifies and assigns central coordinates 
using layout information provided by the user. The different software carry out this step 
automatically, commonly with some human intervention required to verify the correctness 
of the gridding. The segmentation step provides a distinction between foreground and 
background pixels for each feature. A number of methods have been developed to provide 
as sharp a distinction as possible, even allowing for identification of non-circular features. 
Intensity extraction is used to derive an estimate of expression level for each foreground 
feature and an estimate of its background. The background intensity was considered to 
represent the contribution of non-specific hybridisation to the slide surface. To represent 
the foreground and background intensities both mean and median values are commonly 
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used. However, median values are often preferred as they are insensitive to strong outlier 
pixels (e.g. scratches, dust particles). 

3.3.7 Experimental design 

The aim of the experimental design is to make the experiment maximally informative 
given a certain amount of samples and resources, and to ensure that the questions of 
interest can be answered. The consequences of incorrect or bad design range from loss of 
statistical power and an increased number of false negatives to inability to answer the 
primary scientific question of the experiment. The number of arrays available is in most 
cases determined by financial resources, and because measurements between slides are 
more variable than measurements within slides, one of the most important issues is to 
determine how to allocate the different samples to a given set of arrays (hybridisation 
scheme). In addition to this, selection of the array platform and probe content of the 
array, the target preparation approach and what to replicate (biological samples, 
sampling, RNA extraction, RNA amplification, labelling or hybridisation), need to be 
considered. These issues should always be addressed, as significant costs are also 
associated with small-scale experiments. 

Replication is carried out to control the three levels of variation in an experiment: 
biological variation (e.g. differences between animals), technical variation (e.g. differences 
caused by the RNA amplification), and measurement error (e.g. problems during 
hybridisation affecting parts of the array). Statistical testing can be carried out on any of 
these levels, but interpretations of the results differ. Is the purpose to analyse the 
difference between two mice (inference at the level of technical replicates), or is the 
purpose to generalise the results and draw conclusions at the level of a population 
(inference at the level of biological replicates)? It can be safely assumed that the purpose 
of most, if not all, experiments is to analyse differences at the population level, and hence 
biological replication is essential.  

Hybridisation scheme. Once both the number of arrays and the number and types of 
samples have been determined, the next question is how to allocate the samples to the 
arrays. Several approaches have been proposed including direct designs, indirect reference 
designs, and loop designs (Churchill, Nat Genet, 2002; Glonek, Biostatistics, 2004; Kerr, 
Biostatistics, 2001; Yang, J Comput Biol, 2005; Yang, Nat Rev Genet, 2002). In 
considering the allocation of samples to arrays, it is important to identify the main 
scientific question of the study, and prioritise comparisons that directly attempt to answer 
this question. It is also important to use balanced designs so that treatments are not 
confounded with technical issues, such as dye assignments, batch of slides, day of 
hybridisation, etc. This is most easily achieved by using an equal number of technical 
replicates for each sample and by assigning an equal number of both dyes to each sample. 

The difference between two samples, e.g. treated (T) and untreated (U), can be analysed 
directly or indirectly (Figure 6). A direct comparison between the two samples is the most 
straightforward, and requires a dye-swap approach (T labelled in Cy3 on slide 1 and in Cy5 
on slide 2, and vice versa for U). Assuming the variance of one hybridisation is 1 (arbitrary 
unit of variance) in a direct design, use of two hybridisations reduces the variance for U vs. 
T comparison to ½. The two samples can also be compared using the reference design, 
where an unrelated sample (R) is used in each hybridisation (i.e. T vs. R and U vs. R). This 
is however associated with increased variance estimates; the variances are additive and 
yield a total variance of 2. The difference in efficiency for the two design approaches is 
therefore four-fold (½ vs. 2), to the advantage of the former. Use of a direct comparison is 
however seldom possible, as the number of samples in a study is in most cases >2. 
Despite the larger variance estimate associated with the reference design, it offers several 
advantages making it the most common type of design: 1) all comparisons are equally 
important, 2) the study can be extended by adding more samples (assuming more 
reference sample is available), 3) all samples are handled in the same way, 4) failed 
hybridisations do not affect the overall analysis and can easily be redone, and 5) analysis 
and interpretation of the results is straightforward. 
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An alternative to the reference design is the use of loop designs. Here samples are 
hybridised to arrays in a ‘serial’ manner. The main advantage of a loop design over a 
reference design is the improved variance estimate; in a reference design 50% of the data 
describes a sample that is not interesting for the primary scientific question and hence the 
variance components are inflated. In a loop design all data describe the samples of 
interest and the variance component is estimated more efficiently. No upper limit on 
number of samples that can be used in loop design exists, but for large loops (>10 
samples) the data analysis becomes difficult, and the variance estimation between two 
samples become less efficient. The loop designs are sensitive to hybridisation failures, but 
use of combined loop and reference designs efficiently avoids this problem.  

Studies have been carried out to calculate the most efficient study designs for different 
biological questions; Glonek et al proposed a number of ‘admissible’ designs for factorial 
and time-course experiments, where they calculated the optimal designs given a limited 
number of arrays and knowledge of the interactions (questions) most important in the 
study (Glonek, Biostatistics, 2004). Churchill (Churchill, Nat Genet, 2002) defined four 
rules for design of microarray experiments: 1) use biological replication, 2) make direct 
comparisons between samples whose contrasts are of most interest and use short paths to 
connect any samples that might be contrasted, 3) balance dyes and samples by dye 
swapping or looping, and 4) keep the goals of the experiment in mind. By following these 
rules most problems with bad designs are avoided, and efficient use of resources is likely. 
It is also important to acknowledge that no best design, suitable for all experiments, exists, 
and that the design issue should be considered individually for each experiment. 
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Figure 6. Examples of microarray experiment designs and hybridisation schemes. Each arrow 
represents one hybridisation, and the head of the arrow denotes Cy5 while the tail denotes 
Cy3. The samples are untreated (U), treated (T) and reference (R). The numbers above the 
arrows denote arbitrary units of variance (a.u.v). 

3.3.8 Low-level data analysis 

Microarray low-level analysis corrects for technical artefacts and other bias in the data, 
while high-level analysis seeks true biological differences between the samples. The main 
low-level analysis steps for two-channel microarray data are summarised below and a 
more detailed discussion is available in (Bengtsson, PhD thesis, 2004). 

The ratio between two channels is the primary expression measurement used for 
downstream data analysis. The ratios are usually log2 transformed to yield a symmetrical 
distribution between up and down-regulated genes. In calculation of ratios, the signal 
measurement (mean or median of pixels constituting a feature) needs to be selected and 
an optional background subtraction carried out. Background subtraction is often associated 
with increased variance, especially for low-intensity features. Microarray data is often 
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visualised in a ratio vs. intensity plot (MA-plot), which facilitates detection of systematic 
non-biological trends in the data (Figure 7). The next step is optional filtering of non-
reliable features from further analysis. Typically these are features with low signal (close 
to background level, low signal-to-noise ratio, etc), or features that deviate from an 
expected feature in some aspect (e.g. morphologically through estimation of the feature’s 
circularity). The drawback of filtering is that values are removed (generating missing 
values), which for some high-level data analysis steps requiring complete data sets 
introduces the need to estimate the missing values through imputation. Normalisation 
corrects for differences in the intensities between the channels (Figure 7). Equal amounts 
of target are used for labelling of both channels, and hence the differences in observed 
overall intensities are technical in nature and caused by either different amounts of mRNA 
in the samples, varying efficiencies of cDNA synthesis or dye incorporation, uneven 
hybridisations, or different scanning parameters or fluorophore properties. Several 
normalisation methods have been proposed, but the locally-weighted scatter plot 
smoothing (lowess) approach is most widely used (reviewed in (Smyth, Methods, 2003)). 
This carries out a local weighted linear regression on the log2-ratio values as a function of 
the log2 intensity, and subtracts the calculated best-fit average log2 ratio from the 
experimentally observed ratio for each data point. The approach also de-emphasises the 
contribution of outliers (differentially expressed genes). It is also important to ensure that 
the two primary requirements for the data are met before using the lowess normalisation; 
there should be a roughly equal proportion of up- and downregulated genes, and the 
majority of the genes should not be differentially expressed.  

 

Figure 7. The effect of normalisation visualised using an MA-plot. The non-normalised data 
(left) shows a dip at low intensities towards negative M-values. After normalisation (right) 
this trend is removed. 

3.3.9 High-level data analysis 

Identification of differentially expressed genes between two or more samples is the 
purpose of the majority of microarray experiments. Initially, the selection of genes was 
carried out solely on the basis of the fold-change (ratio) value and an empirical cut-off 
(usually >2-fold change). However, this approach is sensitive to experimental noise – 
especially at the low-intensity range - and many of the genes selected are false positives. 
This approach is also unable to identify genes that show small changes, which are 
consistent over multiple samples. To circumvent these problems, selection based on 
statistical hypothesis testing is widely used by the microarray community. Many of the 
tests are based on the t test, which compares the means of two groups, considers the 
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variance of the means and rejects the initial H0 hypothesis of equal expression if the p-
value associated with the t-statistics is small enough. A typical microarray experiment 
consists of thousands of independent tests (one for each probe). For some genes the 
variance will be very small simply by chance, and, as the variance component is in the 
denominator of the t test formula, a large t-statistics is obtained even if the actual fold-
change value is small. To avoid this, moderated t tests are used, which add a small 
constant, estimated in one of several different ways, into the denominator of all the tests, 
and artificially increase the variance. The available moderated t tests differ in the way they 
determine this constant. The two most widely used moderated t tests are SAM 
(significance analysis of microarray) (Tusher, Proc Natl Acad Sci U S A, 2001) and the 
empirical Bayes moderated t test (Smyth, Stat Appl Genet Mol Biol, 2004). 

Use of statistical testing to identify differentially expressed genes with normally employed 
p-value cut-offs may yield several false positives; with p<0.01 we expect one false 
positive (type I error) for every one hundred tests. Given that arrays contain up to 40,000 
probes several hundred false positives are expected. This can be avoided by using family-
wise error rate (FWER) controlling methods (e.g. the Bonferroni or Holm (Holm, 
Scandinavian Journal of Statistics, 1979) methods). However, by controlling the probability 
of false positives, these methods reduce statistical power and can generate many false 
negatives (type II error). These corrections also assume independency between the tests, 
which cannot be expected for gene expression data. Fortunately, instead of controlling the 
FWER, it is also possible to control the false-discovery rate (FDR; proportion of false 
positives), which offers a substantial increase in power (Benjamini, J Roy Stat Soc B Met, 
1995). The price paid is a substantially increased number of false positives (FWER 
methods control the probability of obtaining one or more false positives). However, the 
global microarray-based gene expression measurements are often hypothesis-generating 
experiments, and hence a small percentage of false positives is acceptable. The FDR-
methods are also able to deal with some dependency between the tests (Reiner, 
Bioinformatics, 2003).  

Replication at multiple levels in the design of the experiment also needs to be considered. 
For example, replicated measurements on each array are more similar to each other than 
replicated amplifications of a small amount of RNA from two different mice, and hence 
these replicates need to be addressed separately. A common approach is to use averaging, 
but this is associated with loss of information. Linear model approaches that efficiently 
incorporate replication at different levels have been described (Smyth, Bioinformatics, 
2005). Analysis of variance-based methods for identification of differentially expressed 
genes have also been described (Cui, Genome Biol, 2003; Kerr, J Comput Biol, 2000). 
These are also suitable for identification of confounding effects, e.g. effects such as day, 
dye, or batch of slides. 

Questions commonly associated with statistical testing of differential expression are 1) 
‘How many genes are differentially expressed?’ and 2) ‘Where should the p-value cut-off 
for statistical significance be drawn’? The answers, however, depend on the aim of the 
experiment and the resources available. Absolute interpretation of the p-values should be 
avoided, and emphasis should be put on the ranking of the genes. The latter is the most 
important output of the statistical testing and can be used to select an appropriate number 
(usually no more than ten to fifty genes) for downstream experimental confirmatory 
analysis, or for subsequent in silico enrichment analysis of theme and pathway terms.  

Theme enrichment analysis. Depending on the purpose of the experiment and the 
magnitude in differential expression between the samples, lists of hundreds or even 
thousands of differentially expressed genes can be generated. These are often tedious to 
analyse as the roles of most genes are not directly intuitive. Use of functional themes, e.g. 
those defined by the Gene Ontology consortium (Ashburner, Nat Genet, 2000), and 
metabolic and signalling pathways (e.g. KEGG (Kanehisa, Nucleic Acids Res, 2000) and 
Biocarta) combined with statistical enrichment analysis is a valuable approach for reducing 
the level of manual analysis of the lists of genes (Hosack, Genome Biol, 2003). Common 
for all these approaches is the use of Fisher’s exact test to determine, for each theme or 
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pathway, whether it is overrepresented in a given list of genes using a list of background 
frequencies (most often derived from the probe content of the arrays). Enrichment 
analyses are also affected by the multiple hypothesis testing problems, requiring use of 
FDR adjustment. Furthermore, the themes are often related to each other and cannot be 
considered independent. In fact, it is not uncommon to observe that several different 
themes are found enriched because they contain a shared core set of differentially 
expressed genes. Recently an alternative approach for theme and pathway analysis, based 
on gene set enrichment analysis, has been described (Subramanian, Proc Natl Acad Sci U 
S A, 2005). This approach circumvents the problem of lack of power with small gene set 
sizes and the drop of power associated with multiple hypotheses testing by use of a 
ranking-based scoring approach. Pathways for which many of the genes are present early 
in the ranked gene list (ranking either through fold-change, statistical significance or 
equivalent) are considered enriched and are given a high score. 

Clustering, classification and dimension reduction tools are also widely used in 
analysis of microarray data. This is a diverse collection of tools, both in general these 
methods are often successful in revealing global trends in the data. Several reviews 
describing these methods are available elsewhere (e.g. (Azuaje, Brief Bioinform, 2003; 
Quackenbush, Nat Rev Genet, 2001; Slonim, Nat Genet, 2002)). 

3.3.10 Microarray data sharing 

Microarray experiments are associated with high expenses and the data can often be 
analysed in different ways answering multiple questions. Comparisons between data sets, 
and especially meta-analyses, are greatly improved if raw data is publicly available and 
properly described. To facilitate this, two widely used data storage and exchange 
repositories are available; ArrayExpress run by EBI (Parkinson, Nucleic Acids Res, 2005; 
Sarkans, Bioinformatics, 2005) and Gene Expression Omnibus (GEO) run by NCBI (Barrett, 
Nucleic Acids Res, 2005). Both accept submissions that fulfil the Minimum Information 
About a Microarray Experiment (MIAME) standards (Brazma, Nat Genet, 2001). The use of 
these databases has become widespread; ArrayExpress contains more than 1,500 
experiments and over 45,000 hybridisations, while GEO is approaching 4,000 experiments 
and 90,000 hybridisations (July 2006). The purpose of the MIAME standard is to ensure 
that all essential information regarding the experiment underlying a publication is available, 
and that the interpretation of the results can be carried out properly. An increasing 
number of journals are also requiring the data to be publicly available in the repositories in 
order to publish the results. Also, a mark-up language has been developed to further 
facilitate data exchange and software integration (Spellman, Genome Biol, 2002). 

3.3.11 Analysis software 

The amount of data generated by even a simple microarray experiment is large and often 
contains several hundred megabytes or even gigabytes of data, which places certain 
requirements on the analysis software. To efficiently meet these requirements, both 
commercial (e.g. GeneSpring, Kensington Discovery Environment, and Pathway Expert], 
and academic open-source software solutions have been developed. The commercial 
software usually offers complete analysis functionalities starting from data preprocessing 
to identification of differentially expressed genes, enrichment and pathway analysis, 
clustering and various dimension reduction tools. The open-source software, on the other 
hand, is often more focused on a particular analysis step and is often written in R (a 
programming language and environment for statistical computing and graphics). In 
addition to many packages extending the functionality of R, the Bioconductor project 
(Gentleman, Genome Biol, 2004) provides a comprehensive collection of tools for all steps 
of microarray data analysis. TM4, a java-based open-source software suite is also available, 
providing an easy-to-use graphical interface (Saeed, Biotechniques, 2003). During the 
recent years open-source software has gained extensively in popularity, mainly due to the 
rapid availability of new R packages providing tools for analysis steps described in 
publications, a large user community improving existing functions, the possibility to modify 
and automate analysis steps, and the fact that the software is available at no cost at all. 



Mining the transcriptome – methods and applications 

 

 37

4. Stem cells 

The existence of stem cells has been known for years, but their occurrence in many tissues 
has not been reported until recently. For example, it was thought for years that neurons 
are generated only during the embryonic development, but pioneering experiments 
already in the 1960’s demonstrated neurogenesis in the adult brain (Altman, Science, 
1962). In recent years, the driving force for stem cell research has been both the desire 
for a deeper fundamental understanding of the biology itself, but also the high clinical 
expectations. Stem cells are expected to provide a source of cells for various cell-based 
therapies, including tissue repair and therapies for different degenerative diseases. Bone-
marrow transplantations have been used for years to treat patients with leukaemia and 
other blood-related diseases, but the potential avenues for disease treatment are much 
wider, e.g. treatment of Parkinson’s and other neural disorders (Lindvall, Nature, 2006), 
heart diseases (Srivastava, Nature, 2006) and many others.  

The hallmarks of stem cells are that they 1) have the capacity for long-term self-renewal, 
and 2) have the potential to give rise to multiple differentiated cells. Stem cells divide 
asymmetrically to generate a copy of themselves (self-renewal) and a progenitor 
(precursor) cell. The progenitor cells often have reduced potential compared to the stem 
cells and divide to give rise to more differentiated progeny. Generally, the differentiation 
capacity is described as a stem cell’s potential. Totipotent cells (e.g. fertilised oocytes) can 
give rise to any cell of an organism, pluripotent cells (e.g. embryonic stem (ES) cells) can 
give rise to all three embryonic germ layers, while multipotent (e.g. hematopoietic stem 
cells, HSC) can generate all cells of a certain tissue type. 

Stem cells are generally divided into either ES cells or adult tissue stem cells. ES cells are 
derived from the inner cell mass of pre-implantation blastocysts. Murine ES cells have 
been in early use since the 1980’s (Evans, Nature, 1981; Martin, Proc Natl Acad Sci U S A, 
1981), while culturing of human ES cells was described in 1998 (Thomson, Science, 1998). 
Adult tissue stem cells are multipotent and give rise to progeny only of their restricted 
lineage. The primary role of tissue stem cells is to maintain the normal tissue homeostasis 
and carry out repair functions. In vivo stem cells reside in particular microenvironments, 
niches, that provide the stem cells with the cues required for control of self-renewal and 
differentiation (reviewed in (Moore, Science, 2006)). The niches for some tissue stem cells 
are characterised in detail (e.g. skin and small intestine). The molecular signalling in the 
microenvironments is often through short-distance signalling, for example through cell-to-
cell contacts (e.g. through ephrin signalling (Holmberg, Cell, 2006)). 

Neural stem cells reside in two neurogenic regions in the adult brain; the anterior wall of 
the lateral ventricle of the forebrain, from where they migrate to the olfactory bulb, and 
the dentate gyrus of the hippocampus (Gage, Science, 2000). The exact identities of these 
neural stem cells are still under debate. Cells with stem cell characteristics can be isolated 
from the adult brain using culturing conditions containing strong mitogens (basic fibroblast 
growth factor or epidermal growth factor) (Reynolds, Science, 1992). Under these 
conditions only cells with proliferative capacity form free-floating cell aggregates – 
neurospheres - that can subsequently be cultured for several passages (which fulfils the 
requirement for self-renewal) and that can be differentiated into all neural cell types 
(neurons, astrocytes, oligodendrocytes, i.e. differentiation into multiple cell types). 
Prolonged growth of neurospheres generates heterogeneous aggregates where only 
subsets of the cells retain the stem cell characteristics; hence the culturing conditions 
need to be strictly controlled. The neurosphere in vitro neural stem cell assay has recently 
been reviewed (Reynolds, Nat Methods, 2005). 

During the last decade clear similarities between the stem cell and the cancer field have 
emerged. Both normal somatic stem cells and neoplastic cancer cells have the capacity for 
an extensive self-renewal. However, only a subset of the cells of a tumour have the 
capacity to reinitiate formation of seconday tumours, and these cells can therefore be 
considered as cancer stem cells (Bonnet, Nat Med, 1997; Pardal, Nat Rev Cancer, 2003; 
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Singh, Cancer Res, 2003). The similarity between cancer and normal stem cells suggests 
that the molecular mechanisms controlling the self-renewal of both types of stem cell 
types may be similar. Therefore, understanding the mechanisms controlling cancer stem 
cell self-renewal may improve our understanding of the self-renewal of normal tissue stem 
cells, which may in the end bring the clinical use of stem cells closer. The opposite is also 
true; understanding the self-renewal of normal somatic stem cells may turn out to be 
beneficial for treatment of cancers. Several key signalling pathways regulating normal 
stem cell self-renewal are known to also regulate proliferation of cancer cells, further 
supporting the existence of shared molecular mechanisms. Similarly, well-known tumour-
suppressor and proto-oncogenes may play an important role in regulation of the the 
normal stem cell phenotype. Future research will probably reveal additional shared 
properties between the normal and cancer stem cells. 
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Present Investigation 
The six papers forming this thesis are summarised in this section (Figure 8). These papers 
are centred on the themes presented in the Introduction. Common for all of the papers is 
the analysis of the protein-coding mRNA transcripts, which were reviewed in section 2.3. 
Another central theme of all but one of the papers (paper I) is the focus on stem cells 
(introduced in section 4), and especially on identification of mechanisms controlling their 
proliferation and self-renewal. Detailed understanding of the mechanisms underlying stem 
cell self-renewal is important and facilitates their future clinical use. 

The stem cell transcriptome is analysed using two different global methods (reviewed in 
section 3.2); a sequencing-based approach (paper II) and a hybridisation-based 
microarray method (papers III – VI).  

Section 5 describes the motivation and objectives for each of the papers, which are 
subsequently briefly described in sections 6.1 to 6.6. 

 

Figure 8. Mining the transcriptome – methods and applications. 
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5. Objectives 

5.1 Paper I 

Amplicons need to be purified prior to printing to manufacture cDNA and other arrays 
based on PCR amplification of clones or genomic DNA. Size-exclusion and silica-based filter 
plates and ethanol precipitation have been widely used as purification approaches, but use 
of these is restricted to amplicons longer than approximately 300-500 bp. 

In paper I we describe an alternative bead-based probe purification approach suitable for 
purification of short amplicons. The approach utilises the biotin-streptavidin interaction in 
a reusable format to specifically purify the biotinylated amplicon. We demonstrate the use 
of the technology for purification of 21,120 Arabidopsis thaliana gene sequence tags and 
show that the array performs as expected in an auxin time-point study. 

5.2 Paper II 

Several studies have analysed the neural stem cell transcriptome using microarray-based 
methods in the search for a stem cell gene expression signature - also known as a 
stemness signature (e.g. (Fortunel, Science, 2003; Ivanova, Science, 2002; Ramalho-
Santos, Science, 2002)). The success of this approach is however dependent on the 
collection of probes available on the array in use. 

The study presented in paper II uses expressed sequence tag (EST) analysis to 
characterise the gene expression in neural stem cells and their in vivo microenvironment 
(niche) in an unbiased manner. The obtained EST signature of neural stem cells is the 
largest publicly available, and provides a comprehensive resource for future stem cell 
research. We show a large overlap with several previously published stemness signatures, 
and provide several new known and unknown transcripts as candidates for further 
research. The obtained clones are also used to construct a cDNA microarray, enriched for 
genes expressed in neural stem cells and suitable for analysis of these and other stem 
cells. 

5.3 Paper III 

A neurosphere neural stem cell in vitro model can be generated by dissection of the wall of 
the lateral ventricle in the brain, and culturing the obtained cells under mitogen treatment. 
The magnitude of the variability introduced by the culturing is unknown, but needs to be 
investigated to facilitate future use of the neurosphere model system in comparative 
studies.  

In paper III we analyse the variability between different isolation, passaging and culturing 
replicates, using the stem cell microarrays generated in paper II. 

Extended growth of neurospheres generates heterogeneous aggregates containing 
thousands of cells and with only a minority of the cells retaining the capacity to reinitiate 
the formation of secondary spheres. Using frequent passaging and strict control of the 
culturing conditions, more homogeneous cell aggregates can be obtained (with up to 30% 
reinitiation capacity). However, this compromises the yield, requiring an amplification 
method for the target preparation.  

In paper III we also investigate the performance of a 3’ tag-based amplification method 
for analysis of neurospheres. 

5.4 Paper IV 

The adult neural stem cells are a promising source of cells for treatment of various neural 
degenerative diseases. These cells could either be stimulated to proliferate and 



Mining the transcriptome – methods and applications 

 

 41

differentiate endogenously, or expanded in culture and transplanted back to the damaged 
site. Pituitary adenylate cyclase-activating polypeptide (PACAP) has previously been shown 
to endogenously stimulate neural stem cell proliferation, through a hereto unknown 
mechanism. 

To provide an insight into the mechanisms responsible for PACAP-mediated increased 
neural stem cell proliferation, we used in paper IV the stem cell cDNA array to analyse the 
transcriptional effect of PACAP stimulation on in vitro cultured neural stem cells 
(neurospheres). The RNA amplification method and neurosphere culturing design 
described in paper III were used. 

5.5 Paper V 

The role of p53 (Trp53) in control of cell cycle and tumour progression has been 
established. Recent research has also shown a connection between stem cells and brain 
tumour formation. Hence, a role for p53 expression in control of neural stem cell self-
renewal can be expected.  

To shed light on the molecular mechanisms underlying p53-mediated control of stem cell 
self-renewal, we analyse in paper V the in vivo expression pattern of p53 in the lateral 
ventricle wall region (containing putative adult neural stem cells), and also analyse the 
effect of p53 loss-of-function on in vitro cultured neural stem cells. 

5.6 Paper VI 

A small number of hematopoietic stem cells (HSC) maintain the entire hematopoietic 
system throughout life. These are however difficult to study directly due to their low 
abundance and hence the molecular details controlling the HSC self-renewal are poorly 
understood. Expression of the LIM-homeobox gene Lhx2 in murine hematopoietic or 
embryonic stem cells allows for generation of HSC-like cell lines, which both on the 
molecular and functional level closely resemble HSC.  

In order to elucidate the molecular mechanisms responsible for Lhx2-mediated self-
renewal of HSC we created cell lines with Lhx2 expression controlled by a tetracycline-
responsive element, and analysed in paper VI the transcriptional changes induced by 
downregulation of Lhx2 expression using a time-point study. 
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6. Papers 

6.1 Bead-based purification of microarray probes 

In paper I we describe the use of a bead-based microarray probe purification method that 
is especially suitable for purification of short amplicons (100-500 bp). This method can be 
further modified to increase the capacity and facilitate the generation of single-stranded 
probes longer than 100 nucleotides (Klevebring and Wirta, unpublished results). 

Microarray probes are typically purified using ethanol precipitation, size-exclusion filter 
plates or silica-based filter plates. These are low-cost (ethanol precipitation) and easily 
automated (filter plates) methods, but are less suitable for purification of short fragments. 
The purification method described in paper I is based on capture of biotinylated amplicons 
using paramagnetic, streptavidin-coated microbeads. The approach takes advantage of a 
recent finding showing that the biotin-streptavidin bond can be broken in a fully reversible 
fashion, without denaturation of the protein (Holmberg, Electrophoresis, 2005). Briefly, a 
PCR reaction is carried out with one of the primers biotinylated. Next, the biotinylated 
product is bound to the microbeads in high-salt conditions and unbound product removed 
through washing. Elution is achieved by breaking the streptavidin-biotin bond using 
deionised water; the immobilised products kept in suspension are heated in deionised 
water to 80°C (1°C/2 s) for 1 second and cooled to room temperature (1°C/2 s). Efficient 
elution is achieved through a combination of elevated temperature and appropriate 
temperature ramping. After purification the beads are regenerated (washed and 
transferred to appropriate storage buffer), which is a key feature of the described 
purification approach. The ability to use the beads many times dramatically reduces the 
cost per probe. The entire purification protocol is also suitable for automation on 
instruments with the capacity to carry out magnetic separations and that are equipped 
with a peltier thermal element. 

We investigate parameters such as bead capacity, binding time, bead regeneration and 
multiple uses, and demonstrate the use of the technology for purification of 21,120 
Arabidopsis thaliana gene sequence tags (GST). The GST are 150 to 500 bp (median 220 
bp) gene fragments designed to be specific (which is important for organisms such as 
A.thaliana that have undergone genome duplications) and amplified using a two-step 
approach (first round using gene-specific primers and the second using primers targeted 
towards 5’ capture sequences introduced in the gene-specific primers) (Hilson, Genome 
Res, 2004). We also demonstrate the use of the GST arrays in a proof-of-principle study 
where we analyse changes in the transcriptome in a time-point study where A.thaliana 
seedlings are treated with the well-known plant hormone indole-3-acetic acid (auxin). Out 
of the identified 120 upregulated genes 17 are known auxin target genes, providing 
validation for the results. 
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6.2 Neural stem cell expressed sequence tag analysis 

In paper II we analysed the transcriptomes of neural stem cells and their in vivo 
microenvironment using expressed sequence tag (EST) analysis. Use of EST counts to 
estimate gene expression levels is approximate and provides a reliable expression 
estimate for moderately to highly expressed genes. However, on the global level the 
unsubtracted EST profile reflects the transcriptional activity of the sample and provides an 
unbiased detection of gene expression.  

The large-scale sequencing was primarily carried out on neurospheres (neural stem cell in 
vitro model, NS) and on the neural stem cell in vivo microenvironment (lateral ventricle 
wall, LVW). We used small, early passage neurospheres with a high proportion of cells 
retaining the capability to reinitiate neurosphere formation to control for sample 
heterogeneity, and to avoid the influence of culture adaptations. The neurosphere library 
was normalised to increase the probability of detecting genes expressed at low levels. For 
analysis of the microenvironment we chose an inclusive strategy, i.e. the library was 
created from unfractionated tissue, which ensures that most cell types in this region, 
including the neural stem cells and the progenitor cells, are included. We also sequenced a 
hematopoietic stem cell line (BM-HPC library) to characterise the gene expression in a 
well-characterised stem cell-like population.  

In total, 50,792 high-quality sequences were generated; 25,501 from the NS library, 
14,884 from the LVW library and 10,407 from the BM-HPC library. The sequencing of the 
neurosphere library in this study is the largest single-library EST effort in the public 
databases for characterisation of stem cells. Analysis of normalised tag counts shows that 
the BM-HPC library had the largest within-library redundancy, in the LVW library more 
genes but with less redundancy were detected, and the neurosphere library had the 
largest number of detected genes, as would be expected for a normalised library. We 
carried out several between-library comparisons and identified 1,065 transcripts expressed 
in all three libraries. In a comparison with a previously published differentiated 
neurosphere library (Sharov, PLoS Biol, 2003), 639 transcripts were found expressed only 
in the three stem cell libraries (NS, LVW, BM-HPC). These transcripts, representing the 
undifferentiated phenotype included several genes involved in ‘cell proliferation’ and ‘cell 
death’. We also compared the gene expression in the NS library to previously published 
‘stemness’” signatures. The majority (78% and 62% for (Fortunel, Science, 2003; Sharov, 
PLoS Biol, 2003), respectively) of the transcripts included in these signatures were found 
expressed in the NS library. Additional analyses carried out in the study include 
identification of overrepresented transcripts in the different libraries and analysis of rare 
transcripts, as well as comparisons with public large-scale in situ hybridisation efforts and 
with immunohistochemically stained tissue microarrays in the Human protein atlas 
(www.proteinatlas.org).  

We have also used the clones derived within the framework of this study to generate a 
cDNA microarray suitable for neural stem cell-related studies. The current version also 
contains clones derived from an EST analysis of ES cells (Wirta, unpublished results). 
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6.3 Feasibility of a PCR-based tag-amplification method for analysis 
of neural stem cells 

In paper III we evaluated the feasibility of a PCR-based 3’ tag amplification method 
(Figure 5) for analysis of in vitro cultured neural stem cells (neurospheres), and 
investigated culturing-induced changes in the neural stem cell transcriptomes. 

The employed amplification approach is based on isolation of 3’ tags of mRNA transcripts 
through use of a biotinylated primer during first-strand cDNA synthesis and streptavidin-
coated paramagnetic microbeads. Briefly, following second-strand synthesis, the obtained 
cDNA population is randomly fragmented using sonication. 3’ fragments are selectively 
isolated using the biotin molecule incorporated during the cDNA synthesis and 
streptavidin-coated beads. Next, a common linker is ligated to the 5’ end of the bound 
tags, followed by enzymatic tag release from the beads. Amplification is achieved using 
PCR with primers complementary to the 5’ linker and to a capture sequence included in the 
primer used for the first-strand synthesis. The presented amplification approach generates 
a uniform fragment pool ranging from 100 bp up to approximately 600 bp, circumventing 
size-dependent bias commonly associated with PCR-based transcriptome amplification. 

Culturing of microdissected brain regions, e.g. lateral ventricle wall (LVW) region or 
dentate gyrus of the hippocampus, is a commonly used in vitro enrichment approach for 
selection of cells with neural stem cell properties. The obtained cell aggregates – the 
neurospheres – are complex structures consisting of many different types of cells. 
Extended culturing and passaging of neurospheres has been associated with gain of 
altered properties (Morshead, Nat Med, 2002). Use of controlled culturing and frequent 
passaging to keep the sizes of the cell aggregates small facilitates generation of 
neurospheres with high (up to 30%) capacity for secondary neurosphere initiation.  

 

Figure 9. Design of the experiment. White and black squares are samples and amplifications, 
respectively. The number of differentially expressed genes is shown. The number in each 
hybridisation arrow indicates replicated hybridisations. 
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To facilitate the use of neurospheres for future studies, we investigated culturing-induced 
changes at the transcriptional level by analysis of neurospheres from three different LVW 
isolations, different passages and different splitted aliquots (Figure 9). 

The results show reliable performance of the described amplification protocol; no genes 
were found differentially expressed in the technical replicates (A1 vs. A2), indicating that 
methodological noise can be considered minor. Analysis of the isolation, passaging and 
culturing replicates showed some variability between parallel neurosphere culturing 
replicates, and a higher number of differentially expressed genes between neurospheres 
from different passages and different isolations. Many of the genes identified as 
differentially expressed between the passaging and isolation replicates have large fold-
change values, while the differences between culturing replicates are in general of smaller 
magnitude. Also, the genes found differentially expressed in the two culturing replicate 
comparisons showed only minor overlap, indicating that these are random, non-systematic 
changes. 

In conclusion, the data demonstrate that a 3-4 day culturing, per se, is sufficient to induce 
changes, but careful experimental planning and use of neurospheres from the same 
isolation and same passage allows for use of neurospheres in comparative studies. Use of 
biological replicates is advantageous as the culturing-induced changes are small and non-
systematic, and can hence be easily averaged out through use of biological replicates. 
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6.4 The effect of PACAP on neural stem cell proliferation 

Pituitary adenylate cyclase-activating polypeptide (PACAP) binds to the G-protein coupled 
PACAP receptor 1, and through intracellular signalling cascades induces neurogenesis in 
vivo, and proliferation of neural stem cells both in vivo and in vitro (Mercer, J Neurosci Res, 
2004). To shed light on the molecular mechanisms of the PACAP-induced proliferation, in 
paper IV we carried out a PACAP stimulation study of neurospheres. 

The experiment was carried out using microarrays created from the three EST libraries 
analysed in paper II. These arrays are enriched for genes expressed in neurospheres and 
hence offer a relevant collection of probes for study of neurosphere proliferation. To 
facilitate identification of PACAP-specific effects, the design of the study included technical 
controls to account for variability caused by target amplification and hybridisation, and two 
control treatments inducing either proliferation or differentiation. The design of the 
experiment was further based on the findings of paper III; all secondary neurospheres 
used originated from one isolation of primary neurospheres, and all treatments were 
tested using samples cultured in parallel and from the same passage. Each treatment was 
replicated and the subsequent target amplification carried out using the 3’ end tag 
amplification method, also evaluated in paper III. The treatments were allocated into two 
treatment replicate groups to allow an analysis with replicates included at several different 
levels (replicated features on the array, replicated dye-swap hybridisations, replicated 
treatments). 

In line with the findings of paper III, we again found essentially no significant variability 
between technical amplification replicates. For each treatment, the replicates had high 
overall M-value (log2 of fold-change) correlations (0.85 – 0.88) and 60-70% of the genes 
identified as differentially expressed were shared. Analysis of the M-values of the non-
shared differentially expressed genes indicated lack of statistical power and suggests that 
the true overlap is probably even higher (see paper for details). In a combined analysis of 
the differentially expressed genes from the PACAP treatment, the proliferation control and 
the differentiation control treatment, a high proportion of shared transcripts was observed. 
This indicates a surprisingly similar effect on gene expression levels. A detailed analysis of 
the non-overlapping genes suggests that they also have the similar M-value trends, and 
are close to reaching statistical significance (i.e. they are probably false negatives).  

Collectively these analyses demonstrate that the three treatments (PACAP, differentiation 
control and proliferation control) induce similar gene expression changes. A likely 
explanation is that the removal of the growth factor (EGF) from the neurosphere culture 
medium, coinciding with the treatment initiation, masks the specific gene expression 
changes caused by the different stimuli. In retrospect, this is not surprising given that EGF 
is a strong mitogen. Future studies need to take these results into account when designing 
neurosphere treatment experiments, possibly necessitating the development of mitogen-
free neurosphere culturing methods. 
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6.5 The role of p53 in control of self-renewal of adult neural stem 
cells 

Several proto-oncogenes and tumour suppressors are known to control self-renewal of 
normal tissue stem cells, indicating that the molecular regulation of tissue and cancer stem 
cells is similar, and that tumour formation can be viewed as an excessive stem cell 
expansion. p53 (official gene symbol Trp53) is the key player in tumour development, but 
its role in normal tissue stem cells has not been addressed previously. In paper V we 
investigate the effects of p53 loss-of-function and how it affects adult neural stem cells, 
and provide evidence for its role in negative regulation of neural stem cell self-renewal. 

Using immunohistochemistry we observed substantially higher expression of p53 in the 
neural stem cell lineage (especially in stem cells and progenitors) than in other cells in the 
adult brain. Labelling studies using a nucleotide analogue identified an increase of 
proliferating cells in the lateral ventricle wall of p53-/- mice compared to their wild-type 
littermates. Also, the number and proportion of neurosphere generating cells was 
increased in the LVW of p53-/- mice, as was the size of the generated neurospheres. Next, 
characterisation of small neurospheres (4-20 cells; to avoid generation of secondary 
effects caused by neurosphere heterogeneity) revealed that p53-/- neurospheres had 1) an 
increased proliferation activity, 2) a decreased apoptosis activity, and 3) that both wild-
type and p53-/- neurospheres have the potential to differentiate into all neural cell types. 
Collectively, these results indicate that the increased self-renewal in p53-/- is through a 
combination of increased proliferation and survival (i.e. decreased apoptosis). 

To identify the molecular program leading to increased self-renewal, we compared p53-/- 
and wild-type neurospheres using the ‘stem cell’ microarray generated using clones from 
paper II. In total, we identified 325 genes that were differentially expressed. Functional 
classification using Gene Ontology revealed that many of these genes are implicated in 
control of cell proliferation. p21 (official gene symbol Cdkn1a), a direct target gene of p53, 
was the most strikingly dysregulated gene, which was verified using qRT-PCR. Western 
blot analysis furthermore showed a reduction also at the protein level. p21 is a well-known 
negative regulator of the cell cycle through its inhibition of G1-to-S and G2-to-mitosis 
transitions. p21 is also known to regulate self-renewal in hematopoietic stem cells (Cheng, 
Nat Med, 2000), and p21-/- has recently been associated with an increased proliferation in 
the LVW and in neurospheres (Kippin, Genes Dev, 2005). 

Taken together, these data indicate that in the absence of p53, several cell cycle 
regulators are dysregulated, including p21. The data implicate p53 as a suppressor of 
tissue stem cell self-renewal. 
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6.6 Lhx2-mediated self-renewal of hematopoietic stem cells 

In paper VI we investigate the downstream effector genes of Lhx2, which promote stem 
cell self-renewal. 

Throughout the life span of an organism, hematopoietic stem cells (HSC) divide 
asymmetrically to give rise to several lineages, effectively maintaining the entire 
hematopoietic system. During embryogenesis, expansion of the hematopoietic system 
takes place in the liver, indicating that the fetal liver microenvironment may promote HSC 
expansion and self-renewal. Development of the liver and expansion of the hematopoietic 
system are also temporally connected, which suggests that the mechanisms may be 
overlapping. It has further been shown that the LIM-homeodomain transcription factors, 
especially Lhx2, are important for proper liver development; Lhx2-/- embryos develop a 
small and disorganised liver and lethal anaemia. In paper VI we generate HSC-like cells 
by expression of the Lhx2 gene in embryonic stem cells. Similar cell-lines generated 
previously from bone-marrow cells can long-term engraft stem cell-deficient lethally-
irradiated mice, indicating that they have stem cell capabilities (long-term self-renewal 
and differentiation to multiple cell types). The expression of Lhx2 can be turned off, 
facilitating the identification Lhx2 downstream target genes controlling the self-renewal of 
these cells. 

Using a time-point study we identified 267 genes (141 downregulated and 126 
upregulated) that were differentially expressed at 36, 72 and 96 hours after 
downregulation of Lhx2 expression. These are genes that are putatively involved in HSC 
self-renewal, differentiation and organ development. The array data confirmed the 
downregulation of the Lhx2, as it was the gene with the largest decrease in expression. 
Functional analysis using Gene Ontology terms revealed significant enrichment of themes 
like ‘regulation of signal transduction’, ‘organogenesis’ and ‘cell death’ among the 
downregulated genes. To verify the array data biologically interesting genes from both the 
upregulated (n=10) and downregulated (n=10) genes were chosen and analysed using 
quantitative real-time PCR. The data for all genes included in the verification was in 
agreement with the microarray data. We next selected 13 genes for in situ hybridisations 
on tissues that express Lhx2 during embryogenesis (olfactory epithelium, hair follicles, 
cerebral cortex of the forebrain and liver lobes). For six of the genes (Nuak1, Tmem2, Etv5, 
Enc1, Csrp2 and Tgfb1il) we observed an overlapping expression pattern (with Lhx2) in at 
least two of the tissues. These results suggest that the mechanism whereby Lhx2 
immortalises HSC may partly overlap with the function of Lhx2 in the development of a 
variety of organs. 

Interestingly, Rhee et al have recently reported that Lhx2 maintains the stem cell 
character of hair follicles (Rhee, Science, 2006). Another recent study revealed that Etv5 is 
required for transcriptional control of the spermatogonial stem cell niche (Chen, Nature, 
2005). Taken together, these two findings provide additional validation of the approach 
selected in our study and the obtained results, and suggest that additional detailed studies 
of genes identified in our study may turn out to be fruitful.  
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Future perspectives 
The magnitude and complexity of the regulatory role played by RNA has so far remained to 
a large extent hidden, and only recently have we started to understand the scope of it. 
Future studies will undoubtedly shed further light on various, perhaps even hitherto 
unknown, regulatory functions exerted by the RNA. 

The transcriptome contains a diverse collection of various mRNA transcripts, of which 
many have the potential to encode a protein. An extensive network of regulatory 
processes ensures that only a subset of the transcribed sequences end up being available 
for translation by the ribosome. The cells invest a large amount of energy into regulation 
of gene expression; large-scale synthesis of transcripts is balanced by a massive and rapid 
degradation, often already in the nucleus. This allows cells to rapidly adjust to a changing 
cellular environment. 

The analysis methods used today for transcriptional profiling do not yet fully take the 
complexity of RNA into account, suggesting that future technological improvements may 
yield major benefits. Many of the currently available methods are in fact designed only for 
analysis of protein-coding RNA molecules. The extent of transcription from both sense and 
anti-sense strands described during the last few years requires development of microarray 
platforms for simultaneous, non-confounded detection of both strands separately. 
Furthermore, the extent of alternative splicing and the exon-initiated transcription 
(Carninci, Nat Genet, 2006) necessitates development of gene expression tools capable of 
separating the different isoforms and the transcripts with coding or non-coding potential. 
Our understanding of gene regulation will also be greatly improved if methods are 
developed for distinguishing RNA accessible for transcription from the non-accessible RNA. 
Further, by measuring ribosome-bound RNA levels using tools already available today, a 
better correlation with protein levels may be obtained. 

Improvements in sample preparation approaches will also be useful. One improvement 
foreseeable in the near future is the identification of new cell-specific surface markers and 
production of antibodies targeting these, which will greatly facilitate fluorescence-activated 
cell sorting and enrichment of pure cell populations. Lack of markers has been an obstacle 
for the stem cell field, and a panel of markers distinguishing stem cells in vivo would be of 
great benefit. 

The high cost associated with the genome-wide gene expression analysis methods means 
that generated data should be used as efficiently as possible. Several efforts to facilitate 
data exchange have been carried out (Brazma, Nat Genet, 2001; Spellman, Genome Biol, 
2002) and these standards have been widely adopted by most journals. In the current era 
of ‘systems biology’ several research fields are fusing, necessitating large-scale data 
exchange, sometimes between different platforms (perhaps even measuring different 
macromolecules). The format of this exchange needs to be resolved, preferentially sooner 
than later, in order to facilitate integrative data analysis and to provide guidelines for 
design of appropriate databases and data exchange tools. 

The microarray technology has been available for gene expression analysis for 
approximately ten years. During this era several improvements and discoveries have been 
made and several supporting tools have been developed: 1) the number of probes has 
increased from a few thousand to ~50,000 for in-house produced arrays and to ~6.5M for 
Affymetrix arrays, 2) a new generation of open-source data analysis tools has been 
specifically developed for microarray data analysis (e.g. Bioconductor and TM4), 3) 
genome sequences for many organisms are available facilitating in silico-based probe 
design, 4) computer capacity has increased dramatically, allowing more complex analyses, 
and 5) a new view of gene expression that clearly deviates from the “one gene – one 
transcript – one protein”-dogma has emerged. What impact the more recent technological 
developments (e.g. the new generation of DNA sequencers based on sequencing-by-
synthesis chemistry) will have on gene expression analysis remains to be seen, but it will 
undoubtedly leave at least a few marks. 



Valtteri Wirta 

 

 50

 

Abbreviations 
A.thaliana Arabidopsis thaliana 
ARE AU-rich element 
aRNA amplified RNA 
bp base pairs 
C.elegans Caenorhabditis elegans 
CAGE cap analysis of gene expression 
CTD carboxy tail domain 
DMSO dimethyl sulphoxide 
DNA deoxyribonucleic acid 
dsDNA double-stranded DNA 
EJC exon junction complex 
ESE exonic splicing enhancer 
EST expressed sequence tag 
FDR false-discovery rate 
FWER family-wise error rate 
GIS gene identification signature 
GST gene sequence tag 
H.sapiens Homo sapiens 
ISS intronic splicing silencer 
kb kilo bases 
kbp kilo base pairs 
LVW lateral ventricle wall 
Mbp million base pairs 
MDa million Dalton 
miRNA microRNA 
MM mismatch probe 
MPSS massive parallel signature sequencing 
mRNA messenger RNA 
mRNP messenger ribonucleoprotein complex 
NMD nonsense-mediated decay 
NPC nuclear pore complex 
NS neurosphere cDNA library 
NSC neural stem cell 
nt nucleotides 
NTP ribonucleotide triphosphate 
PABP polyA-binding protein 
PACAP pituitary adenylate cyclase-activating polypeptide 
PCR polymerase chain reaction 
PM perfect match probe 
Pol I, II, III RNA polymerase I, II, III 
PTC premature termination codon 
qRT-PCR Quantitive real-time reverse-transcription PCR 
RNA ribonucleic acid 
rRNA ribosomal RNA 
SAGE serial analysis of gene expression 
SDS sodium dodecyl sulphate 
SMD Staufen-1 mediated RNA decay 
snoRNA small nucleolar RNA 
snRNA small nuclear 
snRNP small nuclear RNA protein complex 
SSC sodium chloride / sodium citrate buffer 
tRNA transfer RNA 
TSS transcription start site 
UTR untranslated region 
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