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1. Introduction
The speech services industry has been growing both
for telephony applications and, recently, also for smart-
phones (e.g., Siri). Despite recent progress in Spoken Di-
alogue System (SDS) technologies the development cy-
cle of speech services still requires significant effort and
expertise. The SpeDial consortium (www.spedial.
eu) is working to create a semi-automated process for
spoken dialogue service development and speech ser-
vice enhancement of deployed services, where incoming
speech service data are semi-automatically transcribed
and analyzed (human-in-the-loop). The first step towards
this goal was to build tools that automatically identify
problematic dialogue situations or as we will call here-
after miscommunications.
The automatic detection of miscommunications in SDSs
has been extensively investigated in the literature
(Walker et al., 2000; Paek and Horvitz, 2004; Schmitt
et al., 2010; Swerts et al., 2000). This problem is vital
in the development cycle of speech services. However,
very little data is publicly available to perform research
on this topic. Except for (Swerts et al., 2000) the data is
not publicly available. Nevertheless, even in this case the
dataset does not contain interactions with real users or
annotations. The LEGO corpus (Schmitt et al., 2012) in-
cluded both interactions with real users and annotations
for interaction quality (Schmitt et al., 2011), emotions
and other automatically extracted features. This corpus
was based CMU Let’s Go system from 2006, whose per-
formance is substantially worse than current Let’s Go
system. In addition, the interaction quality might not be
the most suitable measure for identifying problematic di-

alogue situations, namely if severe problems occur in the
very first exchange of the interaction. Therefore, we de-
cided to look for more recent data and work on a new
annotation scheme (introduced in Section 2.).
We are making two datasets publicly available. The first
from Let’s Go (Raux et al., 2005) collected during 2014
and a dataset from a Greek Movie Ticketing (MT) sys-
tem. The datasets were used to build several detectors
that could help us on the one hand to analyze the users
and their behavior (such as age and task success), and
on the other hand could serve as inputs to improve mis-
communication detection (such anger). Therefore, both
corpora will be distributed with manual transcriptions for
every user turn, together with gender, task success, anger
and miscommunication annotations.
So far, the results for stand-alone classifiers for anger,
gender and miscommunication are very promising, prov-
ing the usefulness of the datasets that we are releasing for
future research in SDS Analytics.

2. Annotation scheme
The first step prior to annotate the data was to manu-
ally transcribe the user utterances in both datasets. The
system prompts in the MT dataset were also transcribed
since no system logs were available.
To perform the miscommunication annotation on Let’s
Go data, annotators were given snippets of four turns,
two system and two user turns. Recognition output and
transcription are presented to the annotator when per-
forming the task. The annotators had access to the au-
dio from the utterances when they were annotating. The
annotators task was to evaluate if the second system turn

www.spedial.eu
www.spedial.eu


Annotation Turn Id Turn [TRANSCRIPTION, Parse ]
S1 Where would you like to leave from?
U2 WEST MIFFLIN [WEST MIFFLIN AND, DeparturePlace = MIFFLIN]

NOT PROBLEMATIC S3 Departing from MIFFLIN. Is this correct?
U4 SHADY EIGHT [EXCUSE ME, (DeparturePlace = EIGTH, DeparturePlace = SHADY)]

Table 1: Example when label 3 was attribute to turn S3 in Let’s Go data.

is problematic or not based only on these turns. Label 0
was used when system answer was not considered prob-
lematic, 1 when the system answer was problematic and
2 when the annotator could not decide from the context
whether the system answer was problematic or not. An
example of a snippet provided for annotation is shown
in Table 1. In the MT data annotation the annotator per-
formed a similar task but using the whole dialogue.
Along with the miscommunication annotation, annota-
tors had to listen to the utterance audio file and identify
if anger was present. In Let’s Go 1 was used when anger
was detected and 0 otherwise. The labels used in the
Movie Ticketing data were discrete scores that lie in the
[1 − 5] interval capturing very angry user utterances (1)
to friendly utterances (5). In order to adopt the same
scheme between corpora the values in the interval [1−3]
were mapped into 1 and values 4 and 5 were mapped into
0.
While listening to the dialogue the annotators were asked
to be aware of gender. As soon as they were confident
they would assign the gender label to the whole dialogue.
Finally, to annotate task success, the annotators should
listen to the whole dialogue and verify that if the inten-
tion of the user was correctly answered by the system.
The label 1 was used for successful dialogues and the 0
for unsuccessful dialogues.

3. Datasets
3.1. Let’s Go

This part of the dataset is composed of 85 dialogues be-
tween real users and the Let’s Go Dialogue system. Ini-
atially 105 dialogues were randomly selected from dia-
logues collected during the first half of 2014. Dialogues
shorter than 4 turns were then excluded from the dataset
since this is the minimum number of turns needed to
get schedule information. The final 85 dialogues cor-
respond to 1449 valid user turns (average 17.1 turns per
dialogue).
The corpus was annotated following the scheme de-
scribed in Section 2. for Let’s Go data. The dataset was
enhanced with features from ASR, Audio Manager, Di-
alogue Manager, Spoken Language Understanding and
the estimated task success extracted from system logs.
Some features derived from transcription and its parsing
were also included, such as Word Error Rate and Concept
Error Rate.

The dataset was annotated by two expert annotators. One
of them completely annotated the corpus, whereas the
other annotated 10% of it. The Cohen’s Kappa agree-
ment observed for the two annotators was 0.79 for mis-
communication (substantial agreement), 0.38 for anger
(fair agreement), 1.0 for task success and 1.0 for gender
annotations (perfect agreement). We have computed the
agreement between the majority annotation for task suc-
cess and the estimated task success. The Cohen’s kappa
found was 0.44, which is seen as fair agreement.

3.2. Movie ticketing
The movie ticketing dataset consists of 200 dialogues in
Greek collected through a call center service for retriev-
ing information about movies/showtimes and booking
tickets. The annotation of dialogues was performed by an
expert annotator, while the selected dialogues were bal-
anced with respect to three factors: (i) gender of caller,
(ii) call success, (iii) emotional content.
To verify the quality of annotations, two other annotators
labeled a subset of 60 dialogues from the original dataset
for anger. The agreement between annotators found was
0.58 with 0.4 Kappa value –computed as the average
pairwise agreement– according to the Fleiss coefficient.

4. Results
In this section, we briefly present a series of indicative
experimental results for a variety of different tasks. For
anger and miscommunication detection a leave-dialogue-
out validation procedure was adopted. The results are
reported in terms of Unweighted Average Recall (UAR)
since there is often a bias to one of the classes. For the
gender detection task, results are reported in terms of Ac-
curacy for the complete set of turns from both datasets.

4.1. Anger detection in Movie Ticketing dataset
The experimental results for the movie ticketing dataset
are briefly presented with respect to two different sys-
tems performing speech– and text–based analysis.
Speech-based system. Here, the aim is to capture the
speaker’s emotional state via the utilization of a set of
low-level descriptors (LLDs) including prosody (pitch
and energy), short-term spectral and voice quality fea-
tures (Ververidis et al., 2004). The LLDs can be fur-
ther exploited via the application of a set of functionals,
in order to map the speech contours to feature vectors.
OpenSmile is a widely-used toolkit that can be used for



extracting such features (Eyben et al., 2010). A detailed
system description is provided in (SpeDial, 2015).
Text-based system. The goal is to estimate the emo-
tional content of the transcribed speaker utterances. A
word w can be characterized regarding its affective con-
tent in a continuous space consisting of three dimensions,
namely, valence, arousal, and dominance. For each di-
mension, the affective content of w is estimated as a lin-
ear combination of its’ semantic similarities to a set of
K seed words and the corresponding affective ratings of
seeds (Turney and Littman, 2002). A detailed system de-
scription can be found in (Palogiannidi et al., 2015). For
each speaker utterance, the valence, arousal, and domi-
nance scores are computed for the respective words. The
statistics of these scores (e.g., mean, median, variance,
etc. ) can be used as features.
Experiments and evaluations results. The goal is the
detection of “angry” vs. “not angry” (i.e., 2-class classi-
fication problem) user utterances. For this purpose, the
anger annotations were used. The best performance ob-
tained by the speech– and text–based systems equals to
0.67 and 0.61 UAR, respectively for the MT data, ex-
ceeding the performance of majority–based classification
regarded as naive baseline (0.5 UAR for binary prob-
lems). These performance scores were achieved by dif-
ferent classifiers, JRip for speech and Random Forest
for text. The affective speech analysis was also applied
over the Let’s Go dataset for the task of anger detection
achieving 0.88 UAR. The attempts to use the affective
text analysis on Let’s Go were in vain, since only 3 utter-
ances in the whole corpus include lexical anger markers.

4.2. Gender detection in Let’s Go and Movie
Ticketing datasets

The Gender detector mainly consists of a multi-layer per-
ceptron (MLP) trained with ∼70 hours of multi-lingual
telephone speech data. Accuracies obtained are 91.7%
and 89.7% in the Let’s Go and Movie Ticketing datasets,
respectively. Thus, the module seems to perform con-
sistently in both datasets, independently of the language
(notice that Greek data was not included in any of the
MLP training sets). Although we consider these re-
sults quite promising, particularly considering the re-
duced amount of actual speech in most of the turns, we
are currently developing and evaluating an alternative
system based on i-vectors.

4.3. Miscommunication detection in Let’s Go
We performed miscommuncation detection for this cor-
pus using the same approach described in (Meena et al.,
2015), except that instead of 10-fold cross validation we
have performed leave-one-dialogue-out cross validation.
Using the JRip classifier implemented in Weka (Hall
et al., 2009) and the set of features that combines bag

of concepts features, features derived from SLU and
features derived from the utterance, both including on-
line and off-line features, we have obtained an Un-
weighted Average Recall (UAR) of 0.88. The same per-
formance was obtained in the Random Forest classifier
from sklearn toolkit (Pedregosa et al., 2011). The lib-
SVM classifier (Chang and Lin, 2011) achieved a 0.73
UAR.

5. Conclusions and Future Work
The key contribution of this work is the creation of
datasets1 in two languages that enable the investigation
of various research tasks in the area of spoken dialogue
analytics.
Regarding the experimental results, detectors seem to
have very satisfactory performance in those tasks that hu-
mans have higher agreement such as miscommunication
and gender. Also, the performance achieved for anger
detection using acoustic features is quite satisfactory.
For the full version of this paper, we plan to extend
the annotations, incluing more data annotated by two or
more annotators. We are also currently working to inte-
grate more detectors to those described in this abstract
and we expect to report results in both datasets in the fi-
nal version of the paper.
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