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POTORI: A Passive Optical Top-of-Rack
Interconnect Architecture for Data Centers

Yuxin Cheng, Matteo Fiorani, Rui Lin, Lena Wosinska, and Jiajia Chen

AbstracfiSeveral optical interconnect architectures inside order to simplify cabling and avoid electromagnetic interfer-
data centers (DCs) have been proposed to efbciently handle theence (EMI) [4]. Higher data rate and switching capacity (e.g.,
rapidly growing trafbc demand. However, not many works have 410G 100G) are also taken into consideration by the network

tackled the interconnects at top-of-rack (ToR), which have a . . .
large impact on the performance of the data center networks CPErators in the future DC design [5]. However, it is hard

(DCNs) and can introduce serious scalability limitations due to t0 develop large electronic packet switches operating at high
the high cost and power consumption. In this paper, we propose data rates, due to the bottleneck of I/O bandwidth and power

a passive optical ToR interconnect architecture (POTORI) to pudget of the chip [6]. As a consequence, a large amount
replace the conventional electronic packet switch (EPS) in the ¢ alectronic switches need to be deployed to scale out the

access tier of DCNs. In the data plane, POTORI relies on a . . - . -
passive optical coupler to interconnect the servers within the number of servers in the DC, which brings a serious scalability

rack and the interfaces toward the aggregation/core tiers. The Problem to the DCN in terms of cost and power consumption
POTORI control plane is based on a centralized rack controller [7].

responsible for managing the communications among the servers  QOptical interconnect architectures that are able to provide
in the rack. We propose a cycle-based medium access Contm'ultra—high transmission speed and switching capacity in a

(MAC) protocol to efbciently manage the exchange of control . . .
messages and the data transmission inside the rack. We alsoCOSt- @nd energy-efbcient way, are considered to be a promis-

introduce and evaluate a dynamic bandwidth allocation (DBA) INg solution to address the limitations of electronic packet
algorithm for POTORI, namely Largest First (LF). Extensive switches (EPSs) in DCs. By replacing EPSs with optical
simulation results show that, with the use of fast tunable optical switches, the reduced power-demanding electrical-to-optical
g?{l‘isef/‘é'V:gsévF;?;;%i:aiigttgzlg;ogglséa‘lj ]'4-@':5 ?,ltli"l?jteel’g?/eg{ii tﬁ:b:géo (E/O) and optical-to-electrical (O/E) conversion is expected to
trafbc scenarios, which outperforms conventional EPSs. On the dramatically decrease the'povv_er consumption O,f data center
other hand, with slower tunable optical transceivers, a careful Networks [8]. Several optical interconnect architectures for
conbguration of the network parameters (e.g., maximum cycle- DCs are proposed in literature in recent years, e.g., [13]N
time of the MAC protocol) is necessary to obtain a good network [16]. These architectures employ all-optical switches based
performance in terms of the average packet delay. on different topologies and technologies at aggregation/core
Index Term$Optical interconnect architectures, data center layer, but rely on conventional EPSs at ToR to interconnect
networks, medium access control (MAC), dynamic bandwidth servers in the racks. However, the EPSs at ToR are responsible
allocation (DBA). for a large amount of the overall DC trafpc. For example, it
is reported in [17] that in the DCs running extensive data
exchange applications (e.g., MapReduce) around 80% of the
total trafbc is conbned in the access tier. Moreover, the EPSs
The growing popularity of modern Internet applicationgt TOR contribute to the majority of the overall DCN power
such as cloud computing, social networking and video streamensumption [21]. Therefore, efpcient optical interconnect
ing is leading to an enormous increase of data center (D@Jhitectures for the access tier in DCs are required.
trafpc, including not only the north-south (client-server) trafpc, In our previous work (i.e., [8], [9], [21]), we proposed
but also the east-west (server-to-server) trafbc exchangedoncept of passive optical interconnect (POI) which uses
within the DCs [1]. According to Cisco, the overall datamainly passive optical components for interconnection. The
center trafbc will keep increasing at a compound annuglhysical layer experiments [9] have shown that more than 500
growth rate (CAGR) of 25% up to the year 2019, reaching 1@orts can be supported in the passive optical interconnect at the
Zettabytes per year [2]. Therefore, it is important to evolve theapacity up to 5Th/s. We also shown that the passive optical
current data center network (DCN) infrastructure to suppdrtterconnect provides lower cost, lower energy consumption
the continuously growing trafbc demand. and higher scalability with respect to the conventional EPSs.
Data center operators are addressing this problem by §peciPcally, it has been demonstrated in [8] that the energy
grading the transmission data rate and switching capacity asfnsumption per bit in the DCNs can be reduced by at least a
their network equipment. For example, Facebook has alredégtor of 7 by using passive optical interconnects at ToR com-
deployed 10G Ethernet network interface cards (NICs) for dlared to the ones using EPS. We also proposed a MAC pro-
servers and Top-of-Rack (ToR) switches [3]. Optical bber c&dcol and a dynamic bandwidth allocation (DBA) algorithm,
be deployed in DCN to interconnect servers and switches namely Largest First(LF), for achieving efbcient bandwidth
utilization when applying the passive optical interconnect at
The authors are with KTH Royal Institute of Technology, Department ofOR [18]. This paper extends the work in [18] with a focus
Communication Systems, Electrum 229, SE- 164 40 Kista, Sweden (e-m@jh passive optical ToR interconnect (POTORI) and introduces
gisgfi)gnghewneoﬁ rullin, wosinska, jiajia@kth.se). Corresponding author: ¢, following new contributionsi) We illustrate how POTORI
can be interconnected with other network architectures in the

I. INTRODUCTION



aggregation/core tier to build large DCNs, where both thdifferent DCs depending on their size and work load. The
data plane and control plane are considerégl;We perform authors in [16] reported an optical data center architecture
an extensive performance comparison among different DBfased on multidimensional switching nodes connected in ring
algorithms for POTORI;i{i) We study the impact of different topology. These switching nodes are able to switch in space,
network conbguration parameters (e.g., tuning time of theavelength and time domains, supporting the connections of
optical transceivers, duration of the cycle time in the MAdifferent granularities. The ring topology reduces the number
protocol, etc.) on the performance of POTORI; aing Ve of physical links, simplifying the cabling management. Never-
compare the performance of POTORI with a convention#ieless, all these aforementioned architectures rely on optical
EPS in terms of the average packet delays and packet lssstching only in the aggregation/core tires, while they are
probability. The results show that using our proposed LF DBBased on conventional electronic ToR switches in the access
algorithms along with ultra-fast tunable transceivers, POTOReér to interconnect the serves within the same rack. In [20],
can outperform the conventional EPS. the authors proposed and demonstrated software-debPned ubig-

The rest of the paper is organized as follows. We preseritous data center optical interconnection (SUDOI), which also
the related works on optical interconnect architectures foonsiders optical switch at ToR. However, the main focus of
DC in Section Il. In Section lll, we illustrate the POTORISUDOI is on the control plane, where a service-aware schedule
architecture, including both data plane and control plangcheme is introduced to enable cross-stratum optimization
The proposed centralized MAC for POTORI is elaborated of application and optical network stratum resources while
Section IV, and in Section V we introduce and analyze thenhancing multiple-layer resource integration. The concrete
proposed DBA algorithm. The simulation results of POTORIlesign of optical interconnects within DCs is not provided.
and a conventional EPS are presented and discussed in Sectidn [21] and [22] we proposed several passive optical ToR
VI. We conclude the paper in Section VII. interconnect architectures for the access tier in DCs. These
architectures use passive optical components (i.e., arrayed
waveguide grating (AWG) and/or optical couplers) to inter-
connect the servers in the rack. It has been demonstrated

Several optical interconnect architectures for DCN havkat the passive optical components offer cost and power
been proposed in the literature. The c-through [10] and HQGving as well as high reliability. While in [21] and [22] we
[11] are two examples of hybrid electronic/optical intercorfocused on the data plane architecture, in [18] we proposed a
nection solutions. In these hybrid interconnect architectur@gAC protocol and novel DBA algorithms to achieve efpcient
optical circuit switches (OCS) are employed to provide higbandwidth utilization in POTORI. The current paper extends
capacity for transmitting long-lived and bandwidth-consumingur previous work by covering both data and control plane,
trafbc Bows (e.g., elephant Rows) due to the long reconPgusiad provides a complete design of POTORI architecture along
tion time of OCS, and EPS is used to transmit short-livegith a detailed analysis of the network performance and an
trafbc Bows that do not need large bandwidth (e.g., miextensive comparison with the conventional EPS solutions.
Bows). These solutions require pre-knowledge or classibcation
of trafbc pattern in order to distinguish large and small Rows
and properly conbgure the OCS, which is challenging for DC
operators.

On the other hand, there are some all-optical architecturerig. 1 illustrates the POTORI architecture, including both
solutions proposed recently. In [12], the authors demonstraiggta plane and control plane. Each server is equipped with an
a new optical circuit switching (OCS) based architecture f@ptical network interface (ONI), which consists of two optical
DCN, which is based on a single comb-driven MEMS mirrofransceivers. The brst one is a tunable transceiver connected to
and is able to achieve a switching time of P8. However, the POTORI data plane. The second one is a grey small form
such fast switching might still create a substantial delay factor pluggable (SFP) transceiver connected to the POTORI
case of a small amount of data to be transmitted, makieg@ntrol plane. In the following subsections, we elaborate the
it not suitable to be employed at ToR where small bursBOTORI data and control planes, mapping POTORI to the use
of intra-rack trafbc need to be handled. The authors in [18hse of DCNs.
proposed a Rat data center network architecture with fast Bow
control. Each ToR switch is connected to one intra—clustg)l"’lta Plane
optical switch as well as one inter-cluster optical switch. The POTORI data plane was proposed and introduced in our
All the trafbc is switched by optical switches according tprevious work [22]. The key component of POTORI data plane
the Bow control mechanism, which is based on the packstan (N+1)! (N+1) passive coupler that acts as the switching
header processing on each electronic ToR switch. OPMDO&bric to interconnect all the servers in the rack. We deNne
[14] is a three-tier architecture, where each tier is a sa$ the number of servers in the rack. In each ONI, the tunable
of reconbgurable optical add-drop multiplexers (ROADMiransceiver is composed of a wavelength tunable transmitter
connected in ring topology, and the ROADM rings in th¢WTT) for transmitting data, and a wavelength tunable Plter
lower tier are connected to a ROADM in the upper tier. At th@VTF) as well as a receiver for receiving data. The WTT and
access tier each ToR switch is connected to a single ROADMTF are connected to one input port and one output port of the
Space division multiplexing (SDM) is also considered in alleoupler, respectively. One additional pair of input and output
optical DCN solutions, e.g., [15][16] for improving capacityports of the coupler are connected to a wavelength selective
In [15], four architectures based on SDM are proposed, asditch (WSS), which forwards and receives the trafpc to/from
it is shown that these architectures are suitable to apply tire aggregation and core tiers.

Il. RELATED WORKS

IIl. POTORI: PassiVE OPTICAL TOP-OF-RACK
INTERCONNECTS



Fig. 1: (a) POTORI Architecture in Data Center, (b) Rack Controller

It can be seen that the POTORIOs data plane is passivel time slots assigned for all the servers in the rack. Finally,
except the WSS that is needed to dynamically blter oittgenerates the control messages that include the outcome of
spectrum for the inter-rack communications. Actually, WSthe DBA and sends them to each server.
can be replaced by the passive wavelength blter, in which
a bxed conbguration of the spectrum for intra- and intefpplication of POTORI in Data Center Networks
Lascakggorgumeu?!)C?r:frllse;nsgnzgz?wlééq k?viogue[;(lg'“%:f draetzoturgce _Th_e POTORI architec@ure can _be intercc_)nnected with any
missio.n in POTORI follows the broadcast-ana-select sche NSSlution for the aggregauon/core tiers to build Igrge DCNs. In
The trafpc transmitted by one server is broadcast and receriq data plf_;me proper mterf_aces are ne_eded to Interconnect the
by all the other servers and the WSS. The destination ser el ORI with the aggreg_atlon/core SWII.CheS' These mterfaces
(or the WSS) then selects the trafbc destined to it, wh%,:n employ O/E conversion for connection to the conventional

X . . S in aggregation/core tier or they can be optical (e.g., to
discarding th_e other trafbc. In this way, the_ servers are al ﬁectly cggnegct the POTORI to anyoptical corré swit(chgand
té)efv(z?dzlrggﬁglse t:;?;t():ct toéfer?\?;riaﬁ]hlz?thler ':'r;1ethv?/srgcrkec(§i'ge’alize an all-optical DCN [8]). In the latter case, a strategy

. 0 . 9.1). . . \GP the joint allocation of the optical resources in the access
and drops the intra-rack trafpc while forwarding the inter-rac

trafbc to/from the upper tier (e.g., Server N sends trafbc to t eI?] ?ESLeO%atltgnllc;onr: t}:r:SaZEi%isz)l?; gsxeblgpcidﬁnecte dtoa
aggregation/core tier in Fig.1). rolp '

higher layer DC controller in a hierarchical control architecture
Control Plane (see Fig. 1(b)). In this way the DC operator can employ

) a single control infrastructure to manage all the resources
In order to successfully transmit data, both ONIs at sourge the DC. Depending on how the DC controller interacts

server and destination server need to be tuned to the Sag@ the rack controller, two different modes of operation
wavelength. To avoid data collision in the coupler, concurreph, he debned, namely bxed-mode and programmable-mode.
communications inside the rack can be carried on the differqitihe pxed-mode the DC controller is not able to inRuence
wavelengths. It calls for a proper control plane design to eflgje resource allocation inside the rack. The rack controller
ciently schedule resources in both spectrum and time domaigforms layer 2 functions, such as switch table lookup, and
for managing the intra-rack and inter-rack communications.compytes the resource allocation according to a deployed DBA
The proposed centralized control entity for POTORGjgorithm. On the other hand, in the programmable-mode
namely rack controller, is shown in Fig. 1. The rack controllgee Fig. 1(b)) the DC controller can inRBuence the resource
exchanges control information with the ONIs using dedicatggiocation inside the rack, e.g., by changing the employed DBA
control links. The servers report the relevant information (e.%}gorithm dynamically. A possible way to realize a control
buffer size) to the rack controller and tune the transceivetane operating in programmable-mode is to equip the rack
according to the feedback from the rack controller. Thgntroller with a conPgurable switch table (e.g., an OpenFlow
POTORI MAC protocol debnes the exchanging procedure apth] switch table) and a conbgurable resource allocation
the format of the control messages between the servers andfijule (see Fig. 1(b)). Using a software dePned networking
rack controller, which will be elaborated in Section IV. On th SDN) [23] DC controller is then able to dynamically change
other hand, the rack controller collects the necessary traffpe Row rules and the DBA algorithm employed by the rack
information from each server and creates the trafbc matrpgnroller. In this paper, we consider only the control plane in
Then it runs a DBA algorithm, determining the wavelengthyed-mode, and leave the programmable-mode for the future
work.
























