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Abstract 
Antibodies are a class of proteins that are made by the immune system to 
recognize harmful organisms and molecules. Their exceptional capability of 
specifically recognizing molecules has been investigated for over a century and 
information thereof has been utilized for a variety of applications including 
vaccine and generation of therapeutic antibodies. Occasionally, instead of 
protecting the host against pathogens, antibodies can recognize constituents of 
the host and thereby cause an autoimmune reaction that eventually can lead to 
a disease. Therefore, it is of great interest to understand what the antibodies 
bind to and their specificities.  
 
The last decades of technical development and availability of protein and 
peptide microarrays have enabled large-scale profiling of antibodies and precise 
determination of their specificities through epitope mapping. In this thesis the 
aim was to use affinity proteomics tools to profile antibodies, determine their 
specificities, and discover potential associations of autoantigens to disease by 
analyzing blood-derived samples with microarray-based methods. 
 
In Paper I, 57 serum samples from patients with the suggested autoimmune 
disease narcolepsy, were analyzed on planar antigen microarrays with 10,846 
human protein fragments. Verification on an independent sample collection 
consisting of serum samples from 176 individuals, revealed METTL22 and 
NT5C1A as two potential autoantigens. In Paper II, antibodies from 53 
plasma samples from patients with first-episode psychosis, a condition 
suggested to have a partial autoimmune component, were analyzed on planar 
antigen microarrays with 2,304 human protein fragments. After a follow-up 
study of the patients, antibodies toward an antigen representing the three 
proteins, PAGE2, PAGE2B, PAGE5, was found associated to an increased risk 
of developing schizophrenia. In Paper III, serum and plasma samples from 
patients with the autoimmune diseases multiple sclerosis and narcolepsy, were 
epitope mapped on high-density peptide microarrays with approximately 2.2 
million peptides. Technical and biological verification, by using other 
microarray technology and analyzing  samples from 448 patients, revealed one 
peptide for multiple sclerosis and narcolepsy, representing the proteins 
MAP3K7 and NRXN1, with higher antibody reactivity towards in each group, 
respectively. In Paper IV, purified polyclonal antibodies raised against a 
surface antigen found on malaria-infected erythrocytes, were profiled on the 
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peptide microarrays representing all proteins found on malaria-infected 
erythrocytes derived from Plasmodium falciparum. Then, different Plasmodium 
falciparum strains were analyzed by immunofluorescence microscopy and 
western blots, using the epitope mapped antibodies. The performance of the 
immunoassays were compared to the identified epitopes, and validated by RNA 
sequencing. 
 
In conclusion, these investigations describe multiplex methods to identify and 
characterize antibodies, their disease association and epitopes. Follow-up 
studies are needed to determine their potential use and clinical value. 
 
Keywords: Antibody, antigens, peptide, epitope mapping, autoimmunity, 
autoantibodies, microarrays. 
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Populärvetenskaplig 
sammanfattning 
Antikroppar är en grupp av protein som skapas av immunförsvaret, och har 
som uppgift att skydda oss mot skadliga molekyler och sjukdomsframkallande 
organismer som t.ex. virus och bakterier. Detta åstadkommer antikroppar 
genom att specifikt binda till ett så kallat antigen, som exempelvis kan vara ett 
protein på bakteriens cellvägg, som sedan markerar för kroppens immunförsvar 
att bryta ned den.  
 
Antikroppar skapas kontinuerligt av immunförsvaret för att skydda oss mot 
alla framtida hot som kan ge upphov till skada, vilket gör att det finns 
miljontals olika antikroppar hos oss människor. Immunförsvaret kan också 
specifikt skapa antikroppar mot vissa antigen när kroppen utsätts för en 
infektion eller vid till exempel en vaccinering.  
 
Men ibland kan immunförsvaret ta fel på vad som är kroppsfrämmande, vilket 
leder till att immunförsvaret bryter ner delar av den egna kroppen med hjälp 
av autoantikroppar (auto = själv), via en så kallad autoimmun reaktion. Detta 
kan så småningom leda till utvecklingen av en autoimmun sjukdom (exempelvis 
typ-1-diabetes). I Paper I och Paper II studerades narkolepsi respektive 
psykos, vilket är sjukdomar som har föreslagits vara autoimmuna. Med hjälp av 
blodplasma och serum från patienter med de sjukdomarna kan 
autoantikropparna analyseras och profileras mot kroppsegna proteiner. Detta 
gav en inblick kring vad det är för proteiner i kroppen som angrips av de 
eventuella autoantikropparna och slutligen identifierades ett fåtal proteiner som 
kan vara av betydelse för sjukdomarna. 
 
Anledningen till varför autoimmuna sjukdomar bryter ut är omdebatterat och 
ännu inte helt klarlagt. En föreslagen mekanism är att det i vissa fall kan 
finnas en molekylär likhet mellan sjukdomsorsakande organismers proteiner, 
och kroppens egna proteiner, vilket exempelvis tros ha förorsakat narkolepsi vid 
massvaccineringen mot influensan H1N1 år 2009 i bland annat Sverige. Genom 
att ta reda på vad antikropparna i detalj binder till genom en så kallad 
epitopmappning, vilket görs i Paper III, inom narkolepsi och multipel skleros, 
kan detaljerad information fås om var på proteinerna de eventuella 
autoantikropparna binder. Detta resulterade i att två regioner på respektive 
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protein kunde identifieras som uppvisade skillnad i hur autoantikropparna band 
mellan friska och sjuka patienter. 
 
Immunförsvarets förmåga att generera antikroppar mot skadliga molekyler har 
länge utnyttjats av forskare. På liknande vis som ett vaccin fungerar, kan man 
få djur att skapa antikroppar mot specifika antigen, exempelvis speciella 
proteiner man vill studera. I Paper IV, togs antikroppar fram på detta vis för 
att studera parasiten som orsakar malaria, Plasmodium falciparum. 
Antikropparna i Paper IV hade specifikt tagits fram mot ett visst protein som 
bara finns på ytan av röda blodkroppar när en viss stam av Plasmodium 
falciparum har infekterat dem. Infektion av andra stammar av Plasmodium 
falciparum ger upphov till andra typer av proteiner på cellytan. I studien 
studerades vad antikropparna i detalj band till med hjälp av epitopmappning 
för att relatera den informationen till antikropparnas bindningsförmågor till 
olika stammar av Plasmodium falciparum vid olika analysmetoder. 
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Aims of the thesis 
This thesis aims to identify and characterize antibodies, their disease 
association and epitopes, by using microarray-based methods. This was applied 
to antibodies obtained from patients with suggested autoimmune diseases, but 
also from purified polyclonal antibodies used for research. 
 
Paper I - The aim of the study was to screen for potential autoantigens in 
patients with narcolepsy by profiling their IgG repertoire on protein fragment 
microarrays. The IgG reactivities were also compared in relation to etiology, i.e. 
sporadic or vaccine-associated nacolepsy.  
 
Paper II - The aim of this study was to screen for potential autoantigens in 
patients first-episode psychosis. Furthermore, patients were followed for a mean 
duration of 7 years, to see if a subsequent diagnosis could be associated to 
molecular findings.  
 
Paper III - The aim of this study was to epitope map the antibody repertoire, 
and reveal potential autoantigens and epitopes that can be associated to the 
autoimmune diseases multiple sclerosis. 
 
Paper IV - The aim of this study was to epitope map polyclonal antibodies 
raised against a Plasmodium falciparum protein that is expressed on the 
surfaces of infected erythrocytes, to relate their epitopes to performances in 
different analyses. 
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1. What is Life? 

What is life? Ever since my high school biology teacher asked this question, I 
have been intrigued by its overwhelming complexity and depth. Although one 
might intuitively understand what life is, this deceivingly trivial question has 
currently no unanimous answer in the scientific community [1]. There have 
been many attempts in summarizing the key mechanisms of what life is, a 
recent definition suggests that life should: store information, improvise 
solutions, exist in a confined space, have a metabolism, regenerate its 
molecules, adapt to its environment, and seclude molecules [2].  
 
In order to fully understand this definition and the underlying processes that 
make up life, we must understand its building blocks, i.e., the molecules of life. 
 
In the following chapters of my thesis, I will first give a brief historical 
perspective to my work in the field of proteomics, and then specifically focus on 
a group of molecules produced by our immune system, the antibodies. I will 
review the role of antibodies, as they both protect our body against diseases by 
recognizing pathogenic molecules, as well as occasionally causing diseases. 
Finally, I will describe methods and applied work for characterizing what 
molecules these antibodies are interacting with. 
 

Understanding the building blocks of life 
 
In 1665, the microscopy pioneer Robert Hooke coined the term “cell”. This 
referred to microscopic porous honeycomb structures that he observed in thinly 
sliced cork [3]. A decade later, Antonie van Leeuwenhoek had further developed 
the microscope, leading to the discoveries of bacteria, protists and red blood 
cells [4]. Although the smallest entity of life, the cell, was now discovered, 
scientists were most likely unaware of the significance of their work at the time. 
 
Two centuries later, based on the findings of Hooke and Leeuwenhoek, 
significant key discoveries were made by Matthias Jacob Schleiden and 
Theodor Schwann [5]. In 1838 Schleiden showed that plants are built up of cells 
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and described them as the smallest entity of the plants. In 1839, Schwann 
showed that cells in animals were similar to the cells observed in plants and 
concluded that they must be the smallest entities of life. Furthermore, Schwann 
reported that cells can make up the diversity seen in the different tissues of a 
plant and animal, and concluded that each cell possesses an individual life. 
 
Following the discovery of cells researchers started to further study their 
chemical makeup, though this had begun prior to Schleiden and Schwann 
published their cell theory. 
 
In the late 18th century Antoine François de Fourcroy studied what was at that 
time referred to as animal substances. It arose from a belief that plants are 
formed from minerals, and animals from plants. In his book from 1794, 
Fourcroy describes that one of the main differences between animal substances 
and plant substances were their solid matters, which are made up from 
different textures of organs found in animals. He described that these 
differences are constituted by three different groups of substances: albumin, 
gelatin and fibrin, and that different combinations and proportions of these 
substances form all the different substances of animals [6].  
 
In 1835, Gerardus Johannes Mulder started to investigate the animal 
substances that were previously described by Fourcroy, as well as some plant 
substances. Mulder found that the elemental compositions (carbon, hydrogen, 
nitrogen and oxygen) of the substance in wheat was almost identical to the 
animal substances albumin and fibrin [7]. Prior to publication of these results, 
Mulder summarized them in a letter and sent it to his colleague and friend Jöns 
Jacob Berzelius, who suggested that these unifying substances should be called 
protein (derived from the greek: in the lead) [8]. In Mulder’s following 
publication in 1838 [9], he described these unifying substances as protein, and 
claimed: “without it no life appears possible on our planet”.  
 
The theory of evolution was the next important step towards today’s view on 
the fundamentals of life. Charles Darwin presented this theory in the book “On 
the origin of species” in 1859 [10]. This book was the culmination of Darwin’s 
observations during his voyage on the Beagle He described the origin of species 
as a process of natural selection, suggesting that all forms of life are of common 
descent. However, Darwin did not provide an answer to the mechanism of 
heredity [11] and it would be Gregor Mendel who published his work in 1865, 
where he studied pea plants in the context of artificial fertilization and 
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hybridization that would suggest the mechanisms of hereditary [12]. Contrary 
to the prevailing belief that traits are mixed and passed on to following 
generations, he showed evidence for heritance based on a regularity that could 
be predicted.  
 
Unfortunately, Mendel’s work did not get any significant attention by the 
research community until the early 20th century. In 1909 Wilhelm Johannsen 
coined the term “gene” (as well as the terms genotype and phenotype), which 
referred to the unknown elements that are heritable [13-15]. In the following 
years when the trio John Burdon Sanderson Haldane, Sewall Wright and 
Ronald Aylmer Fisher, independently contributed to combine Mendel’s theories 
on hereditary with Darwin’s view on natural selection and thus the unified 
theory of evolution was born [16,17], which still applies today, albeit with a few 
extensions [18]. 
 
Key findings were made by Friedrich Miescher, who in 1869 wrote about his 
attempts to understand the building blocks of the cell that determines its 
structure, i.e. the “molecules of life”, by studying lymphoid cells obtained from 
pus. This led him to the discovery of a substance located in the nucleus of the 
cell that did not contain proteins, and in contrast to proteins, it had a 
reversible appearance when changing from acidic to alkaline conditions. This 
substance was subsequently named “nuclein” in 1871, due to its location in the 
cell [19]. Albrecht Kossel, Richard Altmann and Albert Neumann further 
characterized nuclein (later to be named nucleic acids), contributing to 
identification of its constituents [20]. Between the years 1885 and 1893, Kossel, 
determined that chromatin is a mix of proteins and nucleic acids [19,20]. In 
parallel to the molecular discoveries on chromatin, the cytologist Walter Sutton 
was studying the morphology of chromosomes in the spermatogonial divisions 
in grasshoppers. With contributions from the work of Theodor Boveri, in 1903 
Sutton concluded the following: chromosomes differ qualitatively and represent 
distinct potentialities, they occur in two equivalent series (pairs), the 
chromosome pairs separates upon cell division, and chromosomes are the bases 
of hereditary characters [21,22].   
 
The focus on nucleic acids as hereditary molecules was gradually reduced in the 
beginning of the 20th century. Scientists believed, due to the diversity seen in 
proteins and its constituents compared to the nucleic acids, proteins must be 
the carrier of hereditary information [20,23]. In addition, nucleic acid 
preparations were highly degraded, and thus their immense complexity was not 
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realized[23]. Furthermore, Phoebus Levene et al. had introduced the 
tetranucleotide hypothesis, a hypothesis in early 20th century that was not in 
the favor of the nucleic acids as hereditary molecules, since it stated that 
nucleic acids form tetramers and thus constraining its ability of carrying 
heritable information [20]. However, Levene’s work had also set up a foundation 
for studying nucleic acids by having further characterized the nucleotides 
(guanine, adenine, cytosine, thymine and uracil), the sugar backbone 
(deoxyribose and ribose), and the phosphate group [24,25]. This eventually lead 
to the identification of ribonucleic acid (RNA) and deoxyribonucleic acid 
(DNA) [26].  
 
Interest in nucleic acids was rejuvenated in 1928 when Frederick Griffith 
published a paper on his study of strains of pneumococci to understand the 
virulence of pneumonia-causing bacteria By adding virulent pneumococci 
strains that had been killed by heat (100°C), to an avirulent strain and then 
into mice, Griffith could observe that the virulence and its characteristics could 
be transformed from the killed to the living strain [27].  
 
An intense search to understand the transforming agent began, and by 1931; 
other research groups showed that it was possible to induce the transformation 
in vitro. The following year; another research group showed that the cell-free 
fluid from the heat-killed pneumococci could still induce transformation [28]. 
These findings paved the way for the work of Oswald Avery, Maclyn McCarty 
and Colin MacLeod that they published in 1944, where they methodically 
tested the conditions necessary for purifying the transforming agent. They were 
able to rule out the transforming agent as a protein, lipid or polysaccharide, 
showing that it must be a highly polymerized and viscous form of DNA [28].  
 
In years following, much work was done to understand the nature of DNA. In 
1950, Erwin Chargaff studied the molar composition of the nucleotides in 
nucleic acids from different animals and in bacteria. By observing the different 
molar ratios of the nucleotides, Chargaff supported the idea of DNA as 
responsible for transmission of inherited properties, and subsequently laid the 
first steps in understanding the base pairing of the nucleotides in DNA 
(Chargaff’s rules) [29]. Finally, the work of Alfred Hershey and Martha Chase 
in 1952 on isotope-labeled bacteriophages showed that certain isotopes 
corresponding to DNA were incorporated in bacteria, while isotopes 
corresponding to proteins retained in the phage, and thus removed any doubt 
that DNA was the information carrier [30].  
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Finally, in 1953, the double helical structure of DNA was resolved using x-ray 
diffraction, fully supporting the hypothesis that DNA was a polymer and was 
the carrier of hereditary information [31]. This discovery is often accredited 
James Watson and Francis Crick, but many scientists contributed to the 
discovery, including Rosalind Franklin, Raymond Gosling, Maurice Wilkins, 
Linus Pauling and Robert Corey [20].  
 

But how were DNA and the proteins that Mulder described in 1838 as 
“essential for life” connected? In 1958 Crick was the first to present what is 
known as the central dogma of biology, an explanation of how information, or 
as Crick defined it, “precise determination of sequences” flows between DNA to 
RNA to proteins [32], through processes today known as transcription and 
translation, Figure 1. Furthermore, a protein cannot pass information back to 
nucleic acids. Although Crick postulated that RNA is an intermediate molecule 
between DNA and protein, at that time there was no direct evidence to support 
this. In 1958 Lazarus Astrachan and Elliot Volkin performed isotope labeling 
with phosphor to track metabolic activity of RNA upon infecting E. coli with 
bacteriophages [33]. They discovered that if the isotopes are added shortly after 
phage infection, they will be incorporated primarily into RNA, but if the 
isotopes are added later, they will be incorporated into DNA. They failed, 
however, to describe a valid mechanism for their findings. Only three years 
later Sydney Brenner et al. [34] proposed a model for an unstable intermediate, 
derived from the genes that carries information about what protein to 

DNA mRNA Protein

TranslationTranscription

Figure 1. A simplistic view of the central dogma of molecular 
biology, DNA transcribes to mRNA that translates into protein. 
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synthesize. They followed the incorporation of isotopes in different 
compartments in the host upon bacteriophage infection over time, and could 
see that the new RNA that was formed had the same base composition as the 
phage DNA. Thus concluding that they had evidence for a messenger RNA 
(mRNA) that transports the genetic information from the nucleus to the 
ribosomes, to initiate protein synthesis. 
 

From DNA to proteins 
 
In the same article that the central dogma of biology was introduced in 1958, 
Crick discusses the importance of proteins. He first quoted his colleague Francis 
Watson: “The most significant thing about the nucleic acids is that we don't 
know what they do” and then contrasted this statement, saying: “the most 
significant thing about proteins is that they can do almost anything” [32]. 
These quotes both illustrates that research on proteins had progressed further 
than research on nucleic acids. 
 
To put Crick’s words into context; the first enzyme was already purified in 
1926 and was proven to be a protein. Then in 1935, the last of the 20 natural 
amino acids was identified [35], thereby enabling determination of protein 
sequences. Just a few years later, the invention of electrophoresis by Arne 
Tiselius enabled separation and analysis of proteins in complex samples [36]. 
Subsequently in 1949, Linus Pauling et al. could show that sickle cell anemia is 
a molecular disease by detecting different types of hemoglobin between normal 
individuals and from individuals with sickle cell anemia [37]. They concluded 
that sickle cell anemia is a disorder where the genes are different between 
normal and diseased individuals, and by introducing the modification that 
causes sickle cell anemia in the genes; the hemoglobin molecules will be 
distinguishable. Finally in 1955, Frederick Sanger et al. determined the amino 
acid sequence of the first protein, insulin [38].  
 
These findings came to influence the scientific method over the coming decades, 
in terms of making observations of proteins or phenotypes and then attempting 
to identify the corresponding genes to understand the mechanisms behind it. 
This approach resembled how Mendel studied the phenotype of peas and then 
hypothesized about the genes responsible for the phenotype. But unlike the 19th 
century when Mendel operated, by the 1970’s the foundation for DNA 
sequencing was laid with the introduction of techniques such as Sanger 
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sequencing [39], this enabled researchers to study how changes in the DNA 
sequence could alter the protein of interest. The value of determining the 
genome only increased, and many modern techniques were introduced, allowing 
for numerous new discoveries. These included the creation of the first 
transgenic animal models to study proteins in 1981 [40], and the invention of 
the polymerase chain reaction in 1985 [41].   
 
A new era in science emerged when the Human Genome Project (initially 
Human Genome Initiative) was launched in 1990 [42,43], and the term 
genomics was coined; referring to the large-scale analysis of the genome [44]. 
The project received billions of US dollars in public grants from the National 
Institutes of Health (among others) with the goal to map all the genetic 
material in the human body and the genomes of several model organisms 
within the next 15 years. In 2001, the Human Genome Project presented its 
first draft of the human genome, concurrent with another draft of the human 
genome from the privately funded project of Celera Corp. that started as late 
as in 1998 [45,46].  
 
Since the start of the Human Genome Project, enormous sets of sequencing 
data have been generated. Less than halfway into the project, when some of the 
model organisms’ genome had been mapped, it was clear that many genes were 
yet to characterized. For instance, for the commonly studied model organism 
Caenorhabditis elegans, half of the identified open reading frames in its genome 
had at that time unknown functions [43]. The result of the Human Genome 
Project would eventually lead to a new paradigm shift in biology, moving on 
from studies of known phenotypes of interest, to studies of genotypes without 
prior knowledge of function or phenotypic consequence [47]. The emerged field 
of genomics, would shift the working hypothesis of biology towards large-scale 
data generation rather than the classical hypothesis-driven biology [48], and in 
this process paving the way for many ‘omics’ fields such as transcriptomics and 
proteomics. 
 
As the central dogma of biology states that information flows from DNA to 
mRNA to to protein, a direct result of the discovery of the genes with unknown 
functions by was that researchers focused on ‘functional genomics’ with e.g. 
animal model knockouts as proxies to fully understand the genome and the 
unknown genes [49]. Moreover, techniques started to emerge in the 1990’s that 
allowed large-scale analysis of mRNA, thus enabling transcriptomics [50,51]. 
Large-scale analysis of proteins started to emerge and mature, traditionally 
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having relied on 2D-electrophoresis (from the 80’s). Also, the replacement of 
Edman sequencing by mass-spectrometry as a tool for identification of proteins 
would further develop the field, and subsequently in 1994, the term proteomics 
was coined [52].  
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2. Proteomics 

Proteomics, the field of large-scale analysis of proteins emerged in the shadow 
of the genomic revolution, with the promise of further understanding the 
function of all genes and ultimately complex biological systems [53,54]. Unlike 
genomics, the large-scale analysis of DNA and genes, the motivation for 
studying proteomics is that proteins are the class of molecules that perform 
most of the work in an organism, and not surprisingly, they are the group of 
molecules that most drugs target [55].  
 

Do we really need proteomics? 
 
A protein’s function in an organism depends on many variables, including its 
localization, interactions with other molecules, structure, and abundance 
[53,56,57], thus making it difficult to infer the biological function in a perturbed 
system by measuring nucleic acids alone [58]. Also in many biologically 
important samples such as blood serum and plasma, the samples are cell-free 
and thus do not constitute any rich source of nucleic acids. Although it has 
been shown that circulating DNA [59] and RNA [60] exist in blood. Circulating 
DNA have been shown to be actively secreted into the blood by vesicles from 
healthy cells, through apoptotic bodies in cells that undergo cell death, but also 
directly leaked out into the blood by necrotic and cancer cells [61]. For the 
messenger RNA (mRNA), its presence in blood seems to be associated with 
different types of cancer [62,63]. However, circulating mRNA molecules are 
difficult to detect as they are present in very low abundance, possibly due to 
degradation by highly abundant RNases in the blood [60], and some reports 
have used up to 1 ml blood in order to analyze the mRNA [62,63]. Nonetheless 
the exact biological function of circulating DNA and RNA remains to be 
determined [61,64,65].  
 
There have been several attempts in inferring the protein levels in cells and 
tissues by measuring the mRNA levels in steady state, although the results of 
those efforts have been inconclusive and debated in last decades [66-71]. In the 



 

10 

recent years there has been a breakthrough as the analytical tools have 
undergone major improvements for large-scale analysis of mRNA (RNA-
sequencing) and proteins (mass-spectrometry). Interestingly, in one of these 
studies [68], the authors studied the mouse mitochondrion and compared the 
protein levels with the transcript levels of 527 protein-coding genes. The 
authors reported a correlation coefficient of 0.54 (Pearson’s product moment) 
between their estimated protein and transcript abundances. Furthermore, by 
studying subsets of selected gene ontology annotations (GO), they could 
observe a very diverse correlation, e.g. protein-coding genes that were 
annotated for being in the ribosome (n=68) had a correlation coefficient 
(Pearson’s) of 0, while for the 189 protein-coding genes that were annotated for 
“organelle inner membrane” showed a correlation coefficient (Pearson’s) of 0.67. 
In addition, observations on enrichments of certain GO annotations and 
stability of mRNA and proteins have been done previously [70], implicating a 
functional attribute of regulation of the protein abundances. In addition, a 
recent publication by Edfors et al. [72] showed that by introducing a conversion 
factor between mRNA to protein, protein copy numbers per cell could be 
predicted in 9 human cells lines and 11 human tissues for 55 proteins. In 
another study, a different approach was used, first calculating ratios for each 
gene between mRNA and protein levels in 12 different human tissues, which 
then enabled prediction of protein expressions of thousands of genes [73]. As 
the understanding of the mechanisms for regulation of gene expression on 
mRNA and protein levels further evolves, in the near future it might be 
sufficient to only analyze the transcriptome and then infer the protein levels of 
cells or tissues in steady state. Whether these techniques can be expanded to 
apply for other proteomes, such as in body fluids (e.g. plasma and serum) 
remains to be seen, but is rather unlikely as the link between mRNA and 
protein production is lost as soon as the nucleic acid sequence leaves the cell. 
Until then, the benefits of studying proteins for inferring functions of genes of 
biological systems are indisputable as they are the “end-products”, the effector 
macromolecules of an organism, and found ubiquitously, including in the body 
fluids, in all living creatures [52].  
 

Protein structures 
 
Proteins are the organisms’ multi-tasker, capable of carrying out a wide variety 
of functions in our bodies, e.g. enzymatic catalysis, cell-to-cell communication, 
structural support, or even adapt into molecules that can target and destroy 
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harmful molecules. These incredible diverse molecular actions are dependent on 
the structures of different proteins [74,75].     
 
All proteins are characterized by containing combinations of the 20 natural 
amino acids, where each amino acid consists of an amino group, carboxyl group 
and a unique side chain that determines its function [74]. These 20 natural 
amino acids are usually divided in three major groups, depending on the 
characteristics of the side chains: 1) hydrophobic, 2) polar and 3) charged side 
chains [76]. Furthermore, amino acids are linked together by forming peptide 
bonds, between the carboxyl-terminal (C-terminus) and amino-terminal (N-
terminus), and thus amino acids that are linked together are referred to as 
peptides, whereas longer polypeptide chains are referred to as proteins.  
 

Arrangements of the amino acids, both inter- and intra-protein are commonly 
described at four levels [75]. How the amino acids relate to each other in a one-
dimensional space, and what the atomic composition of the protein is referred 
to as the primary structure. The structure of a protein is commonly described 
by writing the amino acid compositions from the N- to C-terminus. The 
secondary structure on the other hand is defined by how the primary structure 
of amino acids is assembled in a confined three-dimensional space. 
Furthermore, the secondary structure is mostly contributed by interactions in 
the peptide backbone, forming hydrogen bonds between the carbonyl- and 
amine-groups. Classifications and assignations of the different secondary 
structure types were introduced by Linus Pauling in 1951 [77], and the most 
common secondary structures are seen in Figure 2, i.e. helices, sheets and coils. 

Figure 2. The primary, secondary, tertiary and quaternary structure of a protein. 
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The tertiary structure is the structure that the protein adopts in a three-
dimensional space and it describes how different entities, secondary structure, 
or elements in the protein interact with each other, e.g. by disulfide bonds. By 
arranging and combining two or more tertiary structures, the resulting fold will 
result in a quaternary structure.  
 
Because of a shared evolutionary relationship between organisms, certain genes 
that are essential for life (e.g. energy metabolism) might be homologous and 
consequently will have a varying degree of sequence identity on a gene as well 
as on protein level. Therefore, there might be genes that have protein sequences 
that are almost completely identical, usually in the active site [78] and/or 
hydrophobic cores of e.g. globular proteins [79]. By studying sequence 
similarities between proteins that are homologous, researchers have been able 
to find out which residues that are important for the function of certain 
proteins [80]. This has enabled production of engineered proteins with 
advantageous features in various applications, e.g. improving antibody 
therapeutics [81], and in creation of more efficient subtilisins (protein-digesting 
enzymes) in detergents [82]. Sequence similarities have also been used to study 
functions of homologous proteins in model organisms to get clues of gene 
function [45,54]. In addition conserved amino acids, either due to catalytic 
function of the protein or structural function (i.e. if it is core residue or loop 
residue), have also a major implications in autoimmunity and epitope mapping, 
which will be further discussed in Chapter 4. 
 

Studying the proteome 
 
Altogether, there are 20,310 unique protein-coding genes (Ensembl release 
89.38, Genome Reference Consortium Human Build 38 patch release 10) [83] in 
the human genome, representing just a fraction of our total DNA [45]. 
However, given that a protein-coding gene can produce different types of 
mRNA for the same gene, undergo alternative splicing, contain single amino 
acid polymorphisms and undergo posttranslational modifications (PTMs); the 
human proteome defined as all these different proteoforms, is estimated to be 
between 1-6 million different protein species [84]. However, for simplistic 
reasons one can regard the human proteome as the product of all protein-
coding genes, also known as a gene-centric human proteome. Common methods 
to study the gene-centric proteome are roughly divided into two branches, 
mass-spectrometry-based methods and affinity-based methods. 
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Affinity-based proteomics 
Methods for studying individual proteins have since a long time been available 
through e.g. enzyme-linked immunosorbent assay and western blot, and have 
been widely used to interrogate biological systems and functions of genes since 
their introduction in the 70’s [85-87]. Despite the availability of these methods, 
it would take a long time before the first methods for large-scale analysis of 
proteins were developed, and this is primarily due to the lack of available 
antibodies [87]. As the generation of binders relies on information about the 
target protein, it was not until DNA sequencing methods began to create 
increasingly more complete drafts of the human genome that binders could 
systematically be generated. Consequently, as the availability of binders 
increased through large-scale initiatives such as Affinomics and the Human 
Protein Atlas project in the last decade [87-89], there has been a plethora of 
different methods for large-scale analysis, including high throughput and/or 
high multiplexing capacity, for studying the proteome. As the cDNA 
microarrays emerged in the mid 90’s and were used for studying the 
transcriptome, equivalent microarrays for analysis of the proteome emerged a 
few years later. Initially, most of these microarrays were used to study protein-
protein interactions [90-92] or interactions with other molecules, e.g. 
carbohydrates [93,94] and enzyme-substrates [95], but eventually antibody 
microarrays were made [96]. The concept and basics of these antibody arrays 
were already laid in the 80's by Ekins et al., who suggested that 
miniaturization of analyte-binding assays (e.g. immunoassays) increases 
sensitivity [97]. Since then, many different types of microarrays have been 
developed for large-scale analysis of proteins, including antibodies immobilized 
on planar surfaces [96,98,99], antibodies on suspension beads arrays [100,101], 
but also other binder molecules immobilized on solid surfaces [102,103]. 
Furthermore, other proteomic methods have been employed that uses 
antibodies (and other binder molecules) including: a protein-detection method 
called proximity extension assay to study proteins in blood [104], a recent 
article that used antibodies for immuno-fluorescence in cells in order to create a 
subcellular map of 12,003 human protein-coding genes [57]. In another 
publication antibodies towards 16,975 human protein-coding genes were used to 
map 44 different human tissues and organs by immunohistochemistry [105].  
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Human Protein Atlas project 
One of the previously mentioned large-scale initiatives aiming at producing 
affinity reagents is the Human Protein Atlas (HPA) project. The HPA project 
was launched in 2003 and involves high-throughput generation of antibodies 
targeting all human proteins, as defined by the protein-coding genome. Thereby 
enabling the whole proteome to be studied and to produce proteome-wide 
atlases of the proteins in tissues and cells [106], which have resulted in a 
comprehensive map of the human tissue proteome [105] as well as the 
subcellular proteome [57]. Furthermore, all data that is generated within the 
project is published on a publicly available database, www.proteinatlas.org, 
which as of July 2017 hosts proteome analyses based on 25,682 antibodies 
targeting 16,998 unique proteins. 
 
As previously described [106-109], antibodies within HPA are created by first 
generating protein fragments, so-called protein epitope signature tags 
(PrESTs). These PrESTs are in general ranging from 50-150 amino acids with 
a median and mean of around 80 amino acids. They are designed in silico to 
represent a unique protein-coding gene by requiring that each 50 amino acid 
window in the PrEST should have less than 60% sequence identity to other 
human proteins, and each 10 amino acid window should have a maximum 
sequence identity of 80%. Each PrEST is then cloned into Escherichia coli 
cells, expressed and then purified, before it is used to immunize rabbits. 
Resulting antiserum is subsequently purified on columns carrying PrESTs. The 
quality of the purified polyclonal antibody is further tested: first on western 
blot probed with lysates from cells over-expressing full-length protein, as well 
as tissue samples and plasma. Then the antibody is tested on protein arrays 
consisting of 383 randomly selected PrESTs as well as one PrEST specific for 
the polyclonal antibody is created. Antibodies that pass these quality tests will 
then be used for subcellular profiling [57] and tissue profiling [105] that will be 
published on the database, Figure 3.  
 
Also, PrESTs generated in conjunction with the project have also been utilized 
for studying potential autoantibodies [110,111], which will be further discussed 
in Present Investigations.  
 

http://www.proteinatlas.org
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Mass-spectrometry-based methods 
As mentioned in the previous chapter, mass spectrometry (MS)-based 
proteomics methods gained popularity among researchers in the early 90’s as it 
provided higher sensitivity and higher throughput, and could thereby replace 
its progenitor Edman degradation [112]. The shift can be attributed to the 
innovation of two different ionization methods, matrix-assisted laser 
desorption/ionization (MALDI) and electrospray ionization (ESI), and to this 
day, these ion sources still remain the foundation of all MS-based applications 
for identification and quantification of proteins [113]. Since the introduction in 
the early 90’s, a lot of technical advancements have been seen in the field of 
MS-based proteomics [114-118], including increased ionization efficiency, 
improved mass-analyzers as well as fragmentation techniques, but also to 
different sample preparations techniques [119,120] and bioinformatics analysis 
[121 ,122,123]. The identification of proteins by MS-based methods ultimately 
relies on measuring mass to charge ratios of ions very selectively and with 
accuracy. This gives MS-based methods an advantage over affinity-based 
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Figure 3.  Antibodies are systematically generated in the Human Protein Atlas 
workflow, first (upper left) by designing a suitable PrEST sequence through 
bioinformatics, which is then cloned and then expressed in E. coli. The purified PrEST 
is then used to immunize rabbits and the resulting antisera is purified and tested on 
protein arrays and western blot to determine its selectivity. Each passed antibody is 
used to map the spatial distribution of proteins in 44 different human tissues and 
organs, and in at least three different human cell lines. Annotated protein expressions 
are then published in a publicly available and interactive database. 
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methods as it also can identify and measure proteins that have undergone post-
translational modifications in a proteome-wide manner. However, there are still 
challenges in studying PTMs with MS-based methods, including pinpointing 
the correct site of PTMs and making such analysis sensitive [124]. Also, the 
introduction of isotope-labeled standards allow for precise quantification of 
proteins, especially in combination with targeted approaches such as multiple 
reaction as shown by Chambers et al. in 2015, where 97 proteins were 
quantified in sample material taken from dried blood spots [125]. Another 
quantification approach, based on label-free absolute quantification was 
published last year [126], where one microliter human plasma provided enough 
material to identify and quantify 284 proteins in a reproducible manner across 
15 individuals. As these individuals were sampled longitudinally, the authors 
could show the intra-individual variability for the quantified proteins, thereby 
opening up new dimensions in understanding proteome changes over time. 
Furthermore, in an article published in 2014 [73], Wilhelm et al. presented the 
first draft of the human proteome from data collected from 16,857 MS 
experiments, including various tissues and cell lines. This revealed identification 
of 18,097 proteins and their distribution in human tissues and cell lines.  

 

Challenges in studying the human proteome 
 
In a recent study by Uhlén et al. [105], the authors suggest that there are in 
fact at least 3100 genes in the human proteome that lack evidence of existence 
at protein level. Some of these are suggested to be falsely annotated as protein-
coding genes. Although not discussed in that study, another reason for this can 
be attributed to the variation of the protein abundances in the human 
proteome and that those genes thereby go undetected, as suggested by Kim et 
al. [127]. In the study by Uhlén et al. [105], transcriptional expression levels in 
32 different tissues and organs for all the human protein-coding genes. A total 
of 44% of all protein-coding genes were expressed across all tissues, and 
transcripts corresponding to 12% of all the protein-coding genes were enriched 
in any of the 32 studied tissues. Given the relationship between the transcripts 
as proxy for protein expression (as previously discussed), these findings 
consequently suggest a tremendous heterogeneity in the proteome between 
different human tissues. The ultimate aim of proteomics is to understand the 
function of protein-coding genes and thereby understand biological systems. 
Since proteins have different structures, can interact with other proteins, are 
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compartmentalized to different locations in cells and tissues as well as vary in 
abundance, hence a variety of methods have been developed in the last decades 
to enable their detection [53,54,128].  
 
Although we have seen that the transcript levels of all the protein-coding genes 
vary from tissue-to-tissue and that they can differ from gene-to-gene (with the 
similar findings on a near to proteome-wide coverage at the protein level) 
[105,127]; the complexity and dynamic range of the human plasma proteome is 
even greater than for the tissue- and cellular proteomes [129]. Unlike when 
studying nucleic acids where it is possible to amplify the molecules through 
PCR, there is no method for amplifying the proteins. Therefore, one of the 
greatest challenges has been to develop methods that are sensitive enough to 
detect the proteins representing 20,310 unique protein-coding genes as they 
vary in abundances [54,128,130]. Due to large dynamic range of proteins 
present in many biological sample sources, including cells and commonly used 
body fluids (e.g. plasma and serum), there could be differences of as much as 10 
orders of magnitude between the highly abundant plasma protein albumin and 
the low abundant cytokine interleukin-6 [129]. This dynamic range can be 
compared to, having the entire population of humans in one location and then 
trying to find a single person of interest [131].  
 
Given that disease-relevant, thereby also clinically relevant proteins are often 
found at much lower plasma concentrations than abundant plasma proteins 
such as albumin, due to e.g. tissue leakage and/or abnormal secretion from 
tumor or cancer tissue [131], there is a need to be able to analyze lower 
abundant proteins [131]. Therefore, there have been tremendous efforts in 
improving the methods for analyzing the proteome, which has been highlighted 
in several recent studies [126,129,132,133]. Mass-spectrometry-based proteomics 
has for a long time been limited in sensitivity mainly due to limitations in 
sample preparation and technological limitations in the mass spectrometer itself 
(e.g. ionization and peptide separation). This is illustrated in a paper from 
2004, where three different MS-methods, including a literature search, were 
compared in their capability of identifying human plasma proteins [134]. Out of 
1175 unique proteins that were found in any of the the four methods, only 4% 
showed an overlap between all methods, and only 17% of the proteins were 
found in more than one method [134]. Additionally, in a paper published in 
2009 [135], 27 laboratories were given a blinded sample consisting of a mix of 
20 human proteins, but only 7 labs were able to successfully detect all 20 
proteins. Since 2004, sample preparation techniques has evolved and have 
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become standardized [120,126,136], including better liquid chromatography 
systems used for upstream peptide separation. This, together higher resolving 
power and faster scanning rates of mass spectrometers have enabled more 
sensitive peptide identifications and thus protein identifications [137].  
 
For affinity-based proteomics, the limitations in creating sensitive assays have 
been due to the lack of availability of good protein-binders. As the availability 
of binders has increased through large-scale initiatives [88,89], including 
recombinant binders [87], the focus has been on creating more sensitive read-
out techniques. One of these methods is proximity extension assay PEA[104], 
similar to proximity ligation assay, which is based on conjugation of affinity 
reagents with at least two different specificities per protein, with nucleic acids. 
Here, the detection of proteins is based on proximity of the antibodies when 
binding to a target protein, which enables the nucleic acids to hybridize, 
followed by amplification and read-out through PCR. By detecting nucleic 
acids it is possible to amplify the signal through PCR and thereby achieve very 
high sensitivity [88]. Also commercial methods such as the Erenna 
Immunoassay System can achieve very sensitive read-outs by minimizing the 
background through measuring each antibody-protein complex individually in 
solution, with reported limit of detection between 0.01-0.12 pg/ml for ten 
different proteins [138]. 
 
Although sensitivity is an important feature for any proteomic method, 
specificity is at least an equally important, since a sensitive proteomic method 
that has a low specificity can in theory bind anything [87,139,140]. This is a 
huge challenge for researchers, specially within the field of affinity proteomics, 
since the identification of proteins are, unlike when using mass-spectrometry, 
completely blind, i.e. there is no way to know by the test itself that the correct 
protein is measured [139]. As extensively discussed in several recent articles 
[133,139], the lack of specificity or presence of cross-reactivity is a major 
problem for the experiments and especially for assays that rely on a single 
binding event of an antibody or similar. Therefore, there has been a lot of focus 
in creating methods that are more specific [140], e.g. through sandwich 
immunoassays, which relies on the detection of two binders with different 
specificity thus decreasing the chance of cross-reactivity in the two independent 
events. In a similar way with PEA (and PLA) that relies on proximity of 
multiple binders in order for the nucleotides to hybridize, which is minimizing 
the risk of off-target detection [104]. However, multiplex methods that use 
multiple antibodies need to be thoroughly validated as the risk for cross talk 
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increase quadratically with the number of targets analyzed (if two antibodies 
are used per target) [141], thus making conventional multiplex immunoassays 
very time consuming to design without cross-reactivities. Nevertheless, similar 
methods have been developed with the potential of increasing specificity of an 
assay: sequential multiplex analyte capturing [142] and dual capture assays 
[143], which use two sequential single capture events, by creating pseudo-
sandwich immunoassay in time rather than in space (as conventional sandwich 
immunoassays) and thus avoiding the need for developing antibody pairs that 
do not cross-talk. Finally, there is a proposal [133] written by an international 
working group for antibody validation that formulated five different methods to 
validate the specificity of an antibody; genetic methods (e.g. mRNA knock-
downs), orthogonal methods (e.g. MS-based method), independent antibody, 
tagged protein expression (e.g. GFP-tagged protein co-localizes with antibody), 
immuno-MS (e.g. captured proteins from an antibody). These criteria will very 
likely form the basis for all future antibody validation, whether the antibodies 
are used for proteomic studies or not. 
 
In analogy to the affinity proteomics, the specificity for MS-based proteomics is 
ultimately determined by how well the mass over charge ratios can be 
measured and how successful the resulting fragment spectra can be mapped to 
protein sequences by database search algorithms, and ultimately assign them to 
proteins [144]. During the last decade of development of the MS-based 
methods, both analytical improvements such as better mass-filters, ion 
fragmentation techniques, but also improvements in bioinformatics have made 
the MS-based methods the ultimate tool for specific measurements of complex 
protein samples in comparison to affinity-based proteomics [121,145,146].  
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3. Antibodies 

The immune system is an organized cellular machinery present in almost all 
forms of life, whose role is to protect the organism against foreign organisms 
and molecules. In jawed vertebrates the immune system can be divided into 
two branches, the innate and the adaptive immune system, which have distinct 
functions and roles but can activate each other. As the name suggests, the 
innate immune system, is the first line of defense against pathogens and relies 
on recognition and degradation of evolutionary conserved patterns, as in 
damage-associated molecular patterns and pathogen-associated molecular 
patterns. In contrast, the adaptive immune system requires days to fully 
respond to pathogens, as it relies on learning to what to recognize and degrade. 
Also, the magnitude of the response in the adaptive immune system is far 
greater than the innate response. It will on subsequent exposure to a pathogen 
become even more rapid and effective. In addition, the adaptive immune 
system can be classified into two groups; cellular or humoral immunity. 
Whereas the former is mediated by T-lymphocytes, humoral immunity is 
mediated by B-lymphocytes and their soluble products, antibodies, also known 
as immunoglobulins. 
 

Structure 
 
Although the existence of antibodies was demonstrated already in the late 19th 
century by Kitasato Shibasaburō and Emil von Behring [147], the antibody 
structure with its chains and domains remained unexplored until 1959 when 
Rodney Porter could successfully show that antibodies can be split into two 
types of fragments [148]. These fragments were later named Fragment antibody 
binding (Fab) and Fragment crystallizible (Fc). 
 
Today, we also know an antibody consists of two identical light chains and two 
identical heavy chains that are all linked together by at least three disulfide 
bonds. In addition to the Fab- and Fc-fragments, the antibody contains other 
important regions such as the hinge region, which enables the Fab parts to be 
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flexible and the J chain, which is present in some antibodies, linking together 
antibody monomers.  
 
Furthermore, each heavy chain contains four or five immunoglobulin domains, 
whereas the light chain contains two domains [149]. The N-terminal 
immunoglobulin domain of each chain is referred to as the variable domain, due 
to the high variability in amino acid composition compared to antibodies from 
the same species. Likewise, the remaining domains are referred to as constant 
domains, due to their low amino acid variability [74]. One of the main roles of 
the constant domains is to carry out effector functions, such as activation of 
the complement system or binding Fc receptors on cells [150]. The outermost 
region of the variable domain is referred to as the complementary-determining 
regions (CDRs), or the hypervariable loops. These CDRs also constitute the 
majority of the antigen-binding surface and since they are the most variable 
regions of the antibody they make up most of the diversity seen in antibodies. 
The light chain of the antibody can contain two different isotypes, kappa chain 
or lambda chain. Although, antibodies containing kappa chain is more 
prevalent in our bodies [149,151], so far no functional differences for the 
antibody related to the isotypes have been observed [74].   
 
Isotypes of the antibody heavy chain is on the other hand significant for the 
function of the antibody, and determines its class. There are five different 
heavy chain isotypes, the alpha, delta, epsilon, gamma and mu heavy chains, 
which determines the five antibody classes, namely IgA, IgD, IgE, IgG and 
IgM. Moreover, the heavy chain of the alpha and gamma isotypes can be 
divided into two and four sub-isotypes respectively. Different antibody isotypes, 
have different roles and functions in the human body and certain isotypes are 
preferred by certain tissues, for instance: IgE is known for being involved in 
allergy and reacts to allergens on the skin or in the lungs and IgM is the first 
line of defense in blood and involved in activation of the complement system 
[150,152]. In recent years, it has been shown that different isotypes affect 
affinity and specificity of the antibody, and ultimately its activity [153]. 
Therefore, the constant region does not only carry out effector functions, but 
also affect the specificity of the antibody through structural changes [154]. 
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Function 
 
How does the antibody bind its target? Historically scientists hypothesized on 
antibodies bind their targets, antigens, through a “lock-and-key” mechanism, as 
introduced in in the late 19th century. Today we know that the antibody can 
also undergo conformational changes upon binding to an antigen. Such changes 
are possible due to the degree of freedom that is enabled by the flexible hinge 
region of the antibody, as well as the nature of the antibody-binding site, as 
explained by Koshland’s induced fit mechanism [155].  
 
Moreover, the binding strength of an interaction between an antibody's binding 
site and its antigen is referred to as affinity, and it depends on the composition 
of the interfacing surfaces of both entities, i.e. antibody and antigen. Affinity of 
an antibody is commonly estimated by determining the dissociation constant, 
KD, of the reaction between an antibody and its antigen subsequently forming 
an Antibody:Antigen complex, which can be exemplified as following 
equilibrium (eq. 1): 
 

Antibody +  Antigen  
𝑘!"
⇌
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Antibody:Antigen                                 (eq. 1) 
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Figure 4. Schematic overview of the antibody (immunoglobulin G) structure showing the 
CDRs, complemtary-determining regions, Fab, fragment antigen binding, Fc, fragment 
crystallizable, constant and variable regions, and light and heavy chains. 
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From eq.1, the dissociation constant, KD, can be defined as the ratio between 
the off-rate and the on-rate, which can also be expressed as the ratio between 
the concentration of the reactants and the concentration of the product (eq. 2): 
 
 

K! =
𝑘!""
𝑘!"

=
Antibody  Antigen
Antibody:Antigen

                                            (eq. 2) 

 
 

Note that eq.2 is only valid for monovalent binding of the antibodies. 
Multivalent binding, meaning that more than one antigen can bind to the 
antibody, may however occur. For example, IgG can bind two antigens, one per 
each Fab region, and IgM can form pentamers and therefore bind up to 10 
antigens simultaneously [149]. Therefore, the rate of binding, affinity, of an 
antibody:antigen interaction can be affected by the antibody’s valency [156]. 
Hence, avidity is the total binding strength gained by valency through effects 
such as forced proximity [157]. Therefore, an antibody with a low intrinsic 
affinity can achieve high functional affinity due to avidity, through its 
multivalent capacity [157-159]. Due to the increased functional affinity of an 
antibody (or any other binder) by multivalency, there have been considerations 
[160,161] about designing an antibody, e.g. towards a protein expressed highly 
on the surface of cancer cells, and lower levels in normal cells. An antibody 
with high intrinsic affinity will bind normal cells to a higher extent, and will be 
less probable for it to migrate to the site of interest (i.e. where the cancer is 
located), compared to an antibody with lower intrinsic affinity. Multivalent 
antibodies may therefore be beneficial for therapeutic antibody, due to 
increased functional affinity and longer retention at the surface of cancer cells. 
 
As discussed above, an essential point in order to understand the function of an 
antibody is to determine its affinity for its target and other kinetic constants. 
The first paper that describes the kinetics behind such interaction involving an 
antibody was published in 1946 [162]. Equilibrium dialysis [162] was then used 
to measure free antigen and antibody-conjugated antigen to enable reaction 
constants to be determined. Since then, several innovations have enabled faster 
and more accurate determinations of kinetic constants. These inventions 
include the methods surface plasmon resonance, i.e. an optical technique that 
enables label-free detection of the interaction between antibody and antigen 
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(among others) [163]. Other methods for measuring reaction kinetics include 
further development of enzyme-linked immunosorbent assays (ELISAs) [164] 
and the use of thermophoresis for analyzing protein-antigen interactions [165].  
  
The underlying molecular forces that determine the affinity, and ultimately 
keep the antibody and antigen together have different characteristics. A 
common denominator is that all these interactions are weak and each has only 
a equivalent binding strength that is less than 10% of a typical carbon-carbon 
covalent bond [166]. The type of interactions and molecular forces that take 
place between an antibody and antigen include electrostatic forces, hydrogen 
forces, hydrophobic effects and van der Waals forces [167], where the main 
contributor are the hydrophobic forces [166]. These forces originate from non-
polar amino acids of the antibody and antigen. When the antibody and antigen 
are not in complex, they have highly ordered water molecules interacting with 
the non-polar amino acid residues. Therefore, it is energetically favorable for 
the water to be displaced in the interface of the antibody and antigen when 
they are in proximity and instead contribute to their binding hydrophobic 
interactions [76,168].  
 

Achieving Diversity of Binding/Recognition 
 
Antibodies are produced by our immune system, and specifically by the B-cells, 
to protect us against pathogenic and harmful entities. Therefore, it is crucial 
that antibodies have the ability to recognize as many potential molecules as 
possible that it might encounter in the future. But how can the antibodies 
recognize molecules it has not yet encountered? And how can antibodies have a 
seemingly endless specificity from only a finite set of genetic information?  
 
One of the key mechanisms behind creating this diverse repertoire of antibodies 
derive from the fact that the amino acid sequence of an antibody is not 
encoded by a single gene, but instead by recombination of different gene 
segments, which eventually build up the information to generate the antibody. 
This fundamental insight of the rearrangement of the genes of immunoglobulins 
was made as late as in 1976, for which Susumu Tonegawa was awarded the 
Nobel Prize [149,169]. Since then additional mechanisms for generating 
antibody diversity have been discovered [149]. 
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As discussed in the introductory section of this chapter, the antibody consist of 
two different chains, the heavy and the light chain, The two light chains 
(kappa and lambda) are encoded by gene families located on different 
chromosomes and the heavy chain genes (alpha, delta, epsilon, gamma or mu) 
are found yet another chromosome. The light chains are encoded by three gene 
segments in the germline genome, the variable (V) gene segment, the joining 
(J) gene segment and the constant (C) gene segment, while the heavy chains 
are encoded by a V, J, C and diversity (D) gene segments in the germline 
genome [149]. Each V, D, J and C gene locus contain several different gene 
segments, as can be seen in Figure 5, where e.g., the human heavy chain gene 
loci contain 38-46 different V genes, 6 J genes, and 9 C genes [170]. By 
combinatiorial effects of the gene segments in the heavy chain and the light 
chain loci, (38 x 23 x 6) x ((34 x 5) + (17 x 5) + (29 x 4)) ≈ 2 million different 
combinations of antibodies can be produced, Figure 5. 

 
As described by Owen et al. [149], during the B-cell development in the bone 
marrow, each B-cell undergoes somatic recombination of genes to create the 
variable region of the future immunoglobulin. The process is carried out by 
several different proteins, named V(D)J recombinase [167], whose roles can be 
summarized as breaking, repairing and ligating DNA strands, until a complete 

Figure 5. Schematic overview of somatic recombination of immunoglobulin genes and 
the number of functional genes per locus and gene segment resulting in (38 x 23 x 6) x 
((34 x 5) + (17 x 5) + (29 x 4)) ≈ 2 million potential combinations. 
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antibody gene is created containing one element of each of V, D and J gene 
segments (Figure 5). The resulting mature B-cell that have undergone the 
somatic recombination will eventually express IgM and IgD receptors on the 
cell surface, ready to encounter antigens. 
 
Apart from the recombination of gene segments, additional diversity is created 
during this process throughnuclease activity by V(D)J recombinase, leading 
both to loss of nucleotides and addition of nucleotides due to assymetric 
cleaveage of DNA strands, and random addition of nucleotides by terminal 
deoxynucleotidyl transferase.  
 
Additionally, an antibody can undergo mutational processes, called somatic 
hypermutation (SHM). There the diversity is further increased, which takes 
place in follicular B-cells during a T-cell-dependant B-cell response. After the 
B-cells have maturated in the bone marrow, they circulate in the blood and the 
lympatic vessels. Once in a while, they migrate to the lymphoid follicles for 
survival stimuli. In case a folicular B-cell encounters and binds to an antigen by 
its membrane-bound antibodies, the membrane-bound antigens gets 
internalized in the B-cell through endocytosis. There it is processed and 
presented on the major histocompatibility complex (MHC) class II on the B-cell 
surface.  
 
If the B-cell is in the secondary lymphoid tissues, the B-cell migrates to the 
border of T-cell-rich zone and B-cell zone, and subsequently interacts with 
activated T-helper cells. T-helper cells bind through their T-cell receptors to 
the MHC class II receptor on the B-cells, and in addition give co-stimulatory 
responses to the B-cell through signaling of CD40L of the T-cell to CD40 on 
the B-cell, and binding from the CD28 receptor on the T-cell to CD80 and 
CD86 on the B-cell [149]. This leads to secretion of cytokines from the T-cell 
that activates and induces proliferation the B-cell. Some of the activated B-cells 
migrate to medullary chords where they differentiate into plasmablasts, while 
other B-cells migrate to the interfollicular region in the secondary lymphoid 
tissues were they form germinal centers (GCs) [171]. GCs are sites in the lymph 
nodes where specific follicular helper T-cells stimulate the B-cells to clonally 
expand and go through SHM, but also class switch recombination (CSR). 
Although CSR is the process of changing the constant region of the heavy 
chain resulting in isotype change of the antibody, this is not regarded as a 
mechanism of increasing the diversity of the antibody [149]. However, it can be 
argued that isotype change of an antibody are means of the B-cell to further 
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diversify by alterination of its effector function [150]. It has recently been 
suggested by Casadevall & Janda [153] to also affect the binding strength (and 
specificity).  
 
Nevertheless, SHM adds diversity to the variable region of the antibody by 
introducing mutations to the light and heavy immunoglobulin genes through 
activation-induced cytidine deaminase (AID). This protein together with other 
proteins involved in SHM increase the frequency of mutations by six orders of 
magnitude compared to the basal mutation rate in the genome [172]. During 
transcription, AID binds single-stranded DNA and preferentially targets 
cytidine residues of the DNA and deaminates them to uridine. The resulting 
double-stranded DNA then contains a mismatch that in turn activates different 
error-prone repair mechanisms resulting in somatic mutations of one or more 
bases [149,172]. The mutated B-cell clones then compete with each other for 
binding of a limited amount of antigen, which is required for receiving 
proliferation and survival signals mediated by the follicular T-helper cells. This 
is mediated by interaction between the MHC class II on the B-cell and the T-
cell receptor. This process, known as affinity maturation will result in loss of 
the low-affinity B-cell clones, while the high-affinity B-cell clones will survive 
and mature, thus create a more refined and diversified panel of antibodies [149]. 
 
Taking all the above-mentioned mechanisms for creating antibody diversity 
together, the number of antibodies with potentially different specificities is 
tremendous. Estimations of the potential pre-immune antibody repertoire, 
excluding SHM, point at more than 1016 different antibodies [150], thus 
demonstrating how the antibody repertoire can cover seemingly limitless range 
of specificities.  
 

Antibodies – A toolbox for molecular biology 
 
The immense capability of antibodies to recognize diverse molecules was 
realized by scientists long before the underlying mechanisms that enabled such 
characteristics were known, and have since then been exploited to study 
biology. Many regard Louis Pasteur as one of the founders of the field of 
immunology [149]. In 1881 he could show that immunity can be induced by 
challenging to an avirulent form of a pathogen [173,174]. This discovery paved 
the way for Charrin and Roger’s work in 1889, where they studied rabbits 
inoculated with the bacterium Pseudomonas aeruginosa [175]. Following the 
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inoculation, they could show that there is a substance present in the blood of 
rabbits that interacted with the bacteria. Further characterization of this 
substance was made a year later by Kitasato Shibasaburō and Emil von 
Behring [147]. By studying mice inoculated with the tetanus-causing bacterium 
followed by injections of cell-free component of blood of previously inoculated 
mice, they could conclude that there was a substance in the cell-free part of 
blood that could protect organisms from toxins, which was named antitoxins 
and later antibodies [176]. 
 
These above-mentioned experiments by Pasteur, Charrin, Roger, Shibasaburō 
and von Behring had a great impact and paved the way for many scientists in 
the coming years [177]. Eventually scientists started to realize the potential 
that antibodies possess in binding specific molecules. This resulted in the first 
diagnostic test for typhoid fever and for cholera on infected animals, as 
presented by Gruber and Durham in 1896 [178]. Their work was followed by 
the implementation of their method for diagnostic purposes of other diseases in 
humans [179,180]. Most notable is the work by Fernand Widal that would later 
name these diagnostic tests, i.e. Widal’s test [181,182]. Throughout the 20th 
century antibodies later became widely known for detection and identification 
of other molecules. Methods using antibodies in blood (antisera), were further 
developed and used for several groundbreaking applications [183], including the 
discovery of DNA [28,30]. 
 
In the coming decades, scientists started to analyze the composition of blood 
and antisera [184] with the introduction of techniques such as electrophoresis 
[36] and even better with the protein sequencing techniques [38]. This enhanced 
the understanding of the nature of the antibodies. Furthermore, methods such 
as enzyme-linked immunosorbent assay (ELISA) [85], radioimmunoassay (RIA) 
[185] and a sensitive method of immunohistochemistry (IHC) [186] were 
developed. These techniques enabled the use of antibodies to perform sensitive 
analysis of proteins, both in solution and for tissue analysis. Around this time, 
in the 1960’s, concerns were raised regarding the specificity of the antibodies in 
the antisera due to the potential cross-reactions of the antibodies in the 
antisera [183,187-189].  Subsequently new techniques, such as affinity 
chromatographic methods, enabled antigen-specific antibodies to be purified 
from antisera, hence resulting in improved research reagents [190]. Antibodies 
are referred to as polyclonal antibodies when produced by multiple B-cell 
clones. They are commonly purified either on their antigen of interest or 
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protein A/G, which are bacterial cell wall proteins with affinity to antibodies 
[167,191,192]. 
  
In the mid 1970s a revolutionary method was invented that enabled fusion of 
spleen cells from an immunized animal with myeloma cells [193], to produce 
hybridoma cells that are both capable of growth in vitro and secrete antibodies. 
This in turn made it possible to produce antibodies derived from a single B-cell 
clones, hence monoclonal antibodies. Although this was not the first attempt in 
creating monoclonal antibodies [194,195], it was by far the most successful and 
is still being widely used today. In contrast to the polyclonal antibodies that 
are limited to the amounts of antibody a host animal produces, the monoclonal 
antibodies are a renewable source and can theoretically be produced in 
unlimited amounts. However, although the hybridoma technology has been 
improved, the process is still much more complex than generation of polyclonal 
binders. This has a impact on the time and cost and makes polyclonal 
antibodies both cheaper and faster to produce compared to monoclonal 
antibodies [196,197]. 
 
What are the differences between antibody preparations of different clonality? 
In contrast to monoclonal antibodies, polyclonal antibodies consist of antibodies 
produced by multiple B-cell clones, thus cover different specificities and bind to 
multiple sites on an antigen. Even though there are apparent differences in the 
potential specificities between the two different preparations, a recent article 
[133] suggests that the performance of an antibody can only be verified for the 
specific application and context for which it is intended to be used. Therefore 
each antibody preparation needs to be evaluated individually, based on the 
intended use. A common argument and what some immunology textbooks 
propose [149,167,198], is that polyclonal antibodies are by default more cross-
reactive or prone to result in non-specific binding [199] than monoclonal 
antibodies. These arguments are, as it seems incomplete [200] since the 
antibodies need to be judged individually [133]. The thought that polyclonal 
antibodies are more cross-reactive seem to derive from the time when 
polyclonal antibodies were prepared as antiserum, and thus contained various 
specificities that were not related to the immunogen [198], and thereby causing 
a higher apparent cross-reactivity [108]. But as discussed previously; since the 
entry of the affinity chromatography, antibodies in antisera can routinely be 
purified for each antigen before use [197]. Although polyclonal and monoclonal 
antibodies have been designed to bind a certain antigen, they are all 
polyspecific [200] and will both have the possibility of off-target interactions. 
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An antibody can both bind similar structures to the immunogen that are 
present in other proteins, but also interact with other, non-similar structures. 
Furthermore, a polyclonal antibody will have a more heterogeneous polyspecific 
off-target interactions than a monoclonal which will have less polyspecific off-
target interactions [201]. In theory, a polyclonal antibody preparation might 
not be as sensitive for off-target interactions as a monoclonal antibody, since 
the off-targets will be diluted in comparison to the on-target interactions 
[200,201].  
 
The clonality of polyclonal antibodies can be advantageous since it allows 
recognition of multiple antigen sites and thus it might be more successful than 
monoclonal antibodies in methods in which the antigen is denatured (e.g. 
Western blot, immunohistochemistry, etc.) [197,202]. Also, polyclonal 
antibodies are advantageous for the detection of antigens that are 
heterogeneous, e.g. a protein in blood with different post-translational 
modifications. The same feature may however also be viewed as a disadvantage 
in case only a single form of the protein is wanted for binding.  
 
Another important point in the comparison between monoclonal and polyclonal 
antibodies is the binding strength. Since polyclonal antibody preparations 
contain diverse sets of antibodies with different binding strengths, their average 
affinity is usually lower than for monoclonal antibodies [197]. For monoclonal 
antibodies, B-cell clones producing high-affinity antibodies can specifically be 
selected through affinity determination and selection methods, thereby 
achieving higher affinity than in polyclonal antibodies [149,203].  
 
Also in the last decades, other binder molecules [204,205] have been developed 
with the advantage of not relying on immunization of animals during the 
production. Many of these binders were thought to solve the problems with 
lack of specificity and reproducibility of antibodies [109,206-210], but so far 
with limited success as these binders face similar challenges as antibodies 
[133,210]. Some of these binders are based on the antibody structure e.g. Fab 
fragments, single chain fragment variable antibodies where the variable domain 
of the heavy and light chains are linked with a peptide, and single variable 
domain binders. There are also several examples of binders that are not based 
on the antibody structure, such as monobodies that are based on the 
fibronectin protein fold, DARPins that are based on the ankyrin fold, whereas 
aptamers are based on nucleic acids and affibodies are based on protein A from 
Staphylococcus aureus [103,205]. As these recombinant binders do not undergo 
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any in vivo affinity maturation and selection, display methods such as phage 
display and bacterial display are commonly used to enable screening of large 
gene libraries to identify and select sufficient binders [205]. 
 
In conclusion, there is a plethora of different protein binders produced both 
naturally and recombinantly that have been used to study biology, and all with 
their certain advantages and disadvantages over the other. As more binders are 
produced today, it is very important that the research community, together 
with the producers, validate their binders in order to ensure reproducibility and 
specificity, e.g. by following the guidelines of the International Working Group 
for Antibody Validation [133].   
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4. Antigens and Epitopes 

As every protein in our body has its defined specificity towards certain 
molecules, and sometimes also has less specific interactions with other 
molecules, it is of great interest to explore the characteristics of such 
interactions. This is especially true for antibodies since this class of molecule is, 
as discussed in the previous chapters, widely used to study the proteome. But 
they are also used to study immune reactions, e.g. towards a microbe or cancer 
tissue, and used in therapy including antibody therapy and vaccines, among 
others. In this chapter, the interaction between antibody and protein will be 
discussed, how these can be studied, as well as the implications that certain 
interactions can have for diseases. 
 

Epitopes and Paratopes 
 
As discussed in chapter 3, antibodies interact with their antigens through 
binding to their complementarity-determining regions. These CDRs are found 
in the loops between the beta-barrels, with three regions per chain, thus 
creating an antibody binding-pocket consisting of 6 CDRs. Interestingly, 
improvements in affinity by somatic hypermutation mainly affect the amino 
acid compositions of these loops [172]. Also, the variability for the heavy-chain 
CDR region is higher than the light-chain CDR [167]. This is due to the 
somatic recombination processes, where the variable domain of the heavy chain 
has an additional gene segment compared to the variable domain of the light 
chain [167]. In addition, a recent study made on crystal-structures of 140 
antibody-antigen structures have identified that the number of residues in 
contact with target molecule is higher in the heavy chain than the light chain 
[211]. These contact residues of the antibody are referred to as the paratope, 
while the contact residues on the antigen side are referred to as the epitope.  
 
Furthermore, several recent studies has shown that hydrophobic amino acids, 
such as alanine, valine and leucine are found to a lower frequency in the 
epitope residues relative to non-epitope regions [212-214], implying that it 
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might be related to the surface exposure as hydrophobic residues are found less 
frequently on the surface [76]. It should be noted that the presence of these 
enrichments in the epitopes are not clear, as there are conflicting results in a 
recent study that reported no significant differences between epitope residues 
and surface exposed residues of the antigen [215]. In a related study [216], 
antibody responses towards amino acid compositions of 12,634 immunogens 
were studied. There it was found that hydrophilic residues in the immunogen 
cause stronger antibody response than hydrophobic residues.  
 
Also, studies have been performed on paratopes that show tryptophan and 
tyrosine to be enriched [213,214,217-219] compared to the average amino acid 
composition of an antibody. Interestingly, the most frequent amino acids in the 
paratopes are found at higher frequency than the most commonly occurring 
amino acids in epitopes [212,214]. This suggests a higher structural 
conservation in the paratopes compared to epitopes. It has also been shown 
that tyrosine paratope residues interact to a higher extent with hydrophobic 
and charged amino acids in epitope, compared to other amino acids [218]. This 
is potentially due to its ability to mediate different types forces in the binding 
[201,215]. In addition, certain amino acids are found in different frequencies in 
the six CDR. This suggests that the residues in the paratope prefer to bind 
different types of amino acids in epitopes and thus making the epitope 
indistinguishable from the amino acid composition of protein surfaces [215].  
 
Epitopes can be divided into two groups: continuous epitopes, also known as 
linear epitopes or sequential epitopes; and discontinuous epitopes, also known 
as conformational epitopes. The differences between these two epitope types lies 
in whether the epitope consists of contiguous amino acid residues in the 
primary structure or not, figure 6. Two recent studies on three-dimensional 
structures of more than one hundred antibody-antigen complexes showed that 
none of the studied epitopes were continuous, but rather consisted of multiple 
sections of continuous residues brought together in a three-dimensional space, 
forming discontinuous epitopes [212,220]. Also, both studies reported a similar 
number of residues to be part of en epitope, 18 to 19 residues [220] and an 
average length of 15 residues with a standard deviation of 4 residues [212]. The 
average maximum stretch of continuous residues in these discontinuous 
epitopes were reported to of approximately 5 amino acids, and 60% of all 
epitope residues were found to form at least 3 residues in a continuous stretches 
[212]. A common misconception is to call any short peptide, of e.g. 10 amino 
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acids, for a continuous epitope just because of its length. Even a short stretch 
of amino acids can be enough to form discontinuous epitopes [221,222].  
 

How about the paratopes? Antibody paratopes are, as described previously, 
constructed of CDRs located in six different loops, and thus all antibody 
paratopes are discontinuous by nature [221]. However, just as continuous 
stretches of epitopes exist, continuous stretches of paratopes have shown to 
possess similar properties for binding epitopes [223]. Also in studies by Laune et 
al., the authors could show that 12-mer peptides covering contiguous regions of 
CDRs in the heavy and light chains of different antibodies, were capable of 
binding the different antigens with close to retained affinity [224,225].  
Furthermore, the paratopes are, not surprisingly, composed of the same number 
of amino acid residues as the epitopes, on average 18 amino acids. Given that 
the total number of amino acid residues in the 6 CDRs of an antibody is 56 on 
average, only 1/3 of these are taking part in binding a respective epitope [220]. 
This means that an antibody has many other potential paratopes, which can 
consist of other amino acids in the CDR, but also have paratopes with 
overlapping sequences. As discussed in the previous chapter, an antibody can 
possess multiple specificities since different bindings are possible between 
antibody and antigen(s). Each paratope-epitope interaction can be divided into 
three different groups [201], 1) antibody is binding to an epitope of the antigen 
it was made against, 2) antibody binds to an identical epitope but on another 
antigen than the one it was made against and 3) antibody cross-reacts by 
recognizing an epitope that is structurally related (with no necessarily sequence 
similarity) to the epitope on the antigen it was made against. Given that there 

A B

 
Figure 6. Antibody binding to a continuous epitope, where the amino acids are 
contiguous in the primary structure (A), and to a discontinuous epitope, where the 
amino acids are not contiguous in the primary structure (B).  
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are multiple paratopes for each antibody, each antibody may bind related and 
unrelated epitopes with limited sequence similarity, but also epitopes with 
related or unrelated structures, as opposed to the epitope on the antigen it was 
raised against [199,201,226]. This is called polyspecificity and is usually referred 
to as antibody promiscuity, as exemplified in a study by Keitel et al. [227] 
where X-ray crystal structures of an antibody Fab fragment with four different 
peptides were analyzed. They studied a peptide epitope from the antigen it was 
raised against, one homologous peptide, two unrelated peptides and observed 
that all the peptides bound to the Fab CDR loops however with different 
paratope interactions.   
 
One particular class of epitopes that exists due to the polyspecific nature of 
proteins, including antibodies, is mimotopes. These mimotopes are defined as 
epitopes that differ in the primary structure from other epitopes, but essentially 
interact with the same paratope on the antibody [221,228,229]. Furthermore, 
mimotopes have been of great interest as they play an important role in 
autoimmune diseases [230,231]. The hypothesized mechanism is that antibodies 
or activated T-cells that are created during an immune response towards a 
pathogen, e.g. a virus, also are cross-reactive towards self-antigens. In turn they 
elicit a response where the immune system attacks its own host. If a self-
antigen shares its mimotope with non-self-antigen, the self-antigen can break 
tolerance and thereby cause an autoimmune reaction, which eventually can 
cause disease [232]. Such events are based on cross-reactivity between antigens 
with the same mimotopes and are also called molecular mimicry [229]. 
 

Autoreactivity in autoimmune diseases 
 
The immune system's remarkable ability to distinguish between what is 
pathogenic or not, is what ultimately starts an immune response, which in turn 
leads to the production of antibodies. As discussed in the previous chapters, 
this has been used to study biology for more than a century. However, in some 
cases, instead of protecting its host against pathogens, antibodies or even the 
whole immune system may be mistaken and recognize the host as a foreign 
threat, thereby starting an autoimmune response. Therefore, one of the greatest 
challenges for our immune system is to distinguish between self and non-self, in 
order to avoid an immune response towards self and thereby cause damage. 
There are over 80 different diseases suggested to have an autoimmune 
component, such as systemic lupus erythematosus, multiple sclerosis, 
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narcolepsy, and schizophrenia, with a total prevalence of 3-9% in the world 
population [149,233]. Depending on the etiology and underlying mechanisms of 
these autoimmune diseases, some have more, less or similar involvement of 
either of the B- and T-cells [234-236]. 
 
So what causes autoimmunity? The central processes in which an organism 
governs and protects itself against autoimmune reactions are referred to as 
immunological tolerance, and if there is a loss in tolerance, autoimmunity can 
be developed. As lymphocytes mature there are distinct mechanisms, known as 
the central tolerance, in which tolerance is induced in the B-cells in the bone 
marrow. In the thymus it induces tolerance in the T-cells. As previously 
discussed in chapter 3, one of the main mechanisms in creating the diverse B-
cell repertoire is through somatic recombination of the immunoglobulin genes 
during B-cell development. However, due to its randomness in creating the 
diversity, it can also produce autoreactive B-cell receptors. Therefore during 
the B-cell development in the bone marrow when immature B-cells have 
undergone somatic recombination of their immunoglobulin genes, they have 
three alternatives: the first is to undergo a positive selection where the B-cell is 
allowed out to the periphery. Second, if the signal for positive selection is too 
low it can redo its light chain rearrangements. Third, if the B-cell receptor 
binds an antigen in the bone marrow it will undergo negative selection and go 
through apoptosis (although it can be rescued in some cases by a receptor 
editing mechanism).   
 
For the T-cells, T-cell precursor cells from the bone marrow enter the thymus 
to slowly proliferate over a few weeks into thymocytes. Then the double 
positive thymocytes undergo positive selection by interacting with its T-cell 
receptor to cortical thymic epithelial cells that have highly expressed self-MHC 
class I and II molecules. Cells with high affinity towards self-MHC molecules 
result in negative selection and deletion, while no interaction lead to a lack of 
survival signals and apoptosis as a consequence. A very small fraction of cells 
with low to intermediate interaction survives and matures into single positive 
T-cells. Next, cells migrate to the medulla of the thymus and undergo negative 
selection by interacting with medullary thymic epithelial cells that, through the 
transcription factor AIRE, expresses a wide variety of proteins. These are then 
processed and presented on the MHC class I and II molecules. Once again, cells 
with high affinity to the MHC molecules are deleted except a subset that 
develop into regulatory T-cells, and remaining T-cells that do not bind the 



 

37 

MHC molecules survive, and exit the thymus and enter circulation.  
[149,237,238] 
 
Neither of the above-mentioned mechanisms of central tolerance are perfect as 
some lymphocytes might not have been exposed to all self-antigens during 
selection. Additionally they might have been interacting with low affinity and 
thereby managed to escape cell death. Therefore, autoreactive lymphocytes can 
be present outside the thymus and bone marrow. Fortunately, mechanisms in 
the periphery, peripheral tolerance, can regulate these autoreactive cells. First, 
as discussed in the previous chapters, during B-cell activation in the secondary 
lymphoid tissues, the B-cells require activation through T-cells in order to 
activate into antibody-producing cells. Therefore, the B-cells will not be able to 
become activated, and will thereby become anergic. In a similar way, the T-
cells require additional activation by antigen presenting cells aside from the 
MHC and T-cell receptor interaction; e.g. through a co-stimulatory signal to 
CD28 on the surface of the T-cell as well as cytokine signaling, and if any 
signal is absent the T-cell will become anergic. In addition, the regulatory T-
cells can regulate other T-cells in the periphery by different mechanisms, such 
as deprivation of local cytokines. Thereby they shut off any T-cell proliferation 
in its vicinity, secrete inhibitory cytokines, inhibit antigen-presenting cells that 
presents an autoantigen, or directly kill cells in its surrounding. 
 
If the above-mentioned mechanisms fail to induce tolerance, the self-reactive 
lymphocytes can then cause autoimmunity. As summarized in a review by 
Theofilopoulos et al. [239], autoimmune diseases are multifactorial and rely on 
a variety of factors for the development of the disease, including genetic (and 
epigenetic) factors and environmental factors. The genetic factors that are 
associated with increased susceptibility of getting autoimmune diseases include, 
certain HLA alleles such as HLA-DQB1*0602 which is associated with 
narcolepsy, type 1 diabetes [240], but also non-HLA genes such as in systemic 
lupus erythematosus that is associated to a certain haplotype of the 
transcription factor, interferon regulator factor 5 [241]. Furthermore, a recent 
review by Cho & Gregersen [242] found that more than 200 genetic loci have 
been associated with one or more autoimmune diseases, including cytokines, 
cytokine receptors, genes involved in innate immunity, transcription factors and 
many more. To further add complexity to genetic impact, concordance rates in 
twins for acquiring several autoimmune diseases have been studied. It was been 
shown that there is 12-33% concordance in identical twins, compared to 0-4% 
in non-identical twins [243]. Although this clearly shows the genetic 
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contribution to autoimmunity, it does not explain all the cases, and thus the 
divergence have been suggested to be due to environmental factors [243]. 
Environmental factors that are suggested to be involved in the pathogenesis of 
autoimmune diseases include: cigarette smoking which increases the risk of 
getting rheumatoid arthritis [244,245] and systemic lupus erythematosus [246], 
deficiencies of vitamin D, e.g. through diet, have been associated to increased 
incidence of autoimmune diseases such as in multiple sclerosis [247]. 
Furthermore, 78% of all patients that have autoimmune diseases are women 
[248]. This so-called gender bias has been attributed to hormones that are 
usually found in higher levels in women, estrogen and prolactin, which cause 
e.g. survival of autoreactive B-cells in SLE [249]. Also, it has been shown that 
dysfunctional composition of the gut microbiota, due to sex hormone levels, can 
cause a variety of autoimmune diseases [250], including inflammatory bowel 
disease [251]. In addition to the HLA gene associations in narcolepsy, it has 
been shown that influenza type A H1N1 and particularly certain vaccine 
preparations of that strain (Pandemrix ASO3-adjuvant) can cause narcolepsy 
in genetically susceptible populations [252]. 
 
As discussed, there are a variety of different mechanisms in which the human 
body protects itself against autoreactivity, and there are equally varied genetic 
and environmental factors that increase the susceptibility for autoimmunity. 
However, the triggers of autoimmune diseases have been attributed to 
dysfunctional gut microbiota and various infections, with inflammation as a 
common denominator [239,251,253]. As discussed earlier in this chapter, 
molecular mimicry is one of the mechanisms that can induce autoimmunity, 
but there are also three additional mechanisms including intermolecular epitope 
spreading, bystander activation and release of cryptic antigens, and these can 
affect both B- and T-cells [254-256], since B-cells rely on T-cell activation. A 
suggested mechanism for molecular mimicry is that a pathogen first causes a 
cross-reactive T-helper cell to be activated by an antigen presenting cell, which 
promotes inflammation through cytokine and chemokine release and thus 
results in tissue damage [255]. The inflamed tissue can then release proteins 
(and other molecules) that are mimotopes with the pathogen, and thereby start 
an autoimmune response. One example of this is multiple sclerosis where 
Theiler's encephalomyelitis virus has been suggested to mimic myelin 
proteolipid protein and to cause experimental autoimmune encephalomyelitis 
(EAE) in mice [257]. In bystander activation, self-reactive T-cells become 
activated by an ongoing tissue infection by e.g. a virus similar to that in 
molecular mimicry, which leads to inflammation and recruitment of self-
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reactive T-cells that can start an autoimmune response due to presentation of 
certain self-antigens [255]. This has been suggested to cause type 1 diabetes by 
Coxsackie virus infection [258]. In contrast to molecular mimicry, bystander 
activation is independent on what the initial infectious agent is as it relies on 
self-reactive T-cells rather than cross-reactive [255]. The third mechanism is the 
release of cryptic antigens, that is release of self-epitopes that have previously 
not been seen the by the immune system [255]. During an infection, pathogen-
specific T-cells can induce changes in antigen presenting cells. Just as when 
antigen-presenting cells engulf infected cells, new types of the self-peptides can 
be presented and thereby trigger an autoimmune response [231,255]. 
Presentation of cryptic antigens have been suggested to play a significant role 
in certain autoimmune diseases, such as in EAE [231,259,260]. The fourth and 
last suggested mechanism on how infections can cause autoimmunity can be 
attributed to a process called epitope spreading. Here a chronic infection due to 
a pathogen can cause a diversification of T-cells by releasing self- and 
pathogen-specific peptides that are presented by antigen-presenting cells, which 
can activate self-reactive T-cells [255,261]. Epitope spreading has been 
suggested to be involved in various different autoimmune diseases, including 
type 1 diabetes, multiple sclerosis, rheumatoid arthritis and systemic lupus 
erythematosus [261,262]. However, it should be emphasized that these 
mechanisms interplay and that a combination of these mechanisms can induce 
autoimmunity [255]. 
 
Sixty years ago, in 1957, the first defining criteria for autoimmunity, 
Witebsky’s postulates, were described [263]. Since then, there has been a 
plethora of identified autoantigens for B-cells [264] and T-cells [255,265].  
Detection of these autoantigens can be used for diagnosis and therefore better 
treatment of patients, for example detection of anti-nuclear autoantibodies in 
systemic lupus erythematosus [266] and detection of autoantibodies in breast 
cancer [267]. Identification of autoantigens can also help in the development of 
new treatments, e.g. through immunomodulation [268,269] and performing 
autoantigen-specific B-cell depletion [270]. Autoantigens can also be used to 
monitor disease progression over time by for instance detecting anti-
citrullinated protein antibodies in rheumatoid arthritis [271] or detecting intra-
molecular epitope spreading of certain autoantigens as a proxy for relapse and 
remission of disease, as in an animal model of multiple sclerosis [272]. 
Furthermore, there are a variety of methods and strategies for identifying and 
characterizing T- and B-cell autoantigens and ultimately their epitopes, which 
will be described in the following section of this chapter.  
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Epitope mapping and identification of autoantigens 
 
B-and T-cells autoantigens and epitopes are important to study in the context 
of autoimmunity. Antibody epitopes are also valuable to determine to further 
characterize interaction partners of an antibody and thereby its selectivity. 
Strategies for identifying and determining such interactions can be divided in 
three categories, i.e. function-based methods, prediction-based methods, and 
structure-based methods, although they can also be used in conjunction with 
each other.   
 
As we have seen in the first section of this chapter, three-dimensional antibody-
antigen structures can give information about the antibody paratope and 
epitope, and similarly it is possible to study the T-cell epitopes (MHC 
molecules in complex with peptides) [273]. This is usually done by X-ray 
crystallography, nuclear magnetic resonance or electron microscopy, and the 
resulting structure of the complexes are analyzed. Atoms from the antibody 
and antigen that are separated by less than 4 Å are usually regarded as being 
part of an epitope or paratope [274]. Moreover, structural epitopes provide a 
very detailed picture, with atomic resolution of the epitope-paratope 
interactions, and is therefore a very valuable tool. However it is also considered 
to be a laborious and expensive method for mapping epitopes [275]. In addition, 
for some antigens, such as membrane proteins it has been proven to be 
particularly difficult to generate such structures [276].   
 
Another way to experimentally map epitopes involves mapping so-called 
functional epitopes, which are defined are based on whether the antibody 
exhibits any binding to them [277]. These epitopes are usually shorter than the 
structural epitopes, since not every amino acid in the structural epitope is 
needed to bind in order to provide enough binding energy between the antibody 
and the antigen [222,278]. As shown by Dougan et al., a few amino acids can 
constitute more than half of the free energy of a paratope-epitope binding in an 
antibody [279]. There are many strategies for mapping the functional epitopes 
and in the following section these different strategies for determining and 
predicting epitopes will be described including methods for identifying 
autoantigens, with focus on array-based technologies. 
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Site-directed mutagenesis 
An approach to map the functional epitope is to perform site-directed 
mutagenesis of the target protein. Here, knowledge of the protein sequence is 
needed in advance in order to map the epitopes, as the protein variants need to 
be cloned and produced. One can either systematically mutate all amino acids 
of the antigen, one amino acid at a time, or preferably make an educated 
deduction of which sites to mutate and produce only a handful of variants that 
are of interest [277,280].  Amino acids are usually mutated (or substituted) to 
alanine residues [277] since it is regarded to be inert for the conformation of the 
protein or peptide as it is present in a variety of secondary structures [281].  By 
analysis with ELISA or SPR, changes in the binding of the antibody to the 
mutated antigen can be compared to the native antigen and thereby pinpoint 
which amino acids that are essential to the binding of the antibody and 
ultimately determine the epitope [280,282].  
 

Mass spectrometry-based methods 
There are two fundamentally different strategies in order to determine epitopes 
using MS [283,284]. The first type of methods relies on using proteases to reveal 
the epitopes, either by excision or extraction [283,284]. In so-called epitope 
excision, the antibody is immobilized on a solid surface and then incubated 
with the antigen and subsequently with a protease, e.g. lysyl endopeptidase or 
trypsin [284,285]. Depending on where the antibody has bound the antigen, the 
digestion efficiency will be lower due to steric hindrance, and thus expose the 
epitope in complex with the antibody [283,284]. By washing away unbound 
peptides, the epitope sequence can be analyzed by e.g. MALDI-MS [283,284]. In 
epitope extraction, the antigen of interest is first digested by proteases before 
incubation with the antibody [283,284]. Similarly to epitope excision, by 
washing away unbound peptides, the epitope can be eluted and be analyzed by 
e.g. MALDI-MS [283,284]. The other type of methods relies on chemical 
modification, either of the surface-accessible amino acids of the antigen and 
antibody, or of the amino acids in the interacting surfaces, i.e. the epitope and 
paratope [283,284]. One example of these methods is hydrogen/deuterium 
exchange [286] in which the antigen and antibody are first incubated 
individually in deuterium oxide. This causes an exchange of the hydrogen 
atoms to deuterium in the amides of the solvent-exposed parts of the protein 
backbone [286]. After incubating the antigen and antibody together, the solvent 
is changed back to water and which reverses the incorporation of deuterium in 
the surface exposed residues while the amino acid residues in the epitope and 
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paratope retain their deuterium. After quenching the exchange reaction in low 
pH, proteolytic cleavage and subsequent analysis using e.g. ESI-MS will detect 
and quantify the mass-shift introduced by the two different isotopologues, and 
from this the epitope can be deduced [286]. 
 

Array-based methods 
Robert Bruce Merrifield introduced the solid-phase peptide synthesis (SPPS) in 
1963, which enabled covalent coupling of amino acids on solid surfaces. The 
technique has since then improved greatly and has in the last decades 
constituted the foundation of array-based epitope mapping [287]. By 
synthesizing multiple peptides, it is possible to create a library of peptides and 
there are a variety of approaches in epitope mapping of antibodies using these 
libraries [288]. A common approach introduced by Atassi et al., [289] is to 
synthesize a peptide library representing the antigen of interest, usually using 
overlapping peptides, and then measure the binding of the antibody to each 
peptide separately. Another commonly used method, introduced by Geysen et 
al. [290], relies on synthesis of peptides representing the antigen, but also to 
perform complete substitution of every amino acid in all peptides, thus creating 
20*n different peptides for a n-mer peptide. Although a complete substitution is 
a rather exhaustive method, it enables identification of the essential amino 
acids for the epitope of the antibody. Less thorough methods compared to 
complete amino acid substitution exist, such as alanine substitution analysis 
[281], were each amino acid in each peptide is substituted to alanine, thus 
creating n+1 peptides for an n-mer peptide. In a similar way to the previous 
method, by analyzing how the amino acid substitution affects the binding of 
the antibody, it can be used to determine the epitope. Furthermore, it is also 
possible to do truncations of the peptides in the N-terminus or C-terminus in 
order to create a peptide library of different length, and thereby enable 
determination of the minimal epitope length [288]. These types of experiments 
have traditionally been carried out either using ELISA. The work by Geysen et 
al. in 1984 [290] is often regarded as the first attempt of creating array analysis 
of epitopes and therefore also the forerunner to the current peptide array 
technologies [291]. 
 
Peptide array technologies started to appear in the 90’s, which enabled epitope 
mapping in highly multiplexed assays [291,292]. Furthermore, developments of 
photolithographic techniques that were first introduced in 1991 by Fodor et al. 
[293], have now enabled synthesis of millions of peptides. These report up to 10 
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million peptides per array, immobilized on solid surfaces equal to the size of a 
regular microscope slide [294,295]. Therefore, such arrays can be used for large-
scale analysis of epitopes and for instance enable analysis of the antibody 
repertoire in infectious diseases [296] or map the immune response in cancer 
[297]. 
 
As these above-mentioned approaches typically uses peptides that are built on 
12-20 amino acids, an obvious drawback in using these is that discontinuous 
epitopes might go undetected since the average span of epitopes in the primary 
structure are reported to be between 50-79 amino acids [220]. Already in 1993 
Luzzago et al. [298] showed that it is possible to construct shorter peptides that 
mimic discontinuous epitopes. Since then researchers have used random 
collections of peptide sequences to identify mimotopes, e.g. for antibodies 
towards hepatitis C virus in human sera [299], but also mapping other protein-
protein interactions [300]. However, these techniques used to rely on using 
surface display techniques, and specifically bacteriophage display since these 
methods require large libraries of peptide sequence [300], see next section of this 
chapter. However, in a recent article, these methods have also been applied to 
peptide microarrays. By covering 83% of all possible tetramer and 27% of all 
possible pentamers, the authors used the peptide microarray to create so-called 
immunosignatures that can distinguish antibody responses from patients with 
various infectious diseases with the same array design [301]. Therefore, one can 
argue that although peptides themselves cannot constitute the same three-
dimensional structure as the native antigen of an antibody, they can still be 
able to create mimotopes that can detect them. Also, as discussed previously in 
this chapter, each discontinuous epitope consist of several continuous epitope 
parts with average maximum stretch of approximately 5 amino acids [212], 
therefore these peptide array designs offer great opportunities for epitope 
mapping of antibodies. 
 
As discussed in the previous section, identification of autoantigens and thereby 
potential autoantibodies, can serve as valuable markers to monitor disease 
progression or for diagnosis. Given the heterogeneity of many autoimmune 
diseases and the lack of biomarkers, it is of great interest to profile the 
autoantibodies and autoantigens to further increase the understanding of such 
diseases [302]. In addition to the peptide arrays, another way of profiling 
autoantibodies is by using proteins, either purified full-length proteins or 
protein fragments that are immobilized on a solid surface. Unlike using peptide 
arrays, a bottleneck in using protein arrays has been the availability of 



 

44 

reagents, and specifically to produce proteins in high-throughput, in terms of 
cloning, expression and purification of the proteins. These efforts have 
previously been hampered by the lack of full genome sequence [303,304]. Since 
the introduction of so-called proteome-wide protein arrays almost two decades 
ago [303,304], there have been several large-scale initiatives for production of 
proteins including development of protein production techniques [305,306]. In 
addition, several approaches have been developed to circumvent the tedious 
tasks of cloning and purification. These rely on proteins on the array being 
translated in a cell-free environment in situ, such as DNA array to protein 
array [307] and nucleic acid programmable protein array [308]. Nevertheless, 
there are still no protein arrays with full coverage of the human proteome yet, 
although full-proteome coverage is indeed on the horizon [304,309-311]. 
Therefore one can argue that peptide arrays might be a more complete tool in 
analyzing autoantibodies towards the whole proteome. However, and despite 
non-proteome coverage of protein arrays, the technology has been used to make 
many interesting discoveries of potential autoantigens in different diseases that 
could be of clinical use, thus showing that it is a powerful tool [311-315]. 
 

Surface display-based methods 
As mentioned earlier, researchers already used different phage display methods 
in 1993 for epitope mapping. In fact, already in 1985, the properties of 
filamentous phage were discovered, and enabled the display of cloned antigens 
on the surface of the phages [316]. Since then, many different display 
techniques have been developed including, ribosome display, mRNA display, 
yeast cell display, as well as bacterial display [317,318]. Due to both the 
flexibility of the preparation of the libraries regarding length of displayed 
molecule, and the typical maximum size of the libraries, it is nowadays possible 
to create a library that enables analysis of complete proteomes represented in 
peptides and protein fragments. For instance, in a study by Larman et al. in 
2014 [319], they designed a library for phage display, consisting of 413,611 
unique peptides with the length of 36 amino acids, covering the whole human 
proteome. They used the library to analyze autoantibodies, first by incubating 
the phages with the patient samples, then immunoprecipitating the antibodies 
followed by PCR and sequencing as read-out of the phage clones. Thereby, 
they could epitope map autoantibodies from three patients on 36-mer peptides 
representing the whole human proteome.In another recent study [320], Elledge 
et al. used a similar approach to map antibody response towards the whole 
human virome (206 different species). They created a phage library that 
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displayed 93,904 unique 56-mer protein fragments with 28 amino acid overlap 
in 569 human samples.  Furthermore, their study showed that they could use 
their phage display technique to explore and study immune responses towards 
the virome in a high-throughput manner [320]. It is now possible to use surface 
display-based methods to analyze proteomes in highly multiplexed and 
automated fashion through developments of bacterial display [318] as well as 
the techniques described above by Larman et al. and Elledge et al. [319,320].  

 

Prediction-based methods for epitope mapping antibodies 
The first protein structure was resolved in the 50s [321], and in 1974 Chou and 
Fasman [322] could take advantage of 15 protein structures that were resolved 
in order to predict protein conformation. Inspired by these findings, Hopp and 
Woods presented a method to predict antibody epitopes in 1981 [323]. It had 
been shown that epitopes usually are found on residues that are exposed to 
water. So they used previously tabulated values for hydrophilicity of each 
amino acid and then calculated moving averages of hydrophilicity in six 
residue-windows along the protein sequences [323]. This was then applied to 12 
proteins, and the local maximums in the hydrophilicity scores were predicted to 
be continuous epitopes and by that they could conclude that they successfully 
predicted the epitopes [323].  
 
Since then, several attempts have been made to create better prediction models 
for prediction of continuous epitopes by incorporating different physio-chemical 
properties of the amino acids, including hydrophilicity [324], flexibility [325], 
solvent accessibility [326] but also antigenicity [327] as discussed previously 
[328]. A systematic review made in 2004 of 484 different propensity scales for 
prediction of continuous B-cell epitopes could not find that any of the 10 
million combinations they tested contributed to any significantly higher 
prediction than random [329]. In the following years, more sophisticated B-cell 
epitope prediction methods were developed that used propensity scales and 
machine learning methods, such as in the prediction tools [328]: ABCpred, [330] 
BCPred [331] and BepiPred 1.0 [332]. As discussed by Fleri et al. [333], 
BepiPred 1.0 is the best performing prediction method for predicting B-cell 
epitopes, and although it performs significantly better than random it is still 
limited in the predictive power of epitopes [328,332]. Recently, a new version of 
the BepiPred (2-0) was released, based on a Random Forest algorithm that is 
solely trained on data from three-dimensional structures of epitopes, which 
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improves the classifications of epitopes and thus outperforms the former 
version, however there are still room for increased predictive power [334]. 
 
Furthermore, as the availability of three-dimensional structures of antibodies 
and antigens have increased over the last decades, more sophisticated tools for 
predicting discontinuous epitopes have also developed [328]. However, in 
contrast to the prediction of continuous epitopes, when predicting 
discontinuous epitopes of a protein, the three-dimensional structure of the 
antigen (or similar) must be determined in order to enable such predictions 
[335-337]. 
 
In silico-based methods for predicting antibody epitopes can be very valuable 
tools, and especially in conjunction with experimental work. As more three-
dimensional structures of antibodies and antigens will be determined; 
accordingly the predictive power and conclusions of prediction-based methods 
will grow enormously. 
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Present investigations 

The work presented in this thesis aims to identify and characterize potential 
disease-relevant antibodies, IgGs, in the suggested autoimmune diseases, 
narcolepsy and psychosis (Paper I and Paper II), in the autoimmune disorder 
multiple sclerosis (Paper III) as well as to characterize antibodies used to 
study the Plasmodium falciparum parasite (Paper IV). This work has been 
performed thanks to the recent advances of high quality tools for affinity 
proteomics, such as the high-density peptide arrays (Paper III and  
Paper IV), and the massive resources of recombinant proteins (and 
antibodies) from the Human Protein Atlas Project (Paper I and Paper II). 
 
A common theme for Paper I - Paper III is a three step process consisting of 
i) broad untargeted screening of reactivity in a small set or subset of patient 
samples, using arrays of in total thousands of protein fragments or peptides, ii) 
selection of top reactive proteins or peptides for the creation of a targeted 
array, which then is used to profile a larger set (not for Paper II) of clinical 
samples, and iii) detailed investigation of the amino acid composition of those 
antigens or peptides that display a disease related differential autoantibody 
reactivity.  
 
In Paper I and Paper II, human protein fragment arrays from the Human 
Protein Atlas workflow are used, whereas whole proteome peptide arrays were 
used as a starting point in Paper III. Paper IV continues the work on high-
density peptide arrays, by exploring reactivity towards pathogenic antigen 
peptides. Since the peptide arrays’ features (spots) are so densely packed on the 
surface, a special workflow was established for the analyses of those arrays, 
both for the image analysis but also subsequent data analysis.  
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Paper I: Autoantibody targets in vaccine-associated 
narcolepsy 
 
Narcolepsy with cataplexy is a chronic disease characterized by low levels of 
the neuropeptide hypocretin (also known as orexin) in the cerebrospinal fluid of 
affected individuals [240]. This has been attributed to hypocretin-producing 
cells in the hypothalamus, which is responsible for the sleep-wake cycles. 
However, the exact cause for the loss of these cells is not known, although 
mechanisms suggesting an autoimmune reaction are getting increasingly 
support from the scientific community [338]. One of the reasons is that there is 
a strong HLA association to narcolepsy, in which the allele HLA-DQB1*0602 is 
found in 98% of all narcolepsy patients [339]. Also, shortly after the spread of 
the pandemic H1N1 influenza followed by the mass vaccination campaigns, 
higher incidences of narcolepsy were reported in several countries, including 
Sweden and Finland [340]. Therefore there has been suggestion of molecular 
mimicry as a potential pathway of the disease development [338]. 
 
Due to the proposed mechanisms of narcolepsy, we profiled the antibody 
repertoire of individuals with vaccine-associated narcolepsy, sporadic 
narcolepsy, as well as controls, in order to reveal potential disease-relevant 
autoantibodies. Initially we investigated antibodies in serum samples from a 
Finnish sample collection consisting of 39 narcolepsy patients, whereof 20 
vaccine-associated, 16 sporadic and three without knowledge of association, as 
well as 18 controls. We profiled the repertoire of autoantibodies by using planar 
antigen arrays composed of in total 10,846 unique PrESTs, representing 7953 
human proteins. By studying the general antibody reactivity patterns of the 
analyzed samples on the PrESTs, a large individual heterogeneity could be 
observed, where a majority of the reactive antigens had only single individuals 
that were reactive towards them, while a few antigens were reactive in more 
than half of the analyzed individuals (Figure 7). 
 
Based on antibody reactivities, 244 PrESTs were selected for differential 
reactivity frequencies when comparing the narcolepsy and control groups, as 
well as between vaccine-associated and sporadic narcolepsy. A targeted bead 
array was created composed of these antigens, and the same samples were 
analysed on the bead array platform as a technical verification, resulting in 14 
antigens with verified differential reactivity between the patient groups. These 
were further validated in a second stage, on an independent Swedish sample 
collection consisting of plasma samples from 117 controls, 59 narcolepsy 
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patients, whereof 46 that had vaccine-associated narcolepsy, 4 with sporadic 
narcolepsy and 9 without knowledge of associations. Two of the 14 antigens 
were found to have higher reactivity in the narcolepsy patient group in both 
sample sets, namely cytosolic 5-nucleotidase 1A (NT5C1A) and 
methyltransferase-like protein 22 (METTL22), Figure 8. One of the reasons for 
the discrepancy between the first stage of discovery and the second stage of 
verification could be the lack of sample material from individuals with sporadic 
narcolepsy in the second sample collection.  

 
In order to investigate the potential molecular mimicry, antigens with higher 
reactivity in the vaccine-associated narcolepsy group were divided in silico to 
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Figure 7. Antibody reactivity overview of the 57 patient samples on 10,846 human 
protein fragments, with the majority of reactive antigens were found in single 
individuals. 

Figure 8. Percentages of patients with antibody reactivity towards METTL22 (left) and 
NT5C1A (right). Antibody reactivity towards the two proteins was found to be higher in 
the narcolepsy patients compared to controls in two independent narcolepsy cohorts. 
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12-mer peptides and searched with BLAST against the influenza H1N1 
proteome, with the same strain found in the Pandemrix vaccine 
(A/California/7/2009). This resulted in a few stretches of sequence of high 
sequence identity when comparing the human antigen sequence and the H1N1 
sequences, e.g. the antigen representing glutaminase 2 (GLS2) had a stretch of 
sequence with high sequence identity to the nucleocapsid protein of H1N1.  
 
In summary, in this study the antibody repertoire in patients with narcolepsy 
were profiled on human protein fragment arrays. In total 10,846 different 
PrESTs representing 7,953 protein-coding genes were used to profile potential 
autoantibodies. After technical and biological verification, two antigens, 
NT5C1A and METTL22, were identified as potential autoantigens due to 
higher IgG reactivities in the narcolepsy sample groups compared to controls. 
NT5C1A has previously been characterized as an autoantigen in sporadic 
inclusion body myositis [341]. In addition, a few antigens that were found to 
have higher IgG reactivities in the narcolepsy group did have short stretches of 
high sequence identity to the nucleocapsid protein of H1N1, suggesting 
potential cross-reactivity from H1N1 vaccine and/or infection. 
 

Paper II: Untargeted screening for novel autoantibodies with 
prognostic value in first-episode psychosis 
 
Ever since the first autoantibodies were observed in patients with schizophrenia 
in 1937 [342], there have been several reports discussing whether there are any 
immunological abnormalities in schizophrenia or not [343], including several 
reports on autoantibodies [344,345]. Therefore, in order to investigate this 
further, autoantibodies from patients with a first-episode psychosis were 
profiled on the in-house developed human protein fragments. Plasma samples 
were obtained from 53 patients with a first-episode psychosis and 41 non-
psychotic controls. The disease progression, health status and psychiatric 
diagnoses, of the patients with first-episode psychosis were followed for in 
average seven years after sample collection. 
 
Similar to Paper I, PrEST arrays were utilized, where in total 2304 PrESTs 
representing 1812 unique protein-coding genes were analyzed. Twenty-nine 
antigens showed significantly different antibody reactivity when comparing the 
first-episode psychosis patient group and non-psychotic controls. Similar to 
Paper I, there was a large individual heterogeneity, with a few antigens 
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reactive in almost all samples while most antigens were either not reactive or 
reactive in only single individuals, and in addition reactivities could be seen to 
similar extent in both groups, regardless of diagnosis.  

 
Furthermore, the 29 selected PrESTs were further analyzed on suspension bead 
arrays as a technical verification, together with 26 PrESTs covering different 
regions of the protein targets. Results from the technical verification revealed 
one antigen with a disease-associated reactivity. This antigen, representing 
three proteins with very high sequence identity, namely the P antigen (PAGE) 
protein family (PAGE2/PAGE2B/PAGE5) showed significantly higher 
antibody reactivity towards the antigen in the first-episode psychosis group (n 
= 8) compared to the non-psychotic group (n = 0), Figure 9. This protein 
family, which span between 111-130 amino acids, is fairly unknown in 
literature, with no publications of studies on protein levels. The identified 
antigen consisted of 39 amino acids and covered the N-terminal portion of the 
PAGE protein and in order to further explore the reactivities towards the N-
terminal fragment of PAGE, a recombinant full-length protein of PAGE2B was 
used to perform an ELISA similarly to the analyses on the arrays. Apart from a 
few samples, the antibody profiles towards the full-length PAGE2B correlated 
well with the N-terminal portion of the PAGE proteins. In addition, the 
discrepant reactivities between the full-length PAGE2B and the N-terminal 
fragment of PAGE were through additional analyses attributed to reactivities 
towards a protein fragment representing the C-terminal portion of PAGE. 
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Figure 9. Antibody reactivity towards the N-terminal fragment of PAGE2B, as 
defined by a sample-specific cutoff, was found to be higher in patients that developed 
schizophrenia after the first-episode psychosis compared to controls. 
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Based on the follow-up on health status and psychiatric diagnoses from the 
first-episode psychosis, some patients achieved complete remission while some 
developed schizophrenia, schizoaffective disorder, bipolar disorder, delusional 
disorder and unspecified nonorganic psychosis. In fact, out of the 14 patients 
that developed schizophrenia five of them showed antibody reactivity towards 
PAGE, while the remaining three PAGE-reactive patients that showed 
reactivity achieved complete remission, Figure 10. Thus, antibody reactivity 
towards the N-terminal portion of PAGE could be associated with higher risk 
of developing schizophrenia during the follow-up period.  
 

In order to further characterize the reactivity, both immunohistochemistry 
analyses and epitope mapping of the eight PAGE-positive samples were 
performed. The immunohistochemistry analyses of PAGE in cerebral tissue 
showed positive staining by the affinity-purified polyclonal rabbit antibodies 
from HPA raised against the same N-terminal portion of PrEST as was used in 
the autoantibody analyses. The epitope mapping revealed a continuous stretch 
of six amino acids, NDQESS, which when BLAST searched for sequence 
similarity to other human proteins only revealed the three PAGE proteins with 
100% identity.   
 
In summary, in this study the antibody repertoire of patients with first-episode 
psychosis were profiled on antigen arrays consisting of 2,304 human protein 
fragments representing 1812 protein-coding genes. Then, an antigen 
representing the N-terminal region of three proteins with high sequence 

Figure 4 
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Figure 10. Higher reactivity towards the N-terminal fragment of PAGE2B was 
observed in patients that developed schizophrenia after the first-episode psychosis. 
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identity, PAGE (PAGE2, PAGE2B and PAGE5), was identified to have higher 
IgG reactivities compared to the non-psychotic controls. Reactivities towards 
this antigen, was associated with higher risk of being diagnosed with 
schizophrenia following a first-episode psychosis. Further characterization of 
those IgG reactivities was made by studying IgG reactivities towards a C-
terminal region of PAGE, as well as a representative full-length PAGE, and 
peptides representing a smaller region of the N-terminal fragment of PAGE. As 
a final step, immunohistochemistry analysis revealed that there might be 
expression of PAGE in the brain. 
 

Paper III: Whole-proteome peptide microarrays for profiling 
autoantibody repertoires within multiple sclerosis and 
narcolepsy  
  
As previously mentioned regarding Paper I, narcolepsy is a neurological 
disease with a suggested autoimmune component. Multiple sclerosis it is on the 
other hand well established to be an autoimmune disease, and it is the most 
common autoimmune disease involving the central nervous system [346]. 
Multiple sclerosis is characterized by an autoimmune attack on the myelin 
sheath, where the two major constituents, myelin basic protein and proteolipid 
protein, are targeted by the immune system, resulting in destruction of the 
myelin sheath and various symptoms affecting the central nervous system [346]. 
Similarly to narcolepsy, the self-destructive immune response is hypothesized to 
be due to molecular mimicry by several viruses including adenovirus and 
Epstein-Barr virus [347].  
 
In this work, high-density peptide microarrays containing peptides representing 
the whole human proteome, as defined by the Consensus Coding Sequence 
project version 37.1 [348], were used for epitope mapping of the antibody 
repertoires in serum and plasma samples from patients diagnosed with multiple 
sclerosis and narcolepsy. The peptide microarrays consisted of in total 2.2 
million 12-mer peptides with 6 amino acids overlap. Due to their high 
multiplexing capacity the sample throughput was initially low. Ten different 
plasma and serum samples from three controls, six narcolepsy patients and one 
sample pool consisting of ten secondary progressive multiple sclerosis (SPMS) 
patients, were analyzed on the peptide microarrays.  
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Based on this initial screening thousands of peptides were found reactive in 
each sample. But as discussed for Paper I and Paper II, most antibody 
reactivities were found in single individuals, and there were only a few antibody 
reactivities that overlapped, Figure 11. However, there were also peptides that 
had differential antibody reactivity between the narcolepsy, multiple sclerosis 
and controls samples. Those 14,082 peptides representing 1588 proteins, which 
showed differential reactivity, were further synthesized on a targeted design 
peptide microarray. These peptides, supplemented by peptides found reactive in 
at least 80% of the samples, peptides from proteins reported to be potential 
autoimmune targets within multiple sclerosis, and peptides derived from 
previous in-house autoimmunity profiling were synthesized on the new array of 
174,000 12-mer peptides with 11 amino acid overlap. In total 23 plasma and 
serum samples were analyzed on these arrays. The sample set consisted here of 
eight patients with clinically isolated syndrome (a distinct disease similar to 
multiple sclerosis), eight patients with secondary progressive multiple sclerosis 
and seven patients with narcolepsy. 

 
At this stage, several peptides that were found reactive in the majority of the 
23 analyzed samples, contained mainly the amino acids glycine and alanine, 
likely to be due to Epstein-Barr virus infection, and specifically reactivities 
towards the Epstein-Barr nuclear antigen 1 (EBNA1), which contain many 
glycine-alanine repeats. However, 133 peptides were identified with differential 
reactivity between the patient groups. These were used to create a peptide 
bead array, which enabled analysis of in total 448 plasma and serum samples. 

 
Figure 11. Large individual heterogeneity in antibody reactivity towards the  
2.2 million peptides among the analyzed patient samples. 
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One of these peptides represented Neurexin-1-alpha, a brain-enriched protein, 
which had significantly higher reactivities in the narcolepsy samples compared 
to the control samples, Figure 12. In addition, antibodies towards a peptide 
representing mitogen-activated protein kinase kinase kinase 7 (MAP3K7), a 
protein involved in inflammation, was found to be significantly higher in 
samples from relapsing remitting multiple sclerosis, secondary progressive 
multiple sclerosis, and in clinically isolated syndrome, compared to the 
reactivities in the samples from the control group (other inflammatory 
neurological diseases), Figure 12.  
  

In this study, antibody repertoires were profiled on three different arrays in 
patient samples from two autoimmune diseases, narcolepsy and multiple 
sclerosis. Initially whole-proteome microarrays with 2.2 million 12-mer peptides 
with 6 amino acid overlap were used for the profiling. Peptides giving 
differential IgG reactivity were selected for further analysis on an array design 
with less peptides (174,000) per subarray, but that enabled more samples to be 
analyzed. From these analyses, peptides giving IgG reactivity found in all 
patients were glycine and alanine rich, suggesting cross-reactivity to EBNA1. A 
few peptides that showed differential IgG reactivity were selected to be 
analyzed on a bead-based peptide microarray, enabling hundreds of samples to 
be analyzed in one assay. The resulting experiments on bead-based microarray 

Figure 12. A peptide representing NRXN1 had significantly higher antibody reactivity 
towards it in narcolepsy samples compared to controls in two independent sample 
collections (left). In two different multiple sclerosis disease groups, including CIS, had 
higher antibody reactivity towards a peptide representing MAP3K7 (right). 
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revealed two potential autoantigens, MAP3K7 in multiple sclerosis and NRXN1 
in narcolepsy. 

Paper IV: Epitopes of anti-RIFIN antibodies and 
characterization of rif-expressing Plasmodium falciparum 
parasites by RNA sequencing  
 
The protozoan parasite Plasmodium falciparum is responsible for causing the 
most prevalent and severe form of malaria in the world [349]. The protein 
family, repetitive interspersed families of polypeptides (RIFINs) constitute the 
largest family of variable surface antigens on the surfaces of infected red blood 
cells [350]. In addition, it has been shown that the RIFINs have an important 
role in mediating blood group A rosetting of infected red blood cells, which 
leads to sequestration of the parasite. Since rosetting is a very important 
denominator for the severity of Plasmodium falciparum malaria [351], it is of 
great interest to study the expression of RIFINs. In this study, three different 
polyclonal anti-RIFIN antibodies were epitope mapped using high-density 
peptide microarrays in order to relate their epitopes to functional performance 
in different assays when analyzing three rosetting strains and five non-rosetting 
strains of Plasmodium falciparum. 
 
Initially, 11 different anti-RIFIN IgG antibodies had been generated in 10 
rabbits and 1 goat with different immunogens representing different RIFIN 
proteins. When performing western blot of the eight different lysates, three out 
of the 11 anti-RIFIN antibodies, revealed a band corresponding to the 
predicted molecular weight of RIFINs of approximately 35 kDa.  All three 
functional antibodies in western blot were raised against the RIFIN, 
PF3D7_0100400. The first antibody was generated towards a C-terminal 
peptide in rabbit (Rα-RIFC), the second towards a conserved indel peptide Rα-
RIFI  in rabbit, and the third towards the full-length PF3D7_0100400 (Gα-
RIF) in goat. Most of these gave single bands in the analyzed lysates, except 
for the Gα-RIF that in addition to giving bands of predicted molecular weight, 
also reacted with unknown components of high molecular weight.  
 
When performing immunofluorescence microscopy of infected red blood cells 
only one of the antibodies, the antibody raised against the C-terminal region of 
PF3D7_0100400 (Rα-RIFC), was able to bind the S1.2R parasite (well-studied 
rosetting parasite with RIFIN expression). Furthermore, this antibody could 
stain four other strains, where half of them were not rosetting strains. By also 
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including an antibody towards the Maurer’s cleft, it could be seen that as in 
contrary to previous data, the RIFINs do not seem to be exported through the 
Maurer’s cleft.  
 

Figure 13. Epitope mapping results from the peptide microarrays. A) Epitopes 
for Rα-RIFC that were immunized with a C-terminal antigen. B) Epitopes for Rα-
RIFI,	 the antibody immunized with the indel antigen, C) Epitopes for Gα-RIF	 that 
were immunized with the full-length protein. D) Schematic overview of the 
PF3D7_0100400 protein. 



 

58 

 
The antibodies were epitope mapped on high-density peptide microarrays 
consisting of 175,000 12-mer peptides with 11 amino acid overlap, covering 
most of the known surface proteins of Plasmodium falciparum.  The antibody 
Rα-RIFC showed reactivities towards peptides representing half of the included 
RIFINs, exclusively interacting with the C-terminal (figure 13), thus showing it 
is in line with the performance on western blot as well as immunofluorescence 
microscopy. The antibody raised against the indel-region,	 Rα-RIFI	 , showed 
reactivity towards a third of all included RIFINs on the peptide microarray, 
binding to peptides not surprisingly located in the indel-region (figure 13). This 
was in contrast to the immunofluorescence microscopy where it did not give 
any signal when analyzed with the different strains. Furthermore, the indel-
region of the antigen is predicted to be expressed extracellularly of the infected 
red blood cells and therefore an explanation could be that the continuous 
epitopes recognized on the peptide arrays, might not be accessible in presence 
of the full-length protein, and other proteins. For the antibody raised against 
the full-length RIFIN PF3D7_0100400, cross-reactivities could be seen to other 
surface antigens than the RIFINs that were represented on the peptide 
microarray. This might also explain that why several bands of higher molecular 
weights could be observed in the western blot. 
 
In order to validate these findings further, four strains Plasmodium falciparum 
strains were selected and analyzed by RNA sequencing, to investigate the 
transcript levels of RIFINs. For two of the strains FCR3CSA and 
IT4CD36ICAM1, where the antibody Rα-RIFC gave signal in both western blot 
and immunofluorescence microscopy, two highly expressed rif-transcripts were 
identified, PFIT_bin05750 and PFIT_0835500 respectively. On the other 
hand, the NF54CSA and S1.2NR strains, which the antibody Rα-RIFC	did	 not 
react with in western blot or immunofluorescence, had unlike the other two 
strains, no highly expressed rif-transcript. 
 
In summary, purified polyclonal antibodies raised against the protein family 
RIFINs that are found on the surface of infected red blood cells, were epitope 
mapped on a peptide microarray of 175,000 unique peptides covering most 
surface proteins of Plasmodium falciparum. The epitopes of the antibodies were 
compared to performance in western blot and immunofluorescence microscopy. 
Furthermore, RIFINs have been suggested to be involved in the rosetting 
mechanisms, in which infected red blood cells can escape the host’s immune 
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response. By combining the results of the characterized epitopes of the 
antibodies, together with performance in western blot and immunofluorescence 
microscopy, and an orthogonal validation of transcript expressions through 
RNA sequencing; two previously uncharacterized non-rosetting parasite strains 
were found to express RIFINs.  
 

Challenges and considerations 
 
The field of proteomics has evolved tremendously in the last decades, which 
have enabled analysis of thousands of proteins in parallel. This has constituted 
an important part of discovering proteins that could be of clinical relevance, i.e. 
biomarkers.  In the following sections, the analytical challenges in identifying 
the autoantigens presented in this thesis are discussed. 
 
The starting points in Paper I - Paper IV have been to either use high-
density peptide arrays or protein fragment arrays to profile antibodies. 
Although these technologies provide a platform for large-scale analysis of 
antibodies and potential autoantibodies, a valid concern is that a portion of 
disease-relevant reactivities might go undiscovered. The protein fragments 
(PrESTs) that are spotted on the arrays are in general between 50-150 amino 
acids, with in average around 80 amino acids, representing only unique 
sequences of each protein-coding gene.  As a consequence, potential 
autoantibodies targeting the non-unique portions of a protein will go 
undetected, as no protein fragment is generated towards such regions in the 
Human Protein Atlas project (with a few exceptions). However, the disease 
relevance of such antibody can be questioned as they can potentially 
demonstrate cross-reactivity between non-unique regions of at least two 
protein-coding genes. Furthermore, despite the protein fragments are around 80 
amino acids, the native conformation will likely not be assumed, and therefore 
antibodies that are directed towards discontinuous epitopes might go 
undetected.  
 
In Paper III - Paper IV, high-density peptide microarrays were used, where 
the array consisted of overlapping 12-mer peptides representing a large set of 
proteins. As discontinuous epitopes in average span between 50-79 amino acids 
in the primary structure [220], antibodies directed to discontinuous epitopes 
would have gone undetected.  However, as discussed in Chapter 4, antibodies 
that bind to discontinuous epitopes can be detected on shorter peptides 
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through mimotopes [298]. Also, discontinuous epitopes consist of several 
stretches of continuous residues with an average maximum length of 5 amino 
acids [212]. If provided sufficient binding strength of the antibodies, such 
antibodies can be detected. On the high-density peptide microarrays, in 
contrast to protein fragment arrays, the relation between peptide and 
corresponding protein is not as clear. Due to sequence similarities between the 
protein-coding genes, individual peptides can be mapped to multiple proteins, 
which makes it difficult to e.g. identify the actual autoantigen. In addition, 
sequence similarities between proteins on peptide level are also present between 
organisms, and therefore peptides derived from pathogens can be represented 
by human peptides. By comparing peptide sequences using basic local 
alignment search tool (BLAST) [352], sequence similarities to e.g. bacterial and 
viral proteins can be found. As a consequence of these above-mentioned 
ambiguities, despite of observed antibody reactivities towards antigens or 
peptides representing self, it cannot be ruled out that the reactivities are due to 
cross-reactivity. Since molecular mimicry [255] is one of the hypothesized 
mechanism of autoimmunity, such cross-reactivities may still be valuable to 
study. 
 
Another challenge of the presented work is the heterogeneity in antibody 
reactivity observed between individuals. As seen in Paper I - Paper III, most 
of the reactivities towards the peptides and proteins were only observed in 
single individuals, which are in line with previous work [110,353].  Given the 
immense capability of the immune system to create antibodies with a wide 
range of specificities, these observations are not unlikely. In addition, it cannot 
be ruled out that the heterogeneity observed between individuals diagnosed 
with the same disease could potentially be due to detection of cross-reactive 
anti-pathogenic antibodies. Also, given the multifactorial nature of autoimmune 
diseases and the various hypothesized disease etiologies [242,255], it is not 
unexpected to observe such heterogeneity. Not only is it a large inter-individual 
heterogeneity; but also an intra-individual heterogeneity that can be observed 
over time as previously shown [354,355]. This enormous heterogeneity in the 
antibody repertoire require adequate number of samples to be analyzed in order 
to reveal patterns that could indicate certain autoreactivity in a disease. 
However, there is a tradeoff between the sample throughput and the 
multiplexing capacity that needs to be considered. By initially being as 
inclusive as possible in the study selection of peptides or protein fragment 
targets, the number of analyzed will consequently be limited in following 
verifications on larger sample collections as seen in Paper I and Paper III. 
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The initial screenings are performed on small sample groups to enable as many 
analytes as possible to be analyzed, and given the heterogeneous character of 
the data, there have been challenges in filter which reactivities are relevant to 
further study and which are not. 
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Concluding	remarks	

Throughout the chapters in this thesis I have provided a glimpse of the 
immense capabilities of the immune system in general and antibodies in 
particular, and how this class of molecules can generate seemingly endless 
specificities in order to protect the host from pathogenic substances. This 
ability has directly or indirectly been utilized for design of vaccines, diagnostics 
of infectious diseases, therapeutic antibodies, but also used to study proteins, 
one of the major building blocks of life. However, in some cases the immune 
system can fail in distinguishing between self and non-self and thus give rise to 
an autoimmune disease and circulating autoantibodies. Given the polyspecific 
nature of antibodies, their role in disease, but also as being an important 
component in the molecular toolbox, there are a lot of efforts in trying to 
understand what antibodies bind to and can bind to. The work presented in 
this thesis aims at profiling antibodies and to characterize their antigens, as 
well as epitope mapping to gain a deeper insight in the specificities.  
In Paper I - Paper III, the antibody repertoire in plasma and serum samples 
from patients suffering from autoimmune diseases were profiled in order to 
characterize potential autoantigens and autoantibodies. In Paper IV purified 
polyclonal antibodies were characterized to relate their specificities to function. 
 
This thesis covers historical aspects of proteomics, the field of large-scale 
analysis of proteins. It introduces the different methods to study and detect 
antibodies, as antibodies play an important role in health and disease in 
organisms and constitute a tool for studying proteins. Since the immune system 
can in some diseases turn itself against the host and thus cause an autoimmune 
reaction including production of autoantibodies, a common way to identify and 
characterize what the immune system is targeting, is to profile the antibody 
repertoire. 
 
Despite the efforts in understanding the pathological mechanisms of the 
suggested autoimmune disease narcolepsy, the etiology remains unknown [356]. 
Therefore the potential autoantigens that were identified in Paper I might be 
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of interest for increased understanding and further characterization of 
narcolepsy. One of the identified autoantigens, NT5C1A, has been previously 
described in the suggested autoimmune disease sporadic inclusion body myositis 
[341]. Because of the different phenotypes between those diseases, it is 
interesting to further study what the autoreactivities may be caused by, and if 
it may be due to cross-reactive antibodies or a shared autoreactivity that is 
clinically relevant. In addition, in Paper III, a peptide representing NRXN1 
was identified to have higher frequency of antibody reactivities in patients with 
narcolepsy. NRXN1 is a well-studied neuronal protein, where mutations on a 
gene level are associated to different neuropsychiatric and developmental 
disorders, including schizophrenia and autism [357]. Although its association to 
narcolepsy has not previously been studied, NRXN1 has been suggested to be 
involved in sleep dysregulation [358]. Whether aberrations of NRXN1, due to 
autoantibodies or mutations, have a role in narcolepsy remains to be seen and 
will require further work. 
 
In Paper II, antibody repertoires in patients with first-episode psychosis were 
profiled on human protein fragments to find potential autoantibodies. A key 
motivation for this study was that there is a lack of biomarkers that can be 
used for patients with psychiatric disorders including schizophrenia, since such 
analyses are almost solely based on behavioral characteristics and self-reporting 
[359]. Therefore, the identification of the potential autoantibodies towards the 
N-terminal portion of the three proteins PAGE2B, PAGE2 and PAGE5 could 
potentially be valuable for clinical use, as patients can be identified 
preferentially at early onset and get suitable treatment. Although, there is a 
risk that the autoantibodies are cross-reactive since the PAGE proteins are 
tumor-associated and mainly expressed in testis and ovaries [360], the potential 
usefulness may still be unaffected.  
 
Furthermore, in Paper III potential autoantibodies towards peptides 
representing MAP3K7 was observed in patients with multiple sclerosis. 
Although multiple sclerosis is regarded as a T-cell-driven autoimmune disease, 
the B-cell involvement has not been as well-studied [361]. The potential 
autoantigen MAP3K7 is a protein involved in activation of inflammation 
pathways and suggested to contribute to the demyelination processes in the 
animal model of multiple sclerosis, EAE. Therefore, the finding of anti-
MAP3K7 antibodies in a subgroup of multiple sclerosis patients could be 
valuable for the further understanding of the disease. Additionally, it can 
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potentially facilitate treatment decisions of patients, as it is believed that there 
are subgroups in multiple sclerosis that are not yet characterized [361].  
 
As seen in Paper I - Paper III, microarray technologies have enabled 
identification of potential autoantigens and epitopes associated to disease. The 
next steps to elucidate the role of the potential autoantigens presented in 
Paper I - Paper III include analyzing more patient samples, and 
preferentially also cerebrospinal fluid due to its proximity to the brain, as 
psychosis, narcolepsy and multiple sclerosis affect the brain. In addition, 
immunohistochemical analyses on brain tissue from purified autoantibodies 
could further increase the understanding of the target of these autoantibodies 
in the respective patients. 
 
A major hurdle of the microarray analysis has been to deal with the individual 
heterogeneity seen in antibody reactivities [110,353]. Due to the heterogeneity 
of antibodies between individuals, a potential solution to this could be to 
monitor and study autoantibody repertoires over time to be able to better 
examine and monitor changes that can be linked to medical phenotypes [354]. 
Such large-scale analysis of the antibody repertoires has recently been reported 
by Stafford et al. in 2016 [355], and shown to be a valuable tool in linking the 
observed immunosignatures to immunological changes, and thus potentially 
disease. 
 
As seen in Paper IV, antibodies that are generated towards the same protein 
can perform differently in the assays they are used in. Also through the 
advances of microarray technologies, large-scale epitope mapping of the 
antibodies on peptide microarrays, consequently enabled relating their epitopes 
to performance in the different assays. Similar observations have also been 
reported in a study by Hjelm et al. in 2011, where epitope-specific antibodies 
showed different functionality in different immunoassays [202]. In addition, the 
antibody performances were validated using an antibody-independent method, 
mRNA sequencing. The presented strategies are in line with the recent proposal 
for antibody validation [133]. As validated antibodies constitute the foundation 
in reproducible research in molecular biology, it is important that the research 
groups that use antibodies perform adequate validation of antibodies to ensure 
that they recognize the intended target. 
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Although three-dimensional structures of antibodies and antigens suggest that 
epitopes are exclusively discontinuous [212,220], the tools for mapping 
discontinuous epitopes have been limited. Instead focus has historically been on 
studying short continuous stretches of amino acid segments. These continuous 
epitopes represent a part from the discontinuous epitope, which provides 
enough binding strength to be detected. As we have seen, there are many 
different methods and approaches for studying such continuous epitopes. A 
very promising approach is the use of random peptide microarray designs, in 
which most potential tetramers (83%) and 27% of all potential pentamers can 
be synthesized on the microarray surface [301]. Through this method, the 
combined advantages of surface display-based methods, i.e. the generation of 
large libraries of probes, along with the simplicity and speed of analyzing 
microarray features, enables analysis of almost all potential continuous 
epitopes. Furthermore, the random peptide microarray can also enable mapping 
of discontinuous epitopes through mimotopes.   
 
Another promising approach that has been discussed in this thesis is the 
surface display-based methods. These have in the last decade undergone 
tremendous improvements, much thanks to the development of next-generation 
sequencing, but also library preparations enabling hundreds of thousands 
unique clones to be generated [319]. An apparent advantage over protein 
microarrays is that there is no need for purification, and once the sequence 
library is generated it can easily be scaled up, and therefore they are also 
cheaper than protein microarrays [319]. As cost of sequencing steadily decreases 
[362], surface display-based methods for studying antigens and epitopes will 
become even more favorable. 
 
Yet another very interesting potential of analyzing antibodies and their 
antigens and epitopes are methods based on mass-spectrometry. One approach 
introduced by Merl et al. in 2013 [363], used mass-spectrometry to analyze 
autoantigens in autoimmune uveitis, by enriching immune complexes, from 10 
mL vitrectomy samples from horses, on a solid surface. Although the large 
sample volume seem highly impractical for analysis of human body fluids, it 
can be assumed that blood-based body fluids contain higher levels of 
antibodies. Furthermore, mass spectrometry-based methods have advanced 
enormously in the last years, and especially in terms of sensitivity, enabling 
analysis of low abundant molecules, and therefore it might be feasible to use a 
similar approach on human samples. By combining the setup of Merl et al. 
[363], with the addition of protein mixtures from cell and tissue lysates, it will 
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be possible to analyze specific sets of antigens, analogous to the reverse capture 
autoantibody microarray described by Qin et al. in 2006 [364]. Given adequate 
sensitivity of the system, it might also be possible to combine such analysis 
with epitope mapping strategies as previously discussed [284] and thus making 
mass spectrometry-based methods very powerful tools for studying antibodies 
and their interaction partners.  
 
Two of the driving forces within proteomics have been to be able to analyze 
more samples, higher throughput, and to analyze as many proteins as possible 
in parallel, hence higher multiplexing and increasing the degree of analytical 
depth [365-367]. Given the technological advances, there are now an abundance 
of methods that fulfill these criteria for characterizing and studying antibodies, 
their antigens and epitopes in proteome scale [320,368], including increasingly 
reliable tools to predict epitopes. In addition to analyzing antibodies to 
understanding disease etiology of immune diseases as well as surveying the 
immune response to foreign and self-epitopes, there have been several recent 
publications on mapping the peptidome of MHC molecules using mass 
spectrometry-based methods [369-372]. These analyses will in conjunction to 
analysis of antibodies and their epitopes, complement each other in order to get 
a comprehensive picture of the immune system in health and disease. 
Altogether, the field of epitope mapping and antibody profiling can facilitate 
the development of drugs as well as vaccines, and ultimately contribute to an 
increased understanding of autoimmune diseases as well as infectious diseases. 
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