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Abstract

The properties of high-frequency foreign exchange markets and how well they can be modeled using Hidden Markov Models will be studied in this thesis. Specifically, a Zero-inflated Poisson HMM will be implemented and evaluated for high-frequency price data for the EURSEK exchange rate. Furthermore, a trading strategy aimed at distributing large volumes optimally is developed and evaluated. The results show that the price model performs better than a random walk for some prediction horizons, both when used as a price predictor and as a classifier. The initial tests of the strategy indicate that it has good performance compared to the market benchmark. Both the price model and the strategy needs to undergo more testing before any final conclusions can be made.
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**Abbreviations**
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HFT  High-Frequency Trading  
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TWAP  Time-Weighted Average Price  
VWAP  Volume-Weighted Average Price

**Notation**

\[
\begin{align*}
E & \quad \text{Expectation of a stochastic variable} \\
N & \quad \text{Non-negative integers} \\
R & \quad \text{Real Numbers} \\
\nu & \quad \text{Variance of a stochastic variable} \\
A & \quad \text{Transition matrix for a discrete Markov Chain} \\
O_t & \quad \text{Observation at time } t \\
O_{1:t} & \quad \text{Observation sequence up until time } t
\end{align*}
\]
\( Q_t \)  Hidden state at time \( t \)  
\( Q_{1:t} \)  Hidden state sequence up until time \( t \)  
\( D \)  Number of mixture components of the HMM (including Dirac)  
\( K \)  Number of states of the HMM
Chapter 1

Introduction

1.1 Hidden Markov Models

Since their inception in the late 1960s, hidden Markov models (HMMs) have found widespread use in various fields and disciplines, with the most prominent examples found in speech recognition and bioinformatics [39]. More recently, HMMs have also found their way into economics and modelling of financial time series [42][14][50]. One of the reasons for their popularity is the extensively developed theory for Markov Chains(MC) and mixture distributions, on which HMMs are based. This is also the case for the estimation procedure, which are based on well-known algorithms, for which the convergence behaviour is known. As such, the theory of HMMs rests on a solid and thoroughly documented theoretical framework.

Another reason for their popularity is their flexibility as descriptive models. Indeed, it is noted in [6] that HMMs can essentially, given sufficient dimension and rich observation distribution, model any distribution. This also explains why HMMs, a by now rather old model, is still popular today even though more sophisticated models and frameworks are available.

1.2 Foreign Exchange

The Foreign Exchange (FX) market is the largest financial market in the world and is an essential cog in the machinery of global economics. Indeed, international trade and globalization would not be possible without the currency markets. It has an average daily turnover close to 5 trillion US dollars [46]. FX is mainly traded by large international companies and banks, including central banks. The market is decentralized and traded on a few large electronic communication networks, compared to stocks which are traded on physical exchanges.
Although most of the world’s currencies can be bought and sold, a few currencies overwhelmingly dominate the currency markets. These are the USD, EUR, JPY, GBP and the AUD and together they account for the 160% daily volume (the total volume sums to 200% as purchasing of one currency implies selling of another) [49].

Like all financial markets, technological development has led to an increasing automation of markets. Where currency usually was exchanged through brokers, now matching algorithms and electronic networks control almost all aspects of the trading. Moreover, algorithmic trading, where computers and models are used to inform and perform trading decisions, is rapidly gaining a larger share of the market [1]. High-frequency trading can be seen as the most extreme iteration of modernization, where trading is essentially completely computerized and trading is performed in micro-seconds, far exceeding the capacity of human traders.

FX is traded on several financial centers around the world 24 hours a day for five days a week. The highest trading activity, and consequently the highest liquidity, is reached when markets have overlapping trading hours. Figure 1.1 below shows operation hours for some of the largest financial centers where FX is traded.

![Figure 1.1: Operation hours for financial centers where FX is heavily traded [46]. Time is expressed in GMT.](image)

Currencies are quoted using an international system. In EURSEK, for example, EUR is the base currency and SEK is the quote currency. The exchange rate for EURSEK therefore shows the price of 1 EUR in SEK. A trader wanting to sell SEK for EUR buys the currency pair EURSEK and vice versa.

As noted in figure 3.3 below, the trading activity is relatively predictable as a function of the time of the day and it is an important part of trading. Lower market activity not only decreases the rate of change in the bid and ask prices, it also increases the spread between the two, which is an increasing function of the uncertainty in the market. The larger spread can be interpreted as market makers requiring a larger premium for the risk they take when offering to buy and sell. A successful trading strategy should therefore take into account the time of day in the trading decision.

### 1.3 HMMs in FX

Much work has been done in macro economics on the modelling of exchange rates, from seminal works on empirical exchange rate models [30] to time series model [4]. The overall consensus is that exchange rates are notoriously difficult to predict based on
economical models of currency. Work has also been done on the modelling of exchange rates in finance with applications to trading. Notable previous works are [25], [43], [48] and [8]. In this literature, both FX and stock markets have been studied, but there is limited research about the HMMs on high-frequency data. In particular, previous research has focused on using HMMs with continuous observation distributions. To the author’s knowledge, this is the first public work on discrete HMMs in high-frequency foreign exchange data.

1.4 Thesis objectives

The main objective of the thesis is to formulate, estimate and evaluate a predictive price model for high-frequency foreign exchange data, using Hidden Markov models and zero-inflated Poisson distributions. The second objective is to develop and evaluate a trading strategy for distributing large volumes over times, with the goal of outperforming the market benchmark.

1.5 Outline

The outline of the thesis is as follows. Chapter 2 gives an account of the theory behind the methods and algorithms used in this thesis. It begins by describing different methods from various fields, before moving on to giving an extensive account of the EM-algorithm. The following sections define and describe HMMs by explaining their properties, implications of model assumptions and how to estimate the parameters. The last section in the chapter introduces the main model of study in this thesis, the Zero-Inflated Poisson model.

Chapter 3 describes and displays the data studied in this thesis. Chapter 4 gives a deeper account of FX markets and trading, describing in some detail how markets work and how trading is performed. The second part of the chapter describes the devised strategy and introduces some assumptions made in the modelling.

Chapter 5 describes how the modelling was performed, including details on implementation, made assumptions and fixed parameter values. Some evaluation metrics of the models are defined, together with details on model specifics. Chapter 6 presents the results obtained from the different experiments and shows relevant plots and tables of the calculated values. Chapter 7 gives a thorough discussion of the results, together with the impact of made assumptions and the suitability of the chosen methods for the problem under study. The last chapter, 8, ends with some concluding remarks and suggestion for future research. Figures, tables and derivations excluded in the previous chapters can be found in the appendix, chapter 9.
Chapter 2

Theory

2.1 Preliminaries

2.1.1 Confusion matrix

When evaluating a classifier, or a predictive model where the outputs lie in a discrete set, the performance of the classifier can conveniently be displayed in a confusion matrix. It gives a summary of the results by grouping predictions and their corresponding true values, such that the error in the classifier can be assessed. The rows of the confusion matrix show the distribution of the predictions for each of the true classes. That is, let \( C \) and \( \hat{C} \) denote the true and the predicted class respectively, both taking values in \( \mathcal{C} \). Then the rows show the distribution \( P(\hat{C}|C) \) with support on \( \mathcal{C} \), and where \( C \) is fixed. Conversely, the columns show the distribution \( P(C|\hat{C}) \). Bayes’ theorem can readily be used for converting between the two.

Table 2.1 shows an example of a confusion matrix for a system with 2 classes, 0 and 1. If the entries are counts, then the probabilities above can be calculated as follows

\[
\begin{align*}
P(\hat{C} = 0|C = 0) &= TP/A^*, \\
P(\hat{C} = 1|C = 0) &= FN/A^*, \\
P(\hat{C} = 0|C = 1) &= FP/B^*, \\
P(\hat{C} = 1|C = 1) &= TN/B^*.
\end{align*}
\]

where the variable names are from the confusion matrix in 2.1.

Two frequently used accuracy measures are the Sensitivity and the Precision, defined as follows

\[
\begin{align*}
\text{Sensitivity}(c) &= P(\hat{C} = c|C = c), \\
\text{Precision}(c) &= P(C = c|\hat{C} = c),
\end{align*}
\]

(2.1)

where \( c \in \mathcal{C} \). Sensitivity measures how good the classifier is at detecting (sensing) what the true class is. In the trading setting, this translates to detecting profitable market
Table 2.1: Confusion matrix for a classifier with 2 classes. Note that: total = $A + B = A^* + B^*$.

conditions. Precision measures how accurate the classifier is by looking at the number of correct predictions for each class. Again, this translates to acting on trading indications. These two measures can be used to form a combined accuracy measure known as the $F$-measure, defined as:

$$F_\beta(c) = (1 + \beta^2) \frac{\text{Precision}(c) \cdot \text{Sensitivity}(c)}{\beta^2 \cdot \text{Precision}(c) + \text{Sensitivity}(c)},$$

(2.2)

which is the harmonic mean of the sensitivity and precision, where $\beta$ is a weighting factor. The $F_\beta$-measure can be used for model selection, although it can be biased depending on the problem at hand [38]. In this thesis, it will only be used as a performance measure. Figure 9.3 in the appendix shows a plot of the F-measure and contour curves.

A slightly different definition of precision, compared to the standard one given above, will be used in this thesis. The rationale for this will be explained later on. Let $C = \{-1, 0, 1\}$. Precision is now defined as follows

$$\text{Precision}(-1) = P(C \neq 1 | \hat{C} = -1),$$

$$\text{Precision}(0) = P(C = 0 | \hat{C} = 0),$$

$$\text{Precision}(1) = P(C = -1 | \hat{C} = 1).$$

(2.3)

2.1.2 Geometric Brownian Motion

The Geometric Brownian Motion is a widely used mathematical tool for modelling stock prices and it is central in the Black-Scholes model of financial mathematics [16, section 12.3]. Although some of the assumptions of the model are known to be unrealistic or in conflict with empirical observations, it is still widely used due to its properties and
relative simplicity of use. A GBM can be defined using a stochastic differential equation, however, a stochastic process first needs to be defined.

**Definition 1** (Stochastic process). A stochastic process is a collection of random variables \( \{X_t\}_{t \in I} \) defined on a common probability space \((\Omega, \mathcal{F}, P)\), where \( \Omega \) is the sample space, \( \mathcal{F} \) is a \( \sigma \)-algebra on \( \Omega \), and \( P \) is a probability measure defined on \( \mathcal{F} \).

With this definition, a GBM can be defined. A stochastic process \( S_t \) is said to follow a GBM if it satisfies the following SDE

\[
dS_t = \mu S_t dt + \sigma S_t dB_t,
\]

(2.4)

where \( B_t \) is a Brownian motion, \( \mu \) is the drift or trend, and \( \sigma \) is the volatility, the last two calculated as percentages. As the names imply, the first term models trend in the price, while the second term is a measure of the variation in the price process.

Maximum likelihood estimates for the parameters \( \mu \) and \( \sigma \) can readily be derived by noting that an analytic solution of the SDE, using Itô calculus, exists on the following form

\[
S_t = S_0 \exp \left( \left( \mu - \frac{\sigma^2}{2} \right) t + \sigma B_t \right).
\]

(2.5)

The solution \( S_t \) is a log-normally distributed variable with mean and variance given as follows

\[
\mathbb{E}[S_t] = S_0 e^{\mu t},
\]

\[
\mathbb{V}[S_t] = S_0^2 e^{2\mu t} \left( e^{\sigma^2 t} - 1 \right).
\]

(2.6)

### 2.1.3 Mixture distributions

For a finite set of probability density functions \( p_1(x), p_2(x), \ldots, p_m(x) \) and weights \( \omega_1, \omega_2, \ldots, \omega_m \), where \( \omega_i \geq 0, \forall i \) and \( \sum_{i=1}^{m} \omega_i = 1 \), a mixture distribution \( f(x) \) can be defined as follows

\[
f(x) = \sum_{i=1}^{m} \omega_i p_i(x).
\]

(2.7)

The component distributions \( p_i(x) \) can be either discrete or continuous, with the only difference being that sums are exchanged for integrals. The mixture distribution is itself a proper probability distribution as it is a convex combination of probability distributions. This can be realized by noting that

\[
\int_{-\infty}^{\infty} f(x) dx = \int_{-\infty}^{\infty} \sum_{i=1}^{m} \omega_i p_i(x) dx,
\]
where the integral is a linear operator and the sum is finite, hence the integral and sum are interchangeable, yielding

$$
\int_{-\infty}^{\infty} \sum_{i=1}^{m} \omega_i p_i(x)dx = \sum_{i=1}^{m} \omega_i \int_{-\infty}^{\infty} p_i(x)dx \\
= \sum_{i=1}^{m} \omega_i = 1.
$$

(2.8)

Using the same reasoning, the cumulative distribution function for the mixture distribution can be obtained as follows

$$
F(x) = \int_{-\infty}^{x} \sum_{i=1}^{m} \omega_i p_i(s)ds \\
= \sum_{i=1}^{m} \omega_i \int_{-\infty}^{x} p_i(s)ds \\
= \sum_{i=1}^{m} \omega_i F_i(x).
$$

(2.9)

(2.10)

(2.11)

This equation implies that the CDF of a mixture distribution can be obtained from the CDFs of the mixture components.

Using similar reasoning, the expected value of a stochastic variable from the mixture distribution can be derived. Suppose that $X$ is a stochastic variable with PDF $f(x)$ and let $G(\cdot)$ be any function, such that $E[G(X_i)]$ exists. Then $E[G(X)]$ can be obtained as follows

$$
E[G(X)] = \int_{-\infty}^{\infty} G(x)f(x)dx \\
= \int_{-\infty}^{\infty} G(x) \sum_{i=1}^{m} \omega_i p_i(x)dx \\
= \sum_{i=1}^{m} \omega_i \int_{-\infty}^{\infty} G(x)p_i(x)dx \\
= \sum_{i=1}^{m} \omega_i E[G(X_i)].
$$

(2.12)

where $X_i$ denotes a stochastic variable with PDF $p_i(x)$. Specifically, the expected value and variance of $X$ is given by

$$
E[X] = \sum_{i=1}^{m} \omega_i E[X_i],
$$

(2.13)

$$
\text{Var}[X] = \sum_{i=1}^{m} \omega_i \left( (E[X_i] - E[X])^2 + \text{Var}[X_i] \right).
$$

(2.14)
There is one major difference in mixture modeling when using continuous distributions compared to discrete distributions. It is possible that the likelihood becomes unbounded in the vicinity of some parameter combinations. For example, in a mixture of Gaussians, the likelihood increases without bound when one of the mixture component collapses onto a single point, with mean value equal to the observation and zero variance. The problem arises from the use of densities instead of probabilities. In the discrete case, the likelihood is formed through probabilities, and not densities, ensuring that it is bounded by 1 and 0 [51, p. 11].

### 2.2 The EM algorithm

The Expectation-Maximization algorithm is one of the most widely used methods in statistics and machine learning for estimating parameters in latent variable models. The algorithm alternates between two steps, the Expectation step and the Maximization step, to find maximum likelihood estimates of the parameters. These estimates may not be global maxima, as the algorithm is only guaranteed to converge to local maxima of the likelihood function.

Made famous in a classic paper by Dempster et al. [10], the different versions of the algorithm had been discovered in previous research (see for example the authors notes
in [10] and [44]). Another classic paper by Wu [47] established convergence results for the algorithm for a larger class of probability distributions than the exponential family.

The EM-algorithm is often used in clustering analysis, where the latent variables indicate which cluster each observation originates from. Another widespread clustering algorithm, which is easier to describe and can be obtained as a simpler case of the EM-algorithm, is the K-means algorithm. It is also often used to generate initial estimates for the EM-algorithm, as it is less computationally intensive. The following sections first describe the K-means algorithm, before moving on to the EM-algorithm and the two steps of the algorithm. The relation between the K-means and EM-algorithm are also explained and an explanation of the convergence properties of the algorithm is given. Much of the material in this section is from [7], unless otherwise stated.

2.2.1 K-means

The K-means algorithm is a method for partitioning a data set of \( n \) points into \( k \) clusters or groups. Assume that a data set is given, consisting of the points \((x_1, \ldots, x_n)\), where each observation \( x_i \) is drawn from a set of \( K \) different clusters. Each cluster can represent different distributional properties of the data generating process. Let \( \mu_k \) denote a prototype observation from cluster \( k \), meaning that each observation from cluster \( k \) is similar to \( \mu_k \). Given the data set, or the observations \((x_1, \ldots, x_n)\), the objective is to find the correct classification of each observation. That is, the goal is to assign each observation to the cluster that generated it. The problem is that the corresponding cluster for each observation is not observed, i.e. it is latent in the data. The K-means algorithm attempts to solve this problem by finding the best, for which the meaning will be made clear in a moment, assignment of data points to cluster. The idea is that the best assignment is the most likely to have generated the data. This is related to the maximum likelihood principle of parameter estimation.

To further explain the algorithm, it is convenient to introduce some notation. Assume first that the number of clusters \( k \) is fixed and that initial estimates for the cluster centers \( \mu_k \) are given. The data can be multidimensional. Let \( r_{nk} \) denote the cluster assignment for the \( n \)\:th data point, and be defined as follows

\[
r_{nk} = \begin{cases} 
1, & \text{if } k = \arg \min_j \|x_n - \mu_j\|^2 \\
0, & \text{otherwise}. 
\end{cases}
\]  

(2.15)

In other words, each observation is assigned to the closest cluster. Continuing, an objective function can now be defined as follows

\[
J(r, \mu) = \sum_{n=1}^{N} \sum_{k=1}^{K} r_{nk} \|x_n - \mu_k\|^2,
\]
which is the sum of the squared Euclidean distances between each observation and its assigned cluster. The goal is now to minimize $J(r, \mu)$, where $r$ denotes all the cluster assignments and $\mu$ denotes the cluster means. The minimization can be performed in two steps. Given estimates for all cluster centers $\mu_k$, $J(r, \mu)$ can be maximized with respect to $r$ by simply evaluating $r_{nk}$, in equation 2.15, for each observation. Once $r$ is found, $J(r, \mu)$ can be minimized with respect to $\mu$ by simply setting the derivative to zero, yielding

$$2 \sum_{n=1}^{N} r_{nk} (x_n - \mu_k) = 0,$$

which can be solved for $\mu_k$,

$$\mu_k = \frac{\sum_{n=1}^{N} r_{nk} x_n}{\sum_{n=1}^{N} r_{nk}}.$$

The nominator is the sum of all the observations assigned to cluster $k$ and the denominator is the number of observations assigned to cluster $k$. Hence, $\mu_k$ is the mean of cluster $k$, explaining the name of the algorithm. The two step procedure of minimizing the objective function $J(r, \mu)$ is then continued by alternating between calculating the cluster assignments $r_{nk}$ and the cluster means $\mu_k$. $J(r, \mu)$ is reduced in each step, indicating that the algorithm converges to a minimum value. Note that this minimum is not guaranteed to be the global minimum of $J(r, \mu)$.

Initial estimates for the cluster centers can be obtained by simply randomly sampling $k$ points and setting each of them to be the $k^{\text{th}}$ cluster mean. This is not the most efficient way, with respect to the overall convergence of the algorithm, to initialize the algorithm, and various other methods exist for producing initial estimates [17].

### 2.2.2 Expectation-Maximization

Consider a parametric model where $O_{1:t}$ constitute the observed variables and $Q_{1:t}$ are the corresponding hidden, or latent, variables. Their joint distribution is denoted $P(O_{1:t}, Q_{1:t}|\Theta)$, where $\Theta$ denotes a set of parameters. In the following, the sub index $1:t$ will be suppressed to improve readability. All capital letters are to be understood as representing sequences, unless otherwise stated. The goal is now to maximize the following log-likelihood

$$P(O|\Theta) = \sum_{Q} P(O, Q|\Theta),$$

where it is assumed that $Q_{1:t}$ is discrete, without loss of generality. Maximization of the log-likelihood is problematic, as it generally becomes very complex for even simple
models. The difficulty arises due to the sum that appears in the log-likelihood function below

\[
\log P(O|\Theta) = \log \left( \sum_Q P(O, Q|\Theta) \right).
\] (2.17)

Suppose now that the hidden variables \(Q\) are also observed, so that the complete data consists of \(\{O, Q\}\). The log-likelihood function for the complete data now takes the form

\[
\log P(O, Q|\Theta),
\]

which is generally a much simpler expression to maximize, as the hidden variables generally provide more information about the observations. Thus, an expression for it is desirable. In practice, however, the hidden variables are not observed and knowledge about them is only given through the posterior distribution \(P(Q|O, \Theta)\). Hence, the complete-data log-likelihood is not known. The solution is to instead consider the expected value of the complete-data log-likelihood under the posterior distribution of the latent variables. Let \(\Theta'\) denote a set of fixed parameter values. Assuming that the hidden variables \(Q\) are discrete, the log-likelihood of the complete data is given as follows

\[
Q(\Theta, \Theta') = E_{\Theta'} \left[ \log P(O, Q|\Theta) | O \right] = \sum_Q P(Q|O, \Theta') \log P(O, Q|\Theta),
\] (2.18)

where \(E_{\Theta'}\) denotes the expectation of the complete data log-likelihood under the posterior distributions. Evaluating this expression is the Expectation-step of the EM-algorithm. This function is often referred to as Baum’s auxiliary Q-function, after the seminal work by Baum and his colleagues [5].

After the r.h.s. in equation 2.18 has been evaluated, it is a function of two sets of parameter values, \(\Theta\) and \(\Theta'\). The next step of the algorithm is to maximize \(Q(\Theta, \Theta')\) with respect to the parameter values \(\Theta\). That is, the expectation of the complete-data log-likelihood is maximized with respect to the parameters of the joint distribution, which can be written as follows

\[
\Theta^{\text{new}} = \arg \max_{\Theta} Q(\Theta, \Theta').
\] (2.19)

This constitutes the Maximization-step of the EM-algorithm. Once the M-step has been evaluated, the new parameter values are used to re-calculate the posterior distribution of the hidden data. The new parameter values for the posterior distribution are then used to evaluate the \(Q\)-function again. In this manner, the EM-algorithm alternates between the E-step and the M-step to produce parameter estimates. The algorithm is
summarized below.

**Algorithm 1:** The EM-algorithm

**Initialization:** \( \Theta_0, \{O_t\} \)

**Looping:**

for \( l = 1, \ldots, l_{\text{max}} \) do

1. E-step: \( Q(\Theta, \Theta_{t-1}) = \mathbb{E}_{\Theta_{t-1}} \left[ \log P(O, Q|\Theta) \right] \)

2. M-step: \( \Theta_t = \arg \max_{\Theta} Q(\Theta, \Theta_{t-1}) \)

end

**Result:** \( \{\Theta_t\}_{t=0}^{l_{\text{max}}} \)

Initial estimates for the EM-algorithm can be obtained by simply randomly sampling parameter values. The algorithm is however known to be sensitive, with respect to both rate of the convergence and exploration of the parameter space, to initial estimates. As mentioned in the section on the K-means algorithm, initial estimates for the EM-algorithm can be obtained by running K-means algorithm for some iterations, which is computationally less intensive.

The relation between the K-means and the EM-algorithm is best understood through the assignment of data points to clusters. The K-means performs hard clustering, where each point is assigned exactly 1 cluster. The EM-algorithm, on the other hand, performs a soft clustering where probabilities-of-belonging are calculated for each point and cluster. That is, in the EM-algorithm the responsibilities from equation 2.15 are replaced with the probabilities \( P(Q|O_t, \Theta) \), which sums to unity over the possible states \( Q_t \).

### 2.2.3 Why the EM-algorithm works

The EM-algorithm was explained in the previous section, but no indications were given concerning the convergence of the algorithm. That is the focus of this section. As a first step, note that the complete-data log-likelihood can be rewritten as follows

\[
\log P(O, Q|\Theta) = \log P(Q|O, \Theta) + \log P(O|\Theta),
\]

(2.20)

using the definition of a conditional distribution. In the following expressions, \( q(\cdot) \) denotes a probability distribution over the hidden variables. The observed data log-
likelihood can be expanded as follows
\[ \log P(O|\Theta) = \log P(O|\Theta) \sum_Q q(Q) \]
\[ = \sum_Q q(Q) \left[ \log P(O, Q|\Theta) - \log P(Q|O, \Theta) + \log \frac{q(Q)}{q(Q)} \right] \]
\[ = \sum_Q q(Q) \log \frac{P(O, Q|\Theta)}{q(Q)} - \sum_Q q(Q) \log \frac{P(Q|O, \Theta)}{q(Q)} \]
\[ = \mathcal{L}(q, \Theta) + KL(q, P). \tag{2.21} \]

The second term is the Kullback-Liebler divergence between the two probability distributions \( P(\cdot|O, \Theta) \) and \( q(\cdot) \) and the first term is a functional over \( q(\cdot) \) and a function of \( \Theta \). From Gibbs’ inequality, it follows that the KL divergence is non-negative, i.e. \( KL(q, P) \geq 0 \), with equality if and only if \( P(\cdot) = q(\cdot) \) almost everywhere. Therefore, the following inequality holds
\[ \log P(O|\Theta) \geq \mathcal{L}(q, \Theta). \tag{2.22} \]

The EM-algorithm can now be described through the \( \mathcal{L} \) functional. In the E-step, \( \mathcal{L}(q, \Theta') \) is maximized with respect to \( q(\cdot) \), while holding the known (or old) parameter values \( \Theta' \) fixed. By noting that the l.h.s. of equation 2.21, \( \log P(O|\Theta) \), does not depend on \( q(\cdot) \), and therefore must be constant with respect to \( q(\cdot) \), it follows that \( \mathcal{L}(q, \Theta') \) is maximized when \( KL(q, P) = 0 \). Hence, the lower bound for the log-likelihood in equation 2.22 is maximized when \( q(\cdot) \) is set to be the posterior distribution of the hidden variables, \( P(\cdot|O, \Theta) \).

In the M-step, \( \mathcal{L}(q, \Theta) \) is maximized with respect to the parameter values \( \Theta \), while \( q(\cdot) \) is held fixed. Denote these new parameter values \( \Theta \) and the old parameter values with \( \Theta' \). Unless \( \mathcal{L}(q, \Theta) \) is at a maximum, it will increase under the new parameter value and, consequently, so will the log-likelihood, as per equation 2.22. \( q(\cdot) \) is determined using the old parameter values, i.e. \( q(\cdot) = P(\cdot|O, \Theta') \) almost everywhere. This implies that the KL divergence,
\[ KL(P(\cdot|O, \Theta') \bigg\| P(\cdot|O, \Theta)), \]
is now non-zero. The total increase in the log-likelihood in equation 2.21 is therefore greater than the increase in the lower bound in equation 2.22.

The importance of the last sentence in the paragraph above can be understood by writing out the function \( \mathcal{L} \) as follows
\[ \mathcal{L}(P(Q|O, \Theta'), \Theta) = \]
\[ = \sum_Q P(Q|O, \Theta') \log P(O, Q|\Theta) - \sum_Q P(Q|O, \Theta') \log P(Q|O, \Theta') \]
\[ = Q(\Theta, \Theta') + H(\Theta'), \tag{2.23} \]
where the first term is the complete-data log-likelihood from equation 2.18 and $H(\Theta')$ is the negative entropy. The second term is a constant with respect to $\Theta$. Hence, maximizing $\mathcal{L}(q, \Theta)$ in the M-step is actually maximizing the complete-data log-likelihood.

As a last step, the EM-algorithm can be shown to be a non-decreasing iterative algorithm. Let $\Theta$ and $\Theta'$ denote new and old parameter values, respectively, and let $P_\Theta$ denote $P(Q|O, \Theta)$. It then follows that

$$\log P(O|\Theta) - \log P(O|\Theta') = \left( \mathcal{L}(q, \Theta) - \mathcal{L}(q, \Theta') \right) + \left( KL(q||P_\Theta) - KL(q||P_{\Theta'}) \right).$$

In the E-step, $q(\cdot)$ was set to be equal to $P_{\Theta'}$ almost everywhere. This implies that the first and second term in the second bracket are non-negative and zero, respectively. In the M-step, $\mathcal{L}(q, \Theta)$ was maximized with respect to $\Theta$. Hence, the first bracket is non-negative from which it follows that

$$\log P(O|\Theta) \geq \log P(O|\Theta'),$$

with equality if and only if the log-likelihood is at a maximum. This demonstrates that the log-likelihood is non-decreasing in the EM-algorithm.

### 2.2.4 Extensions of the EM-algorithm

The EM-algorithm as presented here is the standard version, which is useful when all quantities involved can be written down explicitly. This is the case when the state-space for the underlying Markov chain is finite. When this is not the case, the E-step of the algorithm becomes intractable. Sequential Monte Carlo methods are a large class of methods for solving filtering problems when the EM-algorithms can not be used.

It is also possible that the derivative in the M-step yields complex or intractable expression. Several extensions of the EM-algorithm exists in this case where different methods are used to somehow maximize the $Q$–function with respect to some of the parameters.

### 2.3 Hidden Markov models

In this section, HMMs are formally defined and their properties are explained. The section begins with a description of Markov Chains, as they are essential to the theory of HMMs.

The material in the sections below is derived from many different sources. The exposition mainly follows that in [39] and [6].
### 2.3.1 Markov Chains

**Definition 2 (Markov Chain).** Let \( \{Q_t\}_{t \in T} \) be a discrete-valued stochastic process. The stochastic process is said to be a Markov process if it satisfies the following Markov property

\[
P(Q_{t+1} | Q_{1:t}) = P(Q_{t+1} | Q_t).
\]

(2.24)

A Markov chain is a discrete-valued stochastic process satisfying the Markov property.

In words, for a Markov chain, the future only depends on the past through the present. A MC is said to be time-homogeneous if the following holds true

\[
P(Q_{t+h+1} | Q_{t+h}) = P(Q_{t+1} | Q_t),
\]

(2.25)

for any \( h \), meaning that the distribution of the MC does not change with time. A time-homogeneous finite state MC, where \( Q_t \) can only take values in a finite set \( K \), can be characterized by a transition matrix, which is a square matrix with dimension given by the size \( K \). For example, the \( a_{ij} \)th element in a transition matrix, where \( i \) denotes the row and \( j \) denotes the column, is given by the transition probability \( P(Q_{t+1} = j | Q_t = i) \), where \( i, j \in K \). Transition probabilities for multiple steps can easily be obtained using the following result from Chapman and Kolmogorov [12, p. 9].

**Theorem 1 (Chapman-Kolmogorov).** Let \( A^{(t)} \) denote the \( t \)-step transition matrix, i.e. the matrix where the elements give probabilities of the following form \( P(Q_t = j | Q_0 = i) \). Then the following equality holds

\[
A^{(t+s)} = A^{(t)} A^{(s)}.
\]

(2.26)

From the Chapman-Kolmogorov equations, it also follows that \( A^{(t)} = A^t \) where the r.h.s. denotes the \( t \)th power of the matrix \( A \).

Several important properties of the MC can be explained in terms of the transition matrix \( A \). A MC is said to be irreducible if, loosely stated, it is possible to reach every state from any state. The meaning of irreducible can be defined formally using set theory but, here, it is enough to note that a MC with a transition matrix where all elements are positive is irreducible.

Each state in set \( K \) for the MC has a period, which is defined as follows for any state \( i \in K \)

\[
k = \gcd\{n > 0 : P(Q_t = i | Q_0 = i) > 0\}.
\]

If \( k = 1 \) for all states in \( K \), the MC is said to be aperiodic. Hence, a MC with a transition matrix where all elements are positive, is aperiodic.

There is a special type of distribution for MCs, called a stationary distribution and it is defined as follows.
Definition 3 (Stationary distribution). Let $A$ be the transition matrix of a finite-state, time-homogeneous irreducible MC with dimension $K$. A distribution $\pi$ is said to be a stationary distribution if it satisfies the following conditions:

$$0 \leq \pi_i \leq 1,$$

$$\sum_{i \in K} \pi_i = 1,$$

$$\pi A = \pi.$$  \hfill (2.27)

The stationary distribution is a probability distribution over the state-space of the MC and from the last equation, it is clear that it corresponds to the eigenvalue 1 of the transition matrix, with the eigenvector $\pi$. This is the Perron-Frobenius theorem applied to stochastic matrices [31]. The theorem also states that all other eigenvalues of the transition matrix are smaller than 1. When $A$ is finite and irreducible, then the stationary distribution $\pi$ is unique [12, p. 22]. When the stationary distribution exists and is unique, the following convergence theorem holds true for the MC.

Theorem 2 (Convergence theorem). [12, p. 26] Let $\{Q_t\}_{t \in T}$ denote a finite-state, time-homogeneous irreducible MC, with transition matrix $A$ and state-space $K$. If this MC is aperiodic and there exists a stationary distribution $\pi$, then, $\forall i \in K$

$$\lim_{t \to \infty} a_{ij}^{(t)} = \pi_j,$$ \hfill (2.28)

where $a_{ij}^{(t)}$ denotes the following transition probability $P(Q_t = j | Q_0 = i)$.

In other words, this theorem states that the long-run probability of the MC being in a state $j$ is given by the probability of the state, $\pi_j$, in stationary distribution $\pi$. The stationary distribution can be found by solving equation 2.27, together with the unity sum constraint.

For diagonalizable transition matrices, $A$ can be decomposed into the form $A = V D V^{-1}$, where $D$ is a diagonal matrix containing all the eigenvalues of $A$ and $V$ is a matrix containing the corresponding eigenvectors as column matrices. The convergence of the transition matrix can then be characterized using the eigenvalues as follows

$$A^t = (V D V^{-1})^t = V D V^{-1} V D V^{-1} \cdots V D V^{-1} = V D^t V^{-1}.$$ \hfill (2.29)

Since $D$ is a diagonal matrix, $D^t$ can be calculated simply by taking the $t$ :th power of the eigenvalues. Returning to the Perron-Frobenius theorem above, it then follows that,
using the convergence theorem,
\[
\lim_{t \to \infty} A^t = \lim_{t \to \infty} V D^t V^{-1} = \lim_{t \to \infty} V \begin{bmatrix}
1 & 0 & \ldots & 0 \\
0 & \lambda_1^t & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & \lambda_n^t
\end{bmatrix} V^{-1} = V \begin{bmatrix}
1 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & 0
\end{bmatrix} V^{-1} = \begin{bmatrix}
\pi \\
\pi \\
\vdots \\
\pi
\end{bmatrix}
\]
for all \( t = 1, \ldots, T \).

The error made when approximating \( A^t \) with the stationary distribution is then determined by the largest eigenvalue of the transition matrix.

### 2.3.2 HMMs

In HMMs where the underlying MC is discrete, a Hidden Markov Model can be defined in terms of the conditional independence properties of the model. In the following, the \( \Downarrow \) symbols denote independence in the probabilistic sense and \( | \) denotes a conditional probability.

**Definition 4** (Hidden Markov Model). A Hidden Markov Model is a collection of random variables \( \{(Q_t, O_t)\}_{t \geq 0} \), where \( \{Q_t\}_{t \geq 0} \) is a discrete stochastic process forming a Markov Chain and \( \{O_t\}_{t \geq 0} \) is a general discrete time stochastic process that can be either discrete or continuous, satisfying the following conditional independence properties
\[
\{Q_{t:T}, O_{t:T}\} \Downarrow \{Q_{1:t-2}, O_{1:t-1}\} \mid Q_{t-1}, \\
O_t \Downarrow \{Q_{\neg t}, O_{\neg t}\} \mid Q_t,
\]
for all \( t = 1, \ldots, T \).

Several conditional independence properties are induced from the two equations above. The first one states that the future and the past are conditionally independent, given the present. This in turn implies that \( Q_t \Downarrow Q_{1:t-2} \mid Q_{t-1} \), implying that \( \{Q_t\}_{t \geq 0} \) form a discrete MC, which actually is not necessary to include in the definition of the HMM. The second equation states that the observations \( \{O_t\}_{t \geq 0} \) are conditionally independent, given the corresponding states.
The conditional independence properties of a HMM suggest that the joint probability over the hidden and observed variables (together, these are called the complete data) can be factorized.

\[
P(O_{1:T}, Q_{1:T}) = P(O_T, Q_T | O_{1:T-1}, Q_{1:T-1}) P(O_{1:T-1}, Q_{1:T-1})
\]

\[
= P(O_T | Q_T, O_{1:T-1}, Q_{1:T-1}) P(Q_T | O_{1:T-1}, Q_{1:T-1})
\]

\[
\times P(O_{1:T-1}, Q_{1:T-1}),
\]

where the equality signs follow from the definition of a conditional distribution. From the conditional independence properties of the HMM, it then follows that

\[
P(O_{1:T}, Q_{1:T}) = P(O_T | Q_t) P(Q_{T-1} | Q_{T-1}) P(O_{1:T-1}, Q_{1:T-1}).
\]

The first factor follows from the second property in equation (2.34), while the second equality is the Markov property of the hidden variables. Repeating this procedure for the last factor in the product, \(P(O_{1:T-1}, Q_{1:T-1})\), yields the following factorization of the joint distribution

\[
P(O_{1:T}, Q_{1:T}) = P(Q_1) \prod_{t=2}^{T} P(Q_t | Q_{t-1}) \prod_{t=1}^{T} P(O_t | Q_t).
\]

This factorization is convenient, as it demonstrates the constituents of the HMM. The first factor represent the initial distribution over the hidden states. The second factor represent the transition probabilities of the underlying MC and the last factor represents the observation (or emission) distributions. Together, these distributions determine the HMM.

Some intuition about the flexibility when using latent variables can be gained through an example of a HMM. Suppose that the returns of a financial asset follow a t-distribution. It is plausible that financial markets can display different behaviour at different times. Specifically, it is possible that the market has different states where the market participants, and consequently the returns, shows similar trends and volatilities. For example, the market might have an "up-state" with overwhelmingly positive returns, a "stagnant-state" where the returns do not appear to show any trend and have large variation and a "down-state", where the returns are mainly negative. Each of these states could appear in an arbitrary order and exist for different periods of time. While a mixture distribution could be used to model the total output of the data, it can not model the temporal properties of the data, which form a time series.

In a HMM, the different states of the market could be represented by different states of the hidden variables. The transition matrix of the underlying HMM would then capture how the market switches between states. The behaviour of the returns is then described by the parameters of the observation distributions in each states. That is, the different values for the parameters of the observation distributions allow for different means and variances of the returns in each state.
Predictive distribution

In order to generate predictions from the HMM, the predictive distribution must first be derived. For an observation sequence \( O_{1:t} \) and a time \( s \geq 1 \), the predictive distribution \( P(O_{t+s}|O_{1:t}) \) can be derived as follow,

\[
P(O_{t+s}|O_{1:t}) = \sum_{Q_{t+s}} \sum_{Q_t} P(O_{t+s}, Q_{t+s}, Q_t|O_{1:t})
\]
\[
= \sum_{Q_{t+s}} \sum_{Q_t} P(O_{t+s}|Q_{t+s}, Q_t, O_{1:t}) P(Q_{t+s}, Q_t|O_{1:t})
\]
\[
= \sum_{Q_{t+s}} \sum_{Q_t} P(O_{t+s}|Q_{t+s}) P(Q_{t+s}|Q_t, O_{1:t}) P(Q_t|O_{1:t})
\]
\[
= \sum_{Q_{t+s}} P(O_{t+s}|Q_{t+s}) \sum_{Q_t} P(Q_{t+s}|Q_t) P(Q_t|O_{1:t}). \tag{2.38}
\]

The second equality is simply the definition of a conditional distribution. The third equality follows from the conditional independence property of HMMs. The final expression is obtained by using the Markov property of the MC and collecting terms. The first term in this expression is the emission density for the state \( Q_{t+s} \). The first term in the second sum is the probability of moving from state \( Q_t \) to \( Q_{t+s} \) in \( s \) steps in the underlying MC.

The expression in equation 2.38 can be simplified by defining the following function

\[
V(Q_{t+s}) \triangleq \sum_{Q_t} P(Q_{t+s}|Q_t) P(Q_t|O_{1:t}). \tag{2.39}
\]

Using this in equation 2.38, yields the following expression for the predictive distribution

\[
P(O_{t+s}|O_{1:t}) = \sum_{Q_{t+s}} P(O_{t+s}|Q_{t+s}) \cdot V(Q_{t+s}). \tag{2.40}
\]

In this form, it’s evident that the predictive distribution is a mixture distribution, with weights \( V(Q_{t+s}) \) and mixture components \( P(O_{t+s}|Q_{t+s}) \), which are mixture distributions themselves. The sampling scheme becomes identical to that of mixture distributions, with the addition of a second level due to the emission distributions also being mixtures. To verify that 2.38 (or 2.40) is a proper probability distribution, note that

\[
\sum_{Q_{t+s}} V(Q_{t+s}) = \sum_{Q_{t+s}} \sum_{Q_t} P(Q_{t+s}|Q_t) P(Q_t|O_{1:t})
\]
\[
= \sum_{Q_t} P(Q_t|O_{1:t}) \sum_{Q_{t+s}} P(Q_{t+s}|Q_t)
\]
\[
= 1.
\]
A few points are worth to emphasize regarding the $V(Q_{t+s})$. For the first term in 2.39, using the Chapman-Kolmogorov equation, it follows that $P(Q_{t+s}|Q_t)$ is obtained by taking the $s^{th}$ power of the transition matrix and choosing the appropriate element in the resulting matrix. The second factor is defined in equation 2.47 and it can be rewritten as follows

$$P(Q_t|O_{1:t}) = \frac{P(Q_t,O_{1:t})}{P(O_{1:t})} = \frac{\alpha_t(Q_t)}{\sum_{Q_r} \alpha_t(Q_t)}.$$ (2.41)

Hence, $V(Q_{t+s})$, can be expressed as follows

$$V(Q_{t+s}) = \sum_{Q_t} A^s_{Q_t,Q_{t+s}} \frac{\alpha_t(Q_t)}{\sum_{Q_r} \alpha_t(Q_r)}.$$ (2.42)

If the underlying MC has a stationary distribution $\delta$, then the transition matrix will converge to $\delta$ as $s$ becomes large. This yields a slight simplification of $V(Q_{t+s})$ as follows: let $s$ be larger than some threshold value $n$. Then,

$$V(Q_{t+s}) = \sum_{Q_t} A^s_{Q_t,Q_{t+s}} \frac{\alpha_t(Q_t)}{\sum_{Q_r} \alpha_t(Q_r)} \approx \sum_{Q_t} \delta(Q_{t+s}) \frac{\alpha_t(Q_t)}{\sum_{Q_r} \alpha_t(Q_r)} \approx \delta(Q_{t+s}).$$

Consequently, when the hidden MC has converged to its stationary distribution, the predictive distribution is identical for all future prediction horizons and the dependence of the posterior distribution on the current hidden state is lost.

### 3 Fundamental problems for HMMs

The disassembled joint probability distribution in equation 2.37 highlights the different parts of a HMM necessary for applications. The first factor is the initial distribution, usually denoted by $\pi$, of the HMM over the possible states for the hidden distribution such that

$$0 \leq \pi_i \leq 1, \quad \sum_{i=1}^{K} \pi_i = 1,$$

where $K$ is the number of states, or equivalently, the dimension of the HMM. The second factor represents the transitions of the MC and is determined by the elements of transition matrix, denoted by $A$. The last factor represents the observation distributions of
the observed variables, denoted by $B$. These are usually chosen to be distributions from parametric families or mixture distributions, in which case they are indexed by parameters. Together with $K$ and $D$ (the number of mixture components), these factors make up the HMM and are denoted by $\Theta \triangleq (\pi, A, B)$. In reverse, these are the parameters that are required for a complete specification of the HMM.

Given the specification of the HMM described above, some questions naturally arise. The 3 main problems for HMMs, as presented in [39], are as follows:

1. Given an observation sequence $O_{1:T}$ and a model $\Theta = (\pi, A, B)$, what is the likelihood of the observation sequence under $\Theta$, i.e. $P(O|\Theta) = ?$

2. Given an observation sequence $O_{1:T}$ and a model $\Theta = (\pi, A, B)$, how is the corresponding hidden sequence found?

3. Given an observation sequence $O_{1:T}$, how are the parameters in $\Theta$ adjusted to maximize $P(O_{1:T}|\Theta)$?

These 3 questions will be addressed in the following sections, in the same order as above.

2.3.3 The Forward-Backward algorithm

The FB algorithm is a method to efficiently evaluate the likelihood of a HMM, utilizing the conditional independence properties of the model. Simply evaluating the likelihood of an observation sequence by enumerating all possible state sequences requires on the order of $K^T$ calculations, which quickly becomes intractable for even small sequences as $K = 5, T = 100$ yields $5^{100} \approx 10^{72}$.

The operation of the Forward algorithm can be demonstrated with the help of 2 quantities. First, the joint distribution $P(O_{1:t}, Q_t, Q_{t-1})$ can be expanded as follows

\[
P(O_{1:t}, Q_t, Q_{t-1}) = P(O_{1:t-1}, O_t, Q_t, Q_{t-1})
\]
\[
= P(O_t, Q_t | O_{1:t-1}, Q_{t-1}) P(O_{1:t-1}, Q_{t-1})
\]
\[
= P(O_t | Q_t, O_{1:t-1}, Q_{t-1}) P(Q_t | O_{1:t-1}, Q_{t-1}) P(O_{1:t-1}, Q_{t-1})
\]
\[
= P(O_t | Q_t) P(Q_t | Q_{t-1}) P(O_{1:t-1}, Q_{t-1}), \quad (2.43)
\]

The second and third equality follow from the definition of a conditional distribution. The last equality follows from the conditional independence property of the HMM and the Markov property for the unobserved state process. Second, the last factor in equation 2.43 can be decomposed as follows

\[
P(O_{1:t}, Q_t) = \sum_{Q_{t-1}} P(O_{1:t}, Q_t, Q_{t-1})
\]
\[
= \sum_{Q_{t-1}} P(O_t | Q_t) P(Q_t | Q_{t-1}) P(O_{1:t-1}, Q_{t-1}), \quad (2.43)
\]
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where the second equality follows from equation 2.43. This result suggest the following recursion, introducing the $\alpha$ variable as $\alpha_{Q_t}(t) \triangleq P(O_{1:t}, Q_t)$,

$$ \alpha_{Q_t}(t) = \sum_{Q_{t-1}} P(Q_t|Q_{t-1})\alpha_{Q_{t-1}}(t-1) P(O_t|Q_t). \quad (2.44) $$

This is the forward recursion, summarized in algorithm 2. The likelihood can now easily be obtained by summing the $\alpha_{Q_T}(T)$ variable over the hidden states, i.e.

$$ P(O_{1:T}) = \sum_{Q_T} \alpha_{Q_T}(T). $$

This calculation is much more efficient than simply enumerating all possible states, utilizing the finer structure of the HMM, and requires on the order of $K^2T$ calculations.

**Algorithm 2:** The Forward algorithm

**Initialization:**

\[ \alpha_1(i) = \pi_i b_i(O_1), \quad 1 \leq i \leq K \]

**Recursion:**

\[ \text{for } t = 1, \ldots, T - 1 \text{ do} \]

\[ \quad \text{for } j = 1, \ldots, K \text{ do} \]

\[ \quad \quad \alpha_{t+1}(j) = \left[ \sum_{i=1}^{K} \alpha_t(i)a_{ij} \right] b_j(O_{t+1}) \]

\[ \quad \text{end} \]

\[ \text{end} \]

**Result:** $P(O_{1:T}) = \sum_{i=1}^{N} \alpha_T(i)$

Similarly, a backward recursion can be derived. The distribution $P(O_{t+1:T}|Q_t)$ can be decomposed as follows

$$ P(O_{t+1:T}|Q_t) = \sum_{Q_{t+1}} P(O_{t+2:T}, O_{t+1}, Q_{t+1}|Q_t) $$

$$ = \sum_{Q_{t+1}} P(O_{t+2:T}|O_{t+1}, Q_{t+1}, Q_t)P(O_{t+1}|Q_{t+1}, Q_t)P(Q_{t+1}|Q_t) $$

$$ = \sum_{Q_{t+1}} P(O_{t+1}|Q_{t+1})P(O_{t+1}|Q_{t+1})P(Q_{t+1}|Q_t). \quad (2.45) $$

The first and second equality follow from the definition of a conditional distribution. The third equality follows from the first conditional independence property of the HMM,
stated in equation 2.34. Defining the $\beta$ variable as $\beta_{Q_t}(t) = P(O_{t+1:T}|Q_t)$, equation 2.45 suggest the following recursion:

$$
\beta_{Q_t}(t) = \sum_{Q_t+1} \beta_{Q_{t+1}}(t + 1)P(O_{t+1}|Q_{t+1})P(Q_{t+1}|Q_t).
$$

(2.46)

The likelihood of an observation sequence can again be obtained by properly summing over the $\beta$ variable. The Backward algorithm is summarized in algorithm 3 below.

---

**Algorithm 3: The Backward algorithm**

**Initialization:**
$$
\beta_T(i) = 1, \quad 1 \leq i \leq K
$$

**Recursion:**

for $t=T-1,\ldots,1$, $1 \leq j \leq K$ do
$$
\beta_t(i) = \sum_{j=1}^K a_{ij} b_j(O_{t+1}) \beta_{t+1}(j)
$$

end

**Result:**
$$
\beta_t(i) = P(O_{t+1:T}|q_T = S_i|\Theta)
$$

---

Each of the two algorithms can be used separately to calculate the likelihood of a model. They are, however, both necessary when estimating the parameters of a HMM using the Baum-Welch algorithm, which is the EM-algorithm for HMMs.

### 2.3.4 The Viterbi algorithm

While the objective is clear when calculating the likelihood, finding the unobserved state sequence, responsible for generating the data, is more diffuse. Specifically, an observation sequence can be generated from many different state sequences for the underlying MC. In order to select one of these sequences, an optimality criterion is required. A widely used criterion is to find the state sequence that maximizes the posterior distribution of the hidden states $P(Q_{1:t},O_{1:t}|\Theta)$. This objective is equivalent to maximizing $P(Q_{1:t},O_{1:t}|\Theta) = P(Q_{1:t}|O_{1:t},\Theta) P(O_{1:t},\Theta)$ with respect to the sequence $Q_{1:t}$. An algorithm exists, based on dynamic programming methods, for finding the sequence of hidden states that maximizes $P(Q_{1:t},O_{1:t}|\Theta)$, called the Viterbi algorithm. It can be explained by first defining the following quantity

$$
\delta_t(i) = \max_{Q_{1:t-1}} P(Q_{1:t-1},O_{1:t-1},Q_t = i|\Theta),
$$

which is the single path $Q_{1:t-1}$ with the highest probability, given the observation and the parameters, up to time $t-1$ and ending on state $i$ at time $t$. The theory of dynamic
programming then suggest the following induction

\[ \delta_{t+1}(j) = \max_i \left[ \delta_t(i)_{a_{ij}} \right] b_j(O_{t+1}) \].

Note that \( \delta_t(j) \) is calculated for each time point and hidden state \( j \), i.e. for each state at any time, and stored. The optimal sequence is then retrieved by finding the state that maximizes \( \delta_T(i) \), where \( T \) is the last time point, and then backtracking the state sequence to find the optimal path. The Viterbi algorithm is summarized in algorithm 4 below.

One important feature of the Viterbi algorithm is that it includes the state transition in the calculations, meaning that impossible paths (where some transition has probability \( a_{ij} = 0 \)) are excluded.

**Algorithm 4: The Viterbi algorithm**

**Initialization:**
\[
\psi_1(i) = 0, \\
\delta_1(i) = \pi_i b_i(O_1), \; i = 1, \ldots, K
\]

**Recursion:**
\[
\text{for } t = 2, \ldots, T \text{ do} \\
\quad \text{for } j = 1, \ldots, K \text{ do} \\
\qquad \delta_t(j) = \max_{1 \leq i \leq K} \left[ \delta_{t-1}(i)_{a_{ij}} \right] b_j(O_t) \\
\qquad \psi_t(j) = \arg \max_{1 \leq i \leq K} \left[ \delta_{t-1}(i)_{a_{ij}} \right] \\
\text{end}
\]

**Termination:**
\[
\max_{Q} P(O, Q|\Theta) = \max_{1 \leq i \leq K} [\delta_T(i)] \\
Q^*_T = \arg \max_{1 \leq i \leq K} [\delta_T(i)]
\]

**Backtracking:**
\[
\text{for } t = T - 1, \ldots, 1 \text{ do} \\
\quad Q^*_t = \psi_{t+1}(Q^*_{t+1}) \\
\text{end}
\]

**Result:** \( \{Q^*_{1:T} \} \)
2.3.5 The Baum-Welch algorithm

Originally developed in the 1960s, together with the formulation of HMMs, the Baum-Welch algorithm is a collection of algorithms for estimating the parameters of a HMM. Specifically, it iterates between using the Forward and Backward algorithms to obtain estimates for the posterior distribution of the hidden states, and then uses these estimates in the EM-algorithm to obtain updates for the parameters of the hidden MC and the observation distributions.

Two new variables are required in the calculations. Define

\[ \gamma_t(i) = P(Q_t | O_{1:t}, \Theta), \]  

(2.47)

i.e. the probability of being in state \( Q_t \) at time \( t \), and

\[ \varepsilon_t(i, j) = P(Q_t, Q_{t+1} | O_{1:t}, \Theta), \]  

(2.48)

i.e. the probability of being in state \( Q_t \) at time \( t \) and \( Q_{t+1} \) at time \( t+1 \). The main algorithms in the BW-algorithm have already been described in earlier sections. As such, the BW-algorithm is not described further here and instead summarized below in algorithm 5. A full derivation of the estimation equations for the HMM, including the equations given in algorithm 5, can be found in the appendix.

Note that the set of equations given in algorithm 5 are identical for all mixture distributions and independent of the form of the observation distributions. These parameters, i.e. the subset of parameters of the HMM \( \Theta \) not stated above, are also updated in the M-step. Equations for the remaining parameters can be found in the appendix.

The BW-algorithm is essentially the EM-algorithm for HMMs and the names will be used interchangeably when discussing parameter estimation for the HMM in the remaining sections.
Algorithm 5: The Baum-Welch algorithm
Initialization: $\Theta_0, \{O_{1:T}\}$

Looping:
for $l = 1, \ldots, l_{\text{max}}$ do

1. Forward-Backward calculations:

$$
\alpha_l(i) = \pi_i b_i(O_1), \quad \beta_T(i) = 1
$$
$$
\alpha_l(i) = \sum_{j=1}^{K} \alpha_{l-1}(j) a_{ji} b_j(O_t), \quad \beta_t(i) = \sum_{j=1}^{K} a_{ij} b_j(O_{t+1}) \beta_{t+1}(j)
$$
for $1 \leq i \leq K, 1 \leq t \leq T - 1$

2. E-step:

$$
\gamma_t(i) = \frac{\alpha_l(i) \beta_t(i)}{\sum_{j=1}^{K} \alpha_j \beta_t(j)}, \quad \xi_t(i, j) = \frac{\alpha_l(i) a_{ij} b_j(O_{t+1}) \beta_{t+1}(j)}{\sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_l(i) a_{ij} b_j(O_{t+1}) \beta_t(j)}
$$
for $1 \leq i \leq K, 1 \leq j \leq K, 1 \leq t \leq T - 1$

3. M-step:

$$
\pi_i = \frac{\gamma_1(i)}{\sum_{j=1}^{K} \gamma_1(j)}, \quad a_{ij} = \frac{\sum_{t=1}^{T} \xi_t(i, j)}{\sum_{k=1}^{K} \sum_{t=1}^{T} \xi_t(i, k)}
$$
$$
w_{kd} = \frac{\sum_{t=1}^{T} \gamma_t(k, d)}{\sum_{t=1}^{T} \sum_{r=1}^{D} \gamma_t(k, r)}
$$
for $1 \leq i \leq K, 1 \leq j \leq K, 1 \leq k \leq K, 1 \leq d \leq D$

end

Result: $\{\Theta_l\}_{l=0}^{l_{\text{max}}}$
2.4 The Zero-Inflated Poisson

The Zero-inflated Poisson (ZIP) is a special case of the more general Zero-inflated models, which are probabilistic models where the probability of observing a zero is inflated in some way. The ZIP is the most famous in this class of models, originally devised in the study of manufacturing quality [23]. Parameters of the ZIP models were traditionally estimated using different forms of regression. Later, ZIP models were used in HMMs in different fields where data generally represents counts [36][45][11].

In this thesis, ZIP mixture models used are on the following form

\[ P(O = o) = \mathbb{I}(o=0) \times w_0 + \sum_{d=1}^{D} \frac{\lambda_d^o e^{-\lambda_d}}{o!} \times w_d \]  

(2.49)

where \( w_d \) are weights for each component, summing to unity. In words, the ZIP models are mixtures of a Dirac component at zero and \( D \) Poisson components. The inflation of zeros can be demonstrated by noting that

\[ P(O) = \begin{cases} 
  w_0 + \sum_{d=1}^{D} e^{-\lambda_d} w_d, & O = 0 \\
  \sum_{d=1}^{D} \frac{\lambda_d^O e^{-\lambda_d}}{O!} w_d, & O \neq 0 
\end{cases} \]

The probability of observing a zero is therefore inflated by the \( w_0 \) weight component of the mixture distributions.

These mixture distributions will be used as emission, or observation, distributions for the hidden states of the HMMs defined in the previous section. As a short-hand notation, let ZIP(K,D) an HMM with emission distributions given by equation 2.49, with \( D \) mixture components (\( D - 1 \) Poissons) and \( K \) states. The full derivation of the quantities and parameter estimation equations required in the BW-algorithm can be found in the appendix.
Chapter 3

Data

This section describes and displays all the data studied in the thesis.

3.1 Market data

The price data obtained from SEB and consists of exchange rates, bids and asks, for the currency pairs EURSEK and EURUSD, recorded from 00:00 to 22:00 on the 12th of January 2017. Specifically, the data consist of the limit order book for the stated period, which contains

- All the bid prices (the prices traders are willing to buy at)
- The corresponding volumes
- All the ask prices (the prices traders are willing to sell at)
- The corresponding volumes

The depth of the order book is 5 levels, that is the 5 best bids and asks are shown. A snapshot of the order book is shown in figure 3.2.

The exchange rate gives the cost of one unit of currency expressed in the other currency, with the convention that the EURSEK is the price of 1 EUR in SEK. The data is recorded on a tick-by-tick basis, which means that the price is updated whenever a new price arrives to the market. Two consecutive ticks can arrive within microseconds of each other. On the other hand, consecutive ticks can also be separated by long periods of time, which implies that no data is recorded for the duration. Although equidistant data is not necessary for the HMM the analysis is simplified in this case. Furthermore, as explained above, the duration between consecutive ticks does not imply that there is missing data, rather it implies that the price has not changed since the last observation.
In order to obtain equidistant time points, the data was sorted and arranged with a sampling rate of 1 second, by setting the price at each second equal to the last observation. Naturally, this method is insensitive to price variations in shorter time scales then the sampling rate, but it still offers a good approximation of the price process while adding the simplicity to the modelling. One important note is that the data does not contain any transaction information.

Somewhat visible in the data, is that the price processes have periods, of varying length, where they are constant. This implies that the absolute return is zero for a substantial fraction of the observations. In fact, the zeros constitute nearly 40% of the observed absolute returns. This is a clear motivation for the use of zero-inflated models in the analysis.

![EURSEK Graph](image)

Figure 3.1: Plot of the EURSEK during one European trading day (2017-01-12), where time is expressed in GMT. The plot shows the best bid and ask during the day, together with the TWAP, equation (4.1), of the ask prices.

### 3.2 Intraday variations

The behaviour of the price process varies over the course of the trading day, according to the market activity, which in turn depends on many different factors. The rate of change in price is directly proportional to the market activity, or the number of participants in the market place. A higher rate implies larger activity in the market, which is a consequence of having more participants. The figure below shows the average daily turnover, measured over a month, which is the percentage of the total daily volume traded per 30 min interval over the day.
As indicated in the figure, there are 2 large peaks in the trading activity, which correspond to overlapping operation hours for financial centers where FX is traded (see figure 1.1). The first peak corresponds to the opening of the London market, which is one of the world’s largest [46]. After the initial peak, there is a decrease in activity over the day, with the minimum value occurring around lunch time. The activity then increases.
during the afternoon, in anticipation of the New York market and reaches another peak approaching the closing times of the European markets, after which there is a large drop-off in activity.
Chapter 4

Trading

4.1 Trading factors

Several factors affect the trading of FX, including all steps from what kind of order to place, to assessing the risks in the trading to evaluating the results. The most important factors are explained and described in the following section. The second part of the chapter defines the trading strategy and explains the rationale behind some of the assumptions made in the modelling.

4.1.1 Order types

There are essentially two types of orders that can be made on the FX-markets: market orders and limit orders. A market order is simply an order to trade a specified quantity at the best price possible in the market. The purpose of the market order is to quickly perform a trade, without no price limit in mind. Market orders consume liquidity, with a buy market order trading at the best ask price and a sell market order trading at the best bid price. The price paid for the immediate execution, generally speaking if the order can be filled, is the spread between the best bid and best ask.

The second type of order is the limit order. A limit order is an instruction to trade a specified quantity at a specified price. If the price limit specified in the order can not be met, the order simply sits in the book until either the market price reaches its limit or it’s cancelled by its placer. Limit orders provide liquidity by creating limit buy and limit sell orders, thus creating a market. The reward for providing liquidity is that the placer of the order is allowed to specify the price. This yields the spread, between limit orders on buy and the sell side of the book.

Limit orders have 2 parameters: the limit price and the quantity. A limit order buy(sell) can be placed anywhere between the worst and best bid(ask) in the book, with aggressive
orders closer to the best price (top of the book) having a larger probability of execution. Orders for large quantities may sit on the book for a longer time as they are more difficult to fill and are partially filled until the volume is depleted.

Limit order are versatile and can be greatly tailored to the traders need. Instructions on the duration, fill behaviour, exchange routing and more can be set for the limit order, together with cancellation at any desired time.

In this thesis, focus will be on market orders and simple limit orders, meaning that a limit order is available on the book until it’s either completely filled or cancelled.

4.1.2 Benchmarks

To monitor and assess the performance of trades and executions of orders, price benchmarks are used in FX trading. Many types of benchmarks exists, depending on the preferences of the trader, analyst or client. For example, opening and closing price are often used as benchmarks for ”profit and loss calculation” [19, p. 48]. Intraday benchmarks use average prices over the day, which more accurately reflect market conditions. The most common intraday benchmarks are the time-weighted average price (TWAP) and the volume weighted average price (VWAP).

As the name suggests, the TWAP is simply the moving average of the best prices at the market over day,

$$TWAP(T) = \frac{1}{T} \sum_{t=1}^{T} P_t.$$ (4.1)

The TWAP is a somewhat naive or simple benchmark, as it doesn’t provide any insight on relevant market conditions, such as volatility and liquidity. But it’s an approximation of the price level of the market over the day, giving an estimate of the expected price if trading is performed over the day. The TWAP can be calculated in real time as follows,

$$TWAP(T) = \frac{1}{T} \sum_{i=1}^{T} P_i$$

$$= \frac{1}{T} \left( P_T + \sum_{i=1}^{T-1} P_i \right)$$

$$= \frac{1}{T} P_T + \frac{T-1}{T} TWAP(T-1),$$

for \( T \geq 1 \).

Note that the buy(sell) TWAP is calculated using the best ask(bid), meaning that it’s calculated based on trades that can be executed immediately.
The VWAP weights each trade with the price and volume, offering a more practical measure of performance, explaining its popularity among almost all other asset classes [19, p. 49],

\[
VWAP(T) = \frac{\sum_{t=1}^{T} P_t Q_t}{\sum_{t=1}^{T} Q_t}.
\]

(4.2)

The VWAP can also be calculated in real-time as follows,

\[
VWAP(T) = VWAP(T - 1) + \frac{P_T Q_T}{\sum_{t=1}^{T-1} Q_t + Q_T}.
\]

The role of benchmarks in algorithmic trading is often to evaluate total transactions and execution strategies, by allowing the trader and client to compare the performance of the trade and the benchmark.

The main reason for using TWAP instead of VWAP is lack of volume data, which is the case for FX-markets. Traded volumes are not disclosed, hence it’s not possible to calculate the VWAP. Hence, VWAP can only be used to assess the effective price obtained through a strategy after the trading is completed, as opposed to assessing the current state of the market.

4.1.3 Trading

Trading is performed through traders placing market or limit orders on venues. This can be done on the traders own account or on behalf of a client. In the example of a bank offering currency exchange services, clients commission the bank to perform the trading on the client’s behalf. There is an economical incentive for the client to commission the bank to perform the trading on the client’s account. The bank has access to inter-bank markets, which generally offers better exchange rates compared to public markets. Furthermore, the bank is allowed to place limit orders (i.e. trade as a market maker), while the client generally only can place market orders (i.e. trade as a market taker). That is, if a client desires to buy a currency, the client can do so by lifting offers(asks) of the market. The bank, on the other hand, can buy the desired quantity by placing limit buy orders on the bid side of the order book.

The bank, or trader, can trade large volumes in mainly 2 ways: the TWAP and VWAP (or POV). In the TWAP algorithm, the trader simply places equally sized and equidistant market orders until the target volume is achieved. In the VWAP algorithm the trader places limit orders, with size and time depending on market conditions, until the target volume is achieved. The advantage of the VWAP is that the spread is not crossed, which
reduces the cost. On the other hand, due to uncertainty in the execution time, the VWAP algorithm has a larger timing risk as it has a large exposure to market volatility. As such, both algorithms have advantages and drawbacks and a decision between the two is made using the client’s preferences.

### 4.1.4 Risks

Various factors affect the cost of trading. They are summarized in table 4.1, also showing their nature.

Any trading incurs commissions and fees for the trader, which may or may not be the broker as well. The total trading income, for the trader, per unit of currency traded can be summarized as follows

\[
TradeInc = S \left[ Inc - \left( Broker + \frac{1}{s} Settl \right) \right],
\]

where \( S \) is the total volume, \( Inc \) is the income per unit currency, \( Broker \) is the amount paid to the broker per unit currency, \( Settl \) is the settlement cost per trade and \( s \) is the size of each trade. All of these parameters are constant. The total trading income is higher for fewer trades, on the other hand, the market impact is increasing in larger trade sizes. Hence, to maximize trading income, a trade off must be made between the market impact and settlement cost.

The spread cost is the difference between the best bid and ask at any time. It is compensated to those who provide liquidity and paid by those who consume liquidity.

Opportunity cost is associated with the cost incurred when an order is not executed. Regardless of the reason for why the trading was not completed, the remaining volume failed to trade and is thus subject to all the risks mentioned in table 4.1.
The timing risk is the risk associated with the duration of the market exposure. It is mainly affected by the price risk and the liquidity risk, but can include other factors. Specifically, the price risk measure the volatility exposure for the remainder of the trading time. It can be estimated as follows [19, p. 300]

\[ TR = \rho_0 \sqrt{\sum_{j=1}^{n} r_j^2 \cdot \frac{t \sigma_j^2}{n}} \]  

(4.4)

where \( r_j \) is the residual position in bucket \( j \), \( t \sigma_j^2 / n \) is the volatility in each bucket and \( \rho \) is a scaling constant.

The liquidity risk concerns the variability in market activity and liquidity over the trading periods, which also affects the market impact. It can be estimated using historical data or liquidity models, see for example Kissell et al (2004).

**Market Impact**

Market impact refers to the effect of the trader’s own actions and orders on the market price process. Much effort has been put into modelling market impact, most notably the framework developed by Almgren and Chriss (2001). In this framework, the total market impact of trading consist of two parts: a temporary impact function and a permanent one. As the name implies, the temporary impact function represent the immediate effect of an order and its diminishing effect over time. The permanent impact function refers to the lasting effect of the order on the price process. Various functional form and estimation procedure are also developed in Almgren and Chriss (2001), but no consensus. This is an indication of the difficulty of modelling market impact.

### 4.2 Strategy

#### 4.2.1 Objectives

For any form of successful trading, a sensible and profitable trading strategy is required. A strategy, in turn, is devised based on set objectives. The strategy developed in the following is derived to achieve the following objective:

*Trade a large volume, split up over the day, so as to achieve the best possible VWAP compared to benchmarks, while taking into consideration trading risks, market conditions and client preferences.*

Note that the buy and sell cases are symmetrical and the buy case will be under study in the rest of this thesis. In this case, "Trade" in the sentence above becomes "Buy" and "Best price" become "Lowest price". Benchmarks here refers to the market TWAP during the trading time. The risks are the ones described in the previous section.
To achieve the objective stated above, some questions must be answered by the strategy and they are given in table 4.2.

<table>
<thead>
<tr>
<th>Macro decisions</th>
<th>Micro decisions</th>
</tr>
</thead>
<tbody>
<tr>
<td>- How to slice?</td>
<td>- Market or Limit?</td>
</tr>
<tr>
<td>- When to trade?</td>
<td>- Aggressiveness?</td>
</tr>
<tr>
<td>- Size of slice?</td>
<td>- Fill instructions?</td>
</tr>
<tr>
<td>- Trade horizon?</td>
<td></td>
</tr>
<tr>
<td>- Risk aversion?</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Trading questions for a strategy.

Most of the questions are fairly intuitive for an order splitting strategy. The trade horizon is related to the risk aversion through the client preferences or investor criteria. For example, there could be constraints on the time of completion for the trade.

The trader can choose between placing market or limit orders, which both have their respective advantages and drawbacks. Aggressiveness refers to the price, compared to the best bid, at which a limit order is placed. Limit orders placed at the best price are the most aggressive. Fill instructions are specifications for the limit orders.

The risk aversion indicates how sensitive the client is to risk. A risk averse client dislikes risk and rather pays a premium to reduce the risk. In this case, the premium is the increased VWAP due to the market orders used in the trading, also allowing the trading to be completed faster as execution of orders are immediate. That is, the risk averse client pays the spread, but in turn will receive a VWAP that is close to the market TWAP. On the other hand, a risk inclined client is less sensitive against risk and allows for a longer trading horizon with the hope of obtaining a better VWAP using limit orders.

A viable trading strategy answers all the questions in table 4.2, as well as incorporating real-time market conditions together with client preferences and criteria. Such a strategy will be described in the following section.

4.2.2 A Hybrid Limit-Market Strategy Framework

The proposed strategy framework is a hybrid between a VWAP algorithm and a TWAP algorithm. The strategy divides the total volume between the two algorithms and then places limit and market orders to achieve the trading goal. That is, if the total volume is denoted by $S$ the volume is then distributed as follows

$$S = S(1 - \alpha) + S\alpha$$

$$\triangleq S^d + S^T, \quad (4.5)$$
where $\alpha$ is the risk aversion of the client. The strategy then contains the VWAP($\alpha = 0$) and TWAP($\alpha = 1$) as special cases. The TWAP part of the strategy trades according to the TWAP algorithm, with volume and trading horizon set by the VWAP part of the strategy. The VWAP part of the strategy, on the other hand, uses some different parameters to decide how to place limit orders, and will be explained below.

The engine of the VWAP part (referred to as the d-strategy in the following) uses a volume distribution function to inform trading decision. Assume, for the moment, that the rate at which limit orders are filled is known as a function of order volume and market activity. This rate can then be used to estimate the trading horizon, for a given $S^d$, for the d-strategy. Using this horizon, the volume $S^d$ is then distributed over intervals, or buckets, over the trading day using historic market data on the daily average turnover as a function time. This distribution then indicates how much volume to trade, using limit orders only, in each bucket. Larger turnover for a bucket implies a larger volume to trade. Using local predictions from a price model, limit orders are then placed in each bucket until either the volume for the bucket is depleted or the end of the bucket is reached. The volume distribution is then updated and redistributed using the information from the last bucket and the time left on the trading horizon. The d-strategy then continues in this way until trading is completed. Using this trading scheme, benefits of market and limit orders are combined in trying to obtain a better overall VWAP, while achieving the objectives.

The volume distributor should depend on several factors. Let $d()$ denote such a volume distribution, giving how much volume to trade in the current bucket. A general form for it is given in the equation below

$$d = d(t, S^d, S^T, \alpha, Turn, MI, TR, SVWAP - TWAP),$$

where the parameters are defined as follows:

- $S^d$ is the volume left for the d-strategy. The d-function is dynamic in that it updates the volume distribution depending on how much is left of the total volume. $d()$ is increasing in $S^d$.

- $S^T$ is the volume left for the TWAP part of the strategy. The d-function redistributes volumes depending on the progress for both parts of the strategy. $d()$ can be increasing or decreasing in $S^T$.

- $\alpha$ is the risk aversion of the client. The d-function depends on $\alpha$ through the market impact and the timing risk, with a higher $\alpha$ trying to reduce the timing risk. $d()$ is increasing in $\alpha$.

- Turn refers to the turnover of the market. The volume is distributed according to historical volume profiles, but can be updated using real-time measurements of market activity. $d()$ is increasing in the turnover.

- MI is the market impact. Market impact is generally undesirable as it can nega-
tively affect prices and reveal the intentions of the trader to other market participants. $d()$ is generally bounded by the market impact.

- $TR$ is the timing risk and refers to the risk associated with the market exposure. A larger order requires a longer trading horizon, which in turn implies a larger exposure to market volatility. $d()$ is increasing in the timing risk. $TR$ is a function of $\alpha$.

- $SVWAP - TWAP$ refers to the current VWAP of the total strategy (SWVAP) and the current TWAP of the market. This parameter allows for adjustments of the volume distribution depending on how the strategy is performing. For example, if the performing badly, more volume can be distributed to the VWAP part of the strategy, and vice versa. $d()$ is decreasing in this parameter.

Note that all parameters are functions of time. The $d$–function states how much volume to passively trade in the current bucket. It is updated at the end of each bucket to incorporate past events and future conditions.

Such a $d$–function then answers most of the questions in table 4.2, only leaving the questions of when to trade and how aggressive the limit orders should be. The question of when to trade can be answered using trend predictions from a price model. Trends are predicted using a price model and are then used to make short-term decisions. For example, if the predicted trend is negative (i.e. the price will decrease), the decision could be to not place a limit order for the duration of the prediction horizon. If the predicted trend is zero, the decision is to place a given quantity for the limit order. Finally, if the predicted trend is positive, the decision is to place a limit order for larger fraction of the given quantity. For example, the trend predictions $-1, 0, 1$ could correspond to limit orders of quantity $0, 1, 2$ volume units. This explains the usefulness of the precision measure defined in equation 2.3. That is, placing orders of quantity $1$ or $2$ is still good, as long as the true trend is not negative and this is the penalty defined in equation 2.3.

The aggressiveness of the limit order affects its execution probability, with larger and less aggressive orders requiring longer time to find matches on the market. Based on the execution probability as a function of order size and aggressiveness, together with the market activity, it is then possible to find the most profitable setting.

A strategy framework as the one described above offers a balance between the benefits of both market and limit order. Its dynamic updating allows it to react to current market conditions and adjust its behaviour accordingly. It also allows for the trading to be tailored to the clients preferences. Although exact results for the performance can not be derived without assumptions for the price and volume distributions of the market, some postulations can be made for the strategy. Its performance should, ceteris paribus, not be worse than that of a TWAP algorithm. Its performance compared to a VWAP strategy depends on the market conditions. The strategy will complete the trading in a shorter time period compared to a pure VWAP strategy. This implies that the pure VWAP has a larger timing risk, which can produce better or worse performance
depending on market conditions. However, the relevant benchmark for the algorithm should be a trading strategy executed in the same settings, including the trading horizon.

The strength of the modular formulation of the strategy is that each parameter can be modified separately, without altering the rest, allowing for many different strategies to be contained within the proposed framework. For example, the timing risk can be calculated in many different ways, but this does not affect the $d-$function. In a similar manner, the strategy framework allows for any functional form of the $d-$function. Using the notes on how each parameter should affect the $d-$function, a suitable form can be derived.

4.2.3 Simplifications & Simulations

To offer some indication on the performance capacity of the strategy framework presented, a simple version, adhering to the previous section, is presented in the following. Specifically, the following assumptions are made:

1. $S^d, S^T, \alpha$ and $\text{Turn}$ are known
2. $MI$ is set to be constant, independent of market activity. It is a fraction such that the maximum allowable trade volume per bucket is a fraction of the total market turnover
3. $TR$ is set to be constant, independent of market volatility and the remaining position, and additive to the $d-$function

In this case, the $d-$function has the following form

$$d_t = MI \times v_t + TR, \quad (4.7)$$

where $v_t$ is the turnover, in millions, at time $t$. The $d-$function is therefore linear in the turnover, market impact and timing risk.

Execution probabilities can be obtained from market data on the lifetimes of limit orders. Such data was unavailable at the time of writing, leaving the executions probabilities to be estimated from the data on average number of trades, as a function of time. It’s assumed that the execution probability is an increasing function of the number of trades. This assumption can then be used as a proxy for the execution probabilities. First, note that trades can either be limit or market orders. Assuming that the distribution between the two is constant over the day, the uninformative guess is that the trades are equally distributed between the two. Second, note that limit orders can be filled, partially filled or cancelled. Again, assume that the distribution between them is constant as a function of time. Similarly, the best uninformative guess for their relative distribution is uniform. Thus, an estimate for the amount of filled limit orders, as a function of time, is obtained. The time dependence follows from the average number of trades, which are measured each 30 min period over 60 trading days. Hence, the obtained estimate is the average
number of filled limit orders per 30 minute, or per bucket. Lastly, assuming that limit orders are filled at a constant rate and independent of each other, the number of limit orders follows a Poisson distribution. Let \( \lambda \) be the rate per bucket and \( t \) the length of a bucket. The Poisson then has mean \( \lambda t \) and the time between orders being filled then follows a \( \text{Exp}(\lambda) \) distribution. The total time required for \( N \) limit orders to be filled is then given by the gamma distribution, or

\[
\sum_{i=1}^{N} X_i \sim \text{Gamma}(N, 1/\lambda),
\]

with mean \( N\lambda^{-1} \). The rates \( \lambda \) are different for each bucket. An estimate of the trading horizon for the strategy can now be obtained as follows

\[
T\lambda s = S^d \Rightarrow T = S^d / \bar{s}
\]

where \( \bar{s} \) is the average execution rate and \( s \) is the average size for limit buy orders. The left hand side in the first equation is the expected value of a Poisson with rate parameter \( \lambda \), multiplied with the average size of each trade. This horizon can then be used for the TWAP part of the strategy. Together with trend predictions from the price model, the trading strategy can now readily be implemented.
Chapter 5

Modelling

5.1 Price model

The proposed price model, based on the ZIP-HMM, under study in this thesis can be written down as follows:

\[ P_{t+1} = P_t + C a_t, \]  

(5.1)

where \( P_t \) is the price at time \( t \), \( C \) is a scaling constant equal to the magnitude of one pip and \( \{ a_t \} \) follows the distribution induced by the HMM. From this equation, it is easy to see that it is the absolute returns of the price that are studied, or

\[ a_t = \frac{P_{t+1} - P_t}{C}. \]

\( a_t \) has the same unit as the price, as \( C \) is dimensionless. Time is measured in seconds such that there is one second between consecutive observations at \( t + 1 \) and \( t \).

5.2 Model training

5.2.1 Initial Parameter Estimates

The log-likelihood surface of the HMM is a function of the data, the dimension of the HMM and the form of the observation distribution, which in practice means that these surfaces are generally highly complex. Therefore, there is no straightforward way to infer where, e.g. at what parameter values, maxima of the log-likelihood occur, nor is it simple to determine whether the extreme values correspond to local or global maxima. The EM-algorithm is guaranteed to converge to local maxima. As such, the most common way to explore the log-likelihood surface is simply to run the algorithm using different initial estimates for the parameters.
The mixture components, the transition matrix and the initial distribution are all subject to stochastic constraints in order for them to form proper distributions. Hence, initial estimates can be obtained by simply generating random vectors and matrices, as no other information about their form is available, and properly normalizing them [39, Section 5C]. The lambda parameters of the Poissons are only subject to a positivity constraint but the role of the parameter in the distribution provides additional information about its effect. The expected value of a \( \text{Po}(\lambda) \) distributed random variable is \( \lambda \), hence initial values for the lambda parameters are obtained by setting them to be the means of clusters in the data.

The number of clusters is determined by the dimension of the HMM, that is the number of states for the chain and the number of Poissons in the observation distributions. The clusters themselves can be found using only the EM-algorithm but as it is sensitive to the initial parameter values, both in terms of the rate and stability of the convergence, the K-means algorithm is commonly used to find clusters in the data and calculate the sample mean of each cluster. The K-means algorithm is implemented in MATLAB through the \texttt{kmeans} function. Initial estimates for the HMM are therefore produced by generating random normalized vectors and matrices, together with the cluster means found by iterating the K-means algorithm for a few steps. To further promote exploration of the log-likelihood surface, variation can be introduced in the K-means estimates by only using a randomly selected sub-sample of the data when running the clustering algorithm, producing different clusters for each run.

The log-likelihood surface is difficult to illustrate as it is a function of many parameters. Some indication of the location of maxima can nonetheless be obtained by studying the convergence of the parameters. This will be analyzed by plotting parameter trajectories as functions of the number of iterations made in the EM-algorithm.

### 5.2.2 Stopping Criteria

Stopping criterion are necessary for the EM-algorithm in order to terminate when the algorithm appears to have found a maximum of the log-likelihood surface. Also, stopping criterion can prevent the EM-algorithm from converging to singularities of the log-likelihood function and spurious local maximizers, which could correspond to mixture components collapsing onto one data point [29, p. 99]. A common way to monitor convergence is to record the change in log-likelihood between subsequent values. If the difference is below some threshold, or if the number of iterations have reached the maximum allowed, the iteration stops. The same value for the threshold and the maximum allowed iterations were used in all runs of the EM-algorithm, set to \( 10^{-6} \) and 300 iterations.
5.2.3 Training data

The training data used as input in the EM-algorithm are the best bids on the market, observed between 08:00 and 16:00 GMT. These time periods correspond to the highest market activity on the European markets. The price process for the best asks on the market is essentially identical to the bids, with some variations due to fluctuations in the spread over the day.

The currency price data is discrete in the sense that the smallest unit of variation, pips, have a fixed size compared to the price. As the zero-inflated Poisson model is used to model pips, i.e. the model input is the absolute return in pips, the data needs to be transformed. This is done by simply calculating the change in price between subsequent observations and scaling the result with the inverse of the magnitude of one pip. This data will be referred to as count data.

The Poisson distribution only has support on the non-negative integers, while the count data contains negative integers, corresponding to a decrease in price. It is possible to incorporate a translation of a Poisson random variable by adding a constant \( c \) and then treat the constant as a parameter of the distribution, i.e.

\[
X \sim Po(\lambda), \quad Y \triangleq X - c, \quad p(Y = k) = p(X - c = k) = \frac{e^{-\lambda} \lambda^{k+c}}{(k+c)!}.
\]

Maximizing this distribution, which is necessary in the M-step of the EM-algorithm, with respect to the parameter \( c \) becomes problematic due to its appearance in a factorial. It might be possible to circumvent this problem by running the generalized EM algorithm [34], which does not maximize the complete data log-likelihood at each iteration, but instead tries to change the parameters such that the log-likelihood increases [7, p. 454]. This approach, however, was not further investigated in this thesis and the count data was simply translated, such that all value where non-negative, before being used in the algorithms. The effects and consequences of this method will be further analyzed in the discussion.

5.2.4 Simulation study

To study the convergence properties of the algorithm and the behaviour of the ZIP model, the HMM will first be trained using simulated data with known parameter values. That is, the data generating process is a ZIP(2,2) model. The sensitivity of the EM-algorithm to the initial values will also be assessed using a plot of the convergence trajectories for the emission distribution parameters.

It would be of interest to have a measure of similarity or distance between HMMs, in order to quantify how well the estimated models replicate the true model as well as offering a bound for the expected performance. Also, as noted in [39], even though two HMMs appear to be different, with different parameter values, they can still be equivalent.
in a statistical sense. For example, the conditional expectations in the ZIP(2,2) model involves more than 10 parameters, which implies that many models can produce the same distributional properties.

In [20] the authors proposed a "probabilistic distance measure for measuring the dissimilarity between pairs of hidden Markov models with arbitrary observation densities". The measure is based on a limit theorem from [37]. Specifically, let \( \Theta \) denote a probabilistic model, including a transition matrix \( A \) and observation probabilities \( B \), defining a measure denoted by \( \mu(\cdot|\Theta) \). Furthermore, let \( O_{1:T} \) denote an observation sequence of an ergodic stochastic process, from time 1 to \( T \), generated from the measure \( \mu(\cdot|\Theta_0) \), and define the function

\[
H_T(O, \Theta) = \frac{1}{T} \log \mu(O_{1:T}|\Theta),
\]

for each \( T \) and every observation sequence \( O_{1:T} \). \( H_T(O, \Theta) \) is a random variable of the probability space of models \( \Theta \). The limit theorem in [37] proves the following limit

\[
\lim_{T \to \infty} H_T(O, \Theta) = \lim_{T \to \infty} \frac{1}{T} \log \mu(O_{1:T}|\Theta) = H(\Theta_0, \Theta), \tag{5.2}
\]

where the limit exists almost everywhere \( \mu(\cdot|\Theta) \). The theorem also proves the following inequality

\[
H(\Theta_0, \Theta_0) \geq H(\Theta_0, \Theta), \tag{5.3}
\]

with equality if and only if \( \Theta \) is in the set of probability models such that \( \mu(\cdot|\Theta) = \mu(\cdot|\Theta_0) \), i.e. \( \Theta \) is in the set of probability models that are indistinguishable by the probability measure \( \mu(\cdot|\cdot) \). Using these results, the following distance measure can be defined

\[
D(\Theta_1, \Theta_2) = H(\Theta_0, \Theta_0) - H(\Theta_0, \Theta) = \lim_{T \to \infty} \frac{1}{T} \left[ \log P(O_{1:T}^{(2)}|\Theta_2) - \log P(O_{1:T}^{(2)}|\Theta_1) \right], \tag{5.4}
\]

where \( O_{1:T}^{(2)} \) is a sequence generated by the model \( \Theta_2 \), and \( P(\cdot|\Theta_i) \) are measure induced by the probabilistic models \( \Theta_1 \) and \( \Theta_2 \), respectively. The distance measure has information theoretic interpretations and 5.4 can be proven to be the Kullback-Leibler number between the two measures \( P(\cdot|\Theta_2) \) and \( P(\cdot|\Theta_1) \). More details on the derivation of the distance measure and its behaviour for different models can be found in [20].

In order to quantitatively assess how well the models estimated through the implemented EM-algorithm appear to resemble the generating model, the distance between the models will be calculated according to equation 5.4. The distance measure on simulated data also indicates how much data the model needs to converge and, once it has converged, it suggest a lower bound of the error or distance for the estimated model from the true model. A lower bound since the distance obtained in the ideal setting where the generating and estimated model are of the same form and dimension.
5.2.5 Implementation

All of the calculations and algorithms were implemented using MATLAB [27]. Some parts of the EM and BW algorithms do not depend on the form of the observation distribution and were implemented using functions from the MATLAB toolbox for HMMs by Murphy [32]. The remaining calculations were vectorized to the largest extent possible in order to reduce computation time by exploiting MATLAB’s efficient operations for vector and matrix operations.

5.3 Model fit

This section describes the methods used to analyze the fit of the HMM on the data.

5.3.1 Dimension of the HMM

Information criteria are used to assess and compare the fit of models with different dimensions, trained on the same data set. The two most commonly used are the Akaike information criterion, defined as

\[ AIC = -2 \log L + 2p, \] (5.5)

and the Bayesian information criterion, defined as

\[ BIC = -2 \log L + p \log(T), \] (5.6)

where \( \log L \) is the log-likelihood of the model on the data, \( T \) is the number of observations and \( p \) is the number of parameters in the model. From these equations it is easy to note that the BIC penalizes more complex models heavier than the AIC for \( T > e^2 \approx 8 \), which holds in almost all applications. The BIC therefore favours simpler models compared to the AIC [51]. Both of these ICs have the same form, with the first term measuring the fit of the model. It’s decreasing with the number of parameters. The second term is the penalty term and increases with the number of parameters.

The ICs are calculated for all estimated models and the model with the lowest IC (AIC or BIC) is the preferred one. As such, it is the difference in the IC-values that is of importance when comparing models. These differences can be interpreted in terms of probability of information loss, but if suffices to note here that \( \Delta IC_i \equiv IC_i - IC_{\text{min}} > 10 \), where \( IC_i \) and \( IC_{\text{min}} \) are the ICs for the \( i \)-th model and the best model, is enough to dismiss model \( i \) [3].

The ICs can also be used to calculate posterior probabilities of models. Let \( \{m_i\}_{i=1}^M \) denote a set of models and \( \pi \) denote the prior distribution over the models. The Bayesian
posterior probability[3] for model $m_i$ is then given as follows

$$P(m_i|\text{Data}) = \frac{\pi_i \exp(-\Delta\text{BIC}_i)}{\sum_{j=1}^{M} \pi_j \exp(-\Delta\text{BIC}_j)}$$

(5.7)

Models with lower BIC values have larger weights in this distribution, with largest weight assigned to the model with the smallest BIC value. With no prior information as to the relevance of each model, the prior can be set to be the uninformative uniform distribution.

Although work still remains to be done in the analysis of order estimation of HMMs, the BIC has been proven to be a strongly consistent Markov order estimator, which is a most desirable property for a good estimator [9]. Hence, the BIC will be the preferred IC in this thesis.

### 5.3.2 Learning Curves

The HMM is initially estimated using 8 hours of data (08:00-16:00), corresponding to the period of the day with the most market activity. Different combinations of the number of states and mixture components, according to table 5.1, are used and the resulting log-likelihoods are stored and used to calculate the AIC and BIC, from which the dimension of the preferred model can be found.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>16</td>
<td>20</td>
<td>22</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>27</td>
<td>33</td>
<td>39</td>
<td>45</td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td>40</td>
<td>48</td>
<td>56</td>
<td>64</td>
</tr>
<tr>
<td>5</td>
<td>45</td>
<td>55</td>
<td>65</td>
<td>75</td>
<td>85</td>
</tr>
</tbody>
</table>

Table 5.1: The number of parameters to estimate in the EM-algorithm as a function of the number of states (leftmost column) and the number of Poissons mixture components in the observation distributions, excluding 1 Dirac component.

For real-time applications, it is important that the model does not require a prohibitive amount of time and computation to produce reliable estimates. Furthermore, given the rapidly changing conditions in the market, yesterday’s data is generally a bad predictor of the market today in HFT. Consequently, it is of interest to study the HMM’s performance, measured as prediction accuracy, as a function of the number of training data points. Specifically, the HMM is trained using increasing lengths of the training data sequence, corresponding to increasing time intervals, during 3 different times of the day. The dimension of the HMM is obtained from the previous analysis on the full
data set. The best parameter values, i.e. the parameter estimates from 10 runs of the EM-algorithm on the data, are stored and plotted as a function of the length of the training sequence, forming the LCs. With the help of the LCs, the trade-off between prediction accuracy and computation cost, which is highly dependent on the size of the training data, can be assessed.

To reduce the possibility that the HMM trained on a full day of data is insensitive to intraday variations, the optimal model, with respect to the size of the training data, from the LC analysis will be evaluated at different times of the trading day under different market conditions. The ICs will then be used to investigate if any dimension of the HMM is preferred, compared to the dimension found for the full data, as described in the previous section.

5.4 Model Performance

This section describes the methods used to evaluate the prediction performance of the HMM on the data.

5.4.1 Price Prediction

The intended use of the model is for predictive modelling, hence predictions must be obtained from the model. Predictions of the price are obtained from the predictive distribution, as described in the theory section. The prediction accuracy of the HMM is assessed by calculating the mean prediction error (MPE) and the standard deviation of the prediction error (SDPE), defined as follows

\[ MPE_t = \frac{1}{M} \sum_{j=1}^{M} (y_t - x_{tj}), \]
\[ SDPE_t = \sqrt{\frac{1}{M} \sum_{j=1}^{M} (y_t - x_{tj})^2}, \]

where \( y_t \) is the observation at time \( t \) and \( x_{tj} \) is the \( j \):th prediction at time \( t \).

After the MC has converged to the stationary distribution, say when \( s > n \) for some \( n \geq 1 \), the prediction intervals will remain constant for all \( s > n \), generating constant predictions independent of time which is unrealistic. However, the predictions of the HMM are probably still relevant up to some time bound, after which they become unreliable. Therefore, it’s of interest to determine for how long the predictive distribution appears to be valid. That is, how long the market does appear to follow the model before it needs to be re-calibrated using new data, is of relevance. This will by studied by calculating the MPE and SDPE for the HMM using different prediction horizons during
different times of the day. The prediction accuracy of the HMM will also be compared to the Geometric Brownian Motion of financial time series.

5.4.2 Trend Prediction

While prediction error, as calculated above, is a common way to gauge the performance of a predictive model, the utility gained from predicting prices is not always clear. For example, Buy-and-Hold strategies rely on predictions of the direction of price movements, as compared to the exact price, for trading decisions. Intuitively, predicting the trend in price process should be easier than predicting the exact price, as the latter is an outcome from a much larger probability space compared to the former. That is, the future price can increase, decrease or remain constant and nothing else, while the exact price can take numerous values. Obviously, a model able to accurately predict future prices will also predict trends well. But a model with poor accuracy in price predictions might prove to be useful if it can accurately estimate trends and offer more insight than simply randomly guessing the future trend. Hence, the HMM’s ability to predict the direction of the price process is of importance and will be studied.

Classification

The study of the trend prediction can conveniently be cast into a classification framework. Specifically, let $P_t$ denote the price at time $t$ and $C_{t,t+s}$ ($s \geq 1$) the true class at time $t+s$ relative to time $t$. The classifier can now be defined as follows

$$C_{t,t+s} = \begin{cases} 
-1, & \text{if } P_{t+s} < P_t - \varepsilon \\
0, & \text{if } P_t - \varepsilon \leq P_{t+s} \leq P_t + \varepsilon \\
1, & \text{if } P_{t+s} > P_t + \varepsilon 
\end{cases} \quad (5.10)$$

where $\varepsilon$ is a variable allowing for some slack. The trend predictor, or classifier, on the other hand is not as straightforward to define. One way to classify the observations is through the Bayes’ classifier. It simply assigns, for each observation, the class that is most likely [18, p. 38]. It is well known, in the classification setting, that the error rate, the average number of misclassifications, is minimized by the Bayes’ classifier. The problem is that the distribution of the each class conditional on the data is required, which is unknown unless the true distribution of the data is known.

Another possible way to define the classes is through the cumulative distribution function of the generated predictions. That is, the exact form of the predictive distribution $P(O_{t+s}|O_{1:t})$, as given in equation 2.40 in the theory section is known. In the section on mixture distributions it was demonstrated how the CDF can be derived in equation 2.9. Using this, together with the realization that $P(O_{t+s}|O_{1:t})$ is a mixture of mixture distributions, allows for the CDF to be calculated. By studying the location of the last observations compared to the CDF, predictions are then made about the apparent
trend in the data. Specifically, let $X$ be a random variable with CDF $F(x)$ and let $Q(p) = \inf\{x \in \mathbb{R} : p \leq F(x)\}$ be the quantile function. The following quantiles of the CDF are then calculated

$$LP = Q(p - \delta),\ CP = Q(p),\ UP = Q(p + \delta).$$  \hspace{1cm} (5.11)

Using these quantiles, the following distances can then be calculated

$$d_1 = |O_t - LP|,\ d_2 = |O_t - CP|,\ d_3 = |O_t - UP|.$$  \hspace{1cm} (5.12)

Now, let $d = [d_1, d_2, d_3]$ and let $\hat{C}_{t,t+s}$ denote the estimated class at time $t + s$, relative to time $t$. The classifier can now be defined as follows

$$\hat{C}_{t,t+s} = \begin{cases} 
-1, & \text{if } \min_i d(i) = 1 \\
0, & \text{if } \min_i d(i) = 2 \\
1, & \text{if } \min_i d(i) = 3
\end{cases}.$$  \hspace{1cm} (5.13)

In words, the classifier assigns a class based on the distance from the last observation to the 3 points in equation 5.11, which give information on the form of the CDF.

**Ensemble Classifier**

As mentioned in earlier sections, the parameter estimation is sensitive to the initial estimates in the BW-algorithm. Several runs of the BW-algorithm are therefore used to produce, hopefully, better parameter estimates. It is possible to only use the estimates from the best model, i.e. the one with highest likelihood, in which the remaining models are discarded. A more efficient use of the models is to use them, together with the best model, to form a combined learner, using predictions from all models to generate one final prediction. That is, the ensemble of models are used together to form a combined prediction, which hopefully has higher accuracy than the models separately. Ensemble methods are well-known within the field of machine learning and have been shown to produce classifiers with improved predictive performance compared to its individual classifiers [40]. It also allows for some variation in the parameter estimates of the HMM, capturing some of the uncertainty and making the predictions from the model more robust in the initial estimates.

The results from each classifier are combined to produce the ensemble classifier, where the "credibility" of each classifier, i.e. its weight in the ensemble, has to be specified. Without any prior information as to the suitability of each model, it is reasonable to give more weight to models that produce better fit scores. The fit of the HMMs was assessed through ICs, specifically the BIC. The method for calculating posterior model probabilities using the BICs, given in the section on ICs above, can conveniently be used to weigh the results from each classifier in the ensemble. The ensemble classifier then
outputs the class with the largest total weight in the ensemble. Formally, we can express
the ensemble classification as follows

$$
\hat{C}_{t,t+s}^E = \max_{\hat{C}} \omega_i \cdot I[\hat{C}_i] (\hat{C}_{t,t+s}^i),
$$

(5.14)

where $\omega_i$ are weights, defined in equation 5.7, $\hat{C} \in \{1, 0, 1\}$, $n$ is the number of single
classifiers and $\hat{C}_{t,t+s}^i$ are their corresponding predictions.

The classification accuracy of the ensemble will be evaluated by training 6 HMMs on a
time window of data (1 hour of observations), generating observations from the predic-
tive distributions and then finding the true and the estimated class, for each classifier.
They are then combined to form the ensemble classifier, after which a prediction is pro-
duced. The time window is then moved 1 minute ahead and the process is repeated.
The accuracy is recorded for $s = 15, 30, 45, 60, 75, 90, 120, 180$ s in equation 5.10, corre-
sponding to predictions of the trend for different horizons. The results can conveniently
be summarized in confusion matrices, which display the distribution of the predicted
classes for each true class.
Chapter 6

Results

6.1 Training

The implemented algorithm was first trained on simulated data using the simplest ZIP-HMM with 2 states and 2 mixture components (1 Poisson and 1 Dirac). Parameter trajectories \( \hat{\lambda}_1(t), \hat{\lambda}_2(t) \) of the estimated Poisson parameters as functions of the length of the training sequence are plotted in figure 6.1, together with the true parameters of the simulation.

The BW algorithm appears to be able to locate the true values of the parameters, indicated by the parameter trajectories converging to the true values of the Poisson components. The results suggest that the convergence properties of the algorithm are sensitive to the initial estimates used, even in this toy example where the generating model is itself a HMM. Two different initial estimates may yield similar results but one may require many more iterations than the other before converging. This implies that proper initialization is highly important when training HMMs.

The BW algorithm, using the HMM toolbox in [32], was ran on the prototype HMM with Gaussian mixtures as emission distribution can be found in figure 9.2 in the appendix, showing parameter trajectories for the mixture distribution in a GM-HMM with 2 states and 2 mixture components. Again, the EM-algorithm appear to move close to the true value of the generating distribution. This indicates that the implementation of the EM-algorithm in this thesis does not behave badly compared to standard results for HMMs.
Figure 6.1: Plot of 5 parameter trajectories for the simulated data, using a ZIP(2,2). The x-axis shows the Poisson parameter in first state and the y-axis shows the parameter in the second state. The red x:s marks the initial guesses for each run of the EM-algorithm, and the green circles show the final values. The true value for the simulated data is indicated by the cyan diamond. The sequence length was set to be 10 000 and the algorithm was allowed to extensively search the parameter space by setting the maximum iterations allowed and convergence threshold to be 600 and $10^{-8}$, respectively.

The model distance, defined in equation 5.4 above, was also calculated for the estimated ZIP-HMM model and the results can be found in figure 6.2 below. The figure shows the distance, between the best of 10 estimated models, to the true model as a function of the length of the training sequence. The distance decreases with increasing sequence length, which is expected since the parameters of the estimated model converge at some point, after which additional data has little effect on the parameter values. The rate of convergence of the distance to its limit appears to rapidly decrease after about 4 000 observations, and the distance does not decrease much with increasing sequence length after this point. A sequence length of 90 000 observations (not shown in the plot) produced a distance of 0.0101, which is only slightly smaller than the final value in the plot. This does not necessarily imply that this is the limit of the distance. Instead, it implies that there is little to be gained, in terms of finding the true model, when using more than approximately 7 000 observations. In fact, the distance is within 1% of its value at 90 000 observation, after approximately 4 000 observations, which implies that this is the minimum number of observations that should be used when training the model on real data.
Figure 6.2: Plot of the model distance as a function of the length of the training sequence, for the ZIP(2,2) model trained on simulated data from a ZIP(2,2) model.

It might be somewhat surprising that the model distance does not approach zero when the estimated Poisson parameters converge to their true value. The explanation for this is that Poisson parameters only constitute a subset of the parameters of the HMM. That is, the remaining estimates (for the transition matrix, initial distribution and the mixture weights) are not equal to their true values, yielding two different HMMs, and consequently the distance is not zero. In fact, the limit result in equation 5.3 suggest that the distance only becomes zero if the two HMMs are indistinguishable.

6.2 Fit

The results from training the HMMs on the full training data set (08:00-16:00) for different dimensions can be found in table 6.1. The BIC appears to favour, with some margin, the simplest model possible, that is the ZIP(2,2) model. The conclusion from the AIC is similar to the BIC with the ZIP(2,2) model being favoured, except that the AIC is also in favour of the ZIP(2,5) model. This model has the largest log-likelihood value of all models but requires 24 parameters to be estimated, compared to the 12 for the ZIP(2,2). As mentioned earlier, the BIC is the preferred IC, therefore the ZIP(2,2) model is the one chosen.

The large variations in the number of iterations, and consequently run-time, made in the different runs again demonstrate the sensitivity of the EM-algorithm to the initial parameter estimates. In particular, the ZIP(2,5) model arrived at the largest likelihood in less than half of the iterations made in the best ZIP(2,2) run.
<table>
<thead>
<tr>
<th>K</th>
<th>D</th>
<th>Log-likelihood</th>
<th>BIC</th>
<th>AIC</th>
<th>Iterations</th>
<th>Run-time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>-11730,606396</td>
<td>23584,430360</td>
<td>23485,212792</td>
<td>16</td>
<td>80,484</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>-11730,990380</td>
<td>23677,611504</td>
<td>23503,980760</td>
<td>15</td>
<td>83,875</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>-11736,356553</td>
<td>23678,075719</td>
<td>23512,713106</td>
<td>23</td>
<td>124,406</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>-11718,575588</td>
<td>23683,586312</td>
<td>23485,151176</td>
<td>6</td>
<td>27,781</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>-11734,663077</td>
<td>23746,565682</td>
<td>23523,326154</td>
<td>34</td>
<td>207,969</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>-11726,517317</td>
<td>23781,614815</td>
<td>23517,034634</td>
<td>21</td>
<td>105,219</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>-11809,344191</td>
<td>23782,978473</td>
<td>23650,688382</td>
<td>44</td>
<td>246,484</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>-11761,327526</td>
<td>23861,503364</td>
<td>23588,655052</td>
<td>135</td>
<td>890,063</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>-11734,433567</td>
<td>23930,933014</td>
<td>23558,867134</td>
<td>23</td>
<td>116,047</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>-11761,327526</td>
<td>23923,112148</td>
<td>23600,655052</td>
<td>135</td>
<td>890,063</td>
</tr>
</tbody>
</table>

Table 6.1: Dimensions of the 10 best models, with respect to the BIC, for the EURUSD all trained using the data from 08:00 to 16:00. Each dimension shows the best model, i.e. largest log-likelihood over 10 runs. The table also shows the AIC, number of iterations made and the total run-time of the algorithm (all algorithm runs were performed using the same MATLAB settings and computer, making them comparable)

Learning curves for the best model are given in table 6.1 and figure 6.3. The curves show that the emission distribution parameter estimates, in both states, have essentially converged after 60 minutes of training data. Adding more training data has little to no effect on the parameter values, suggesting there is a diminishing return in information content, for the model, of the additional data. This can be compared to the study of the model distance described earlier, where the distance had converged for the training sequence of about 3500 observations, which is almost exactly one hour of data.
Figure 6.3: Parameter values for the mixture distribution as functions of the number of training data points, for the EURSEK with $K = 2, D = 2$. The solid lines are for the Poisson parameter in the state with the largest weight component for the Dirac, and the dotted lines represent the Poisson parameter in the other state. The colors represent the data sequence used, with blue, red and green corresponding to training sequences beginning at 08:00, 12:00 and 14:00. The other sequences showed similar results.

Using the results from the Learning Curve experiments, shorter models using 1-hour long training sequences were estimated for each of the dimensions listed in table 6.1, for each hour in the interval 08:00-16:00. Some of the results can be found in table 6.2. The results shows that the ZIP(2,2) model is preferred in all of the cases, with the general results being similar to those obtained for the larger models in table 6.1. Hence, the ZIP(2,2) model will be used in the following analysis.
<table>
<thead>
<tr>
<th>Time Period</th>
<th>K</th>
<th>D</th>
<th>Log-likelihood</th>
<th>Run-time [s]</th>
<th>Iterations</th>
<th>BIC</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>08:00 - 09:00</td>
<td>2</td>
<td>2</td>
<td>-2678.718161</td>
<td>15,156</td>
<td>19</td>
<td>5400.111952</td>
<td>5381.436322</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>-2672.345761</td>
<td>41,828</td>
<td>51</td>
<td>5419.373875</td>
<td>5386.691523</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>-2689.782895</td>
<td>25,781</td>
<td>35</td>
<td>5450.691840</td>
<td>5419.565790</td>
</tr>
<tr>
<td>12:00 - 13:00</td>
<td>2</td>
<td>2</td>
<td>-1513.094183</td>
<td>16,510</td>
<td>21</td>
<td>3068.863997</td>
<td>3050.188367</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>-1520.202850</td>
<td>15,641</td>
<td>18</td>
<td>3115.088052</td>
<td>3082.405699</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>-1515.591067</td>
<td>11,688</td>
<td>15</td>
<td>3102.308183</td>
<td>3071.182133</td>
</tr>
<tr>
<td>15:00 - 16:00</td>
<td>2</td>
<td>2</td>
<td>-1553.600253</td>
<td>8,594</td>
<td>11</td>
<td>3149.876136</td>
<td>3131.200506</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>-1548.859225</td>
<td>7,078</td>
<td>9</td>
<td>3172.400802</td>
<td>3139.718449</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>-1566.217777</td>
<td>36,453</td>
<td>50</td>
<td>3203.561604</td>
<td>3172.435554</td>
</tr>
</tbody>
</table>

Table 6.2: Table of results from the EM-algorithm ran on models, trained using 1 hour of data. Models of all dimensions in table 6.1 were analyzed and the 3 best during each time periods are presented here.

6.3 Performance

Plots of the predictions from the HMM and the GBM can be found in figure 6.4, for data trained during 08:00-09:00, calculated at the values given in the header of table 6.3. The mean and the standard deviation for the predictions quickly shows little variation for the HMM, indicating that the underlying MC has converged, after which the predictive distribution does not change with time. The GBM on the other hand shows the behaviour expected according to equation 2.6, with the mean being close to $S_0$, or the last observation in data, due to the small value for the trend $\mu \approx -3.5 \cdot 10^{-7}$. The variance shows a more rapid increase, due to the larger value for the $\sigma$ parameter ($\approx 5.3 \cdot 10^{-5}$), and the normally distributed variance for the Brownian motion driving the GBM. This can also be noted from the resemblance of the standard deviation estimates for the GBM in figure 6.4, to a sideways Gaussian ”bell”. The prediction mean for the HMM is, however, not zero but instead it’s determined by the predictive distribution. In the figure, the prediction mean is slightly below the last observation.
Figure 6.4: Plot of predictions for the price using the HMM(red) and the GBM(blue). The black line shows the true price process. The red "+" shows the prediction means and the red dots shows 2 times the standard deviation in the predictions, generated using 1000 draws, expressed in pips. The blue crosses and dots show the means and bounds for the GBM. The red dotted vertical line to the left shows the last observation used in the training data. As noted earlier, the bounds for the HMM are essentially identical, after approximately 60 seconds, indicating that the chain converged to the stationary distribution.

A similar study as the one in figure 6.4 for every trading hour of the day can be found in tables 6.3 and 6.4, with the difference that the MPE and SDPE are studied instead of the mean and the standard deviation of the predictions. The table show that the behaviour of the HMM and GBM are similar for the different times of the day. In particular, the error in the predictions appears to closely follow the trading intensity, as given in figure 3.3 of the average turnover. Larger turnover implies higher market activity, which in turn implies a larger variation in the price process. The errors, for both the HMM and the GBM, follow the U-shape in the turnover curve, and taking its minimal value in the bottom of the curve.

The HMM does appear to perform better than the GBM, as the MPE is smaller for the HMM for almost all prediction hours and horizons with some exceptions in table 6.4 for longer horizons. It is worth to note, however, that due to the small variance in the predictions for the HMM, the true value is often not within the ± bounds stated, whenever the magnitude of the MPE is larger than approximately 5 pips. This is not the case for the GBM, which almost always captures the true value within the bounds, due to their larger sizes.

Overall, the performance of the HMM is comparable to the GBM. The HMM often generates smaller MPEs but the GBM generates larger confidence bounds containing the true value. In general, the performance becomes worse, with respect to the MPE, for
Table 6.3: Prediction accuracy, measured as described in the method section (equation 5.8), for the HMM and the GBM, for different prediction horizons and different times during the day. The entries show the MPE ± SDPE for the HMM, with the corresponding values for the GBM given in the parentheses. The values were calculated using 1000 draws.

<table>
<thead>
<tr>
<th>Time</th>
<th>15 s</th>
<th>30 s</th>
<th>45 s</th>
<th>60 s</th>
</tr>
</thead>
<tbody>
<tr>
<td>08:00-09:00</td>
<td>0(1)±5(19)</td>
<td>-10(-11)±5(27)</td>
<td>-10(-11)±6(34)</td>
<td>-15(-18)±5(39)</td>
</tr>
<tr>
<td>09:00-10:00</td>
<td>-5(-10)±5(12)</td>
<td>0(2)±4(17)</td>
<td>15(16)±4(21)</td>
<td>15(17)±4(25)</td>
</tr>
<tr>
<td>10:00-11:00</td>
<td>0(0)±2(7)</td>
<td>0(-1)±3(10)</td>
<td>0(-1)±2(12)</td>
<td>0(-2)±2(14)</td>
</tr>
<tr>
<td>11:00-12:00</td>
<td>0(0)±2(7)</td>
<td>0(0)±2(10)</td>
<td>10(10)±2(12)</td>
<td>10(9)±2(13)</td>
</tr>
<tr>
<td>12:00-13:00</td>
<td>0(2)±4(11)</td>
<td>0(1)±4(16)</td>
<td>-10(-8)±3(19)</td>
<td>0(3)±4(23)</td>
</tr>
<tr>
<td>13:00-14:00</td>
<td>0(-1)±4(8)</td>
<td>0(0)±3(12)</td>
<td>0(-2)±4(15)</td>
<td>0(-1)±4(16)</td>
</tr>
<tr>
<td>14:00-15:00</td>
<td>-10(-10)±4(9)</td>
<td>0(-10)±3(14)</td>
<td>5(6)±4(16)</td>
<td>5(5)±4(20)</td>
</tr>
<tr>
<td>15:00-16:00</td>
<td>0(0)±4(11)</td>
<td>10(9)±4(15)</td>
<td>5(4)±4(18)</td>
<td>10(9)±3(22)</td>
</tr>
</tbody>
</table>

Table 6.4: Prediction accuracy, same as in table 6.3, with longer prediction horizons.

Results from the trend prediction can be found in table 6.6, showing confusion matrices for the different prediction horizons. These were calculated using sliding data windows and 6 HMMs, chosen to balance computational load and accuracy, for each window to produce the ensemble classifier. A probabilistic component was introduced to the classifier defined in equation 5.13, by assigning probabilities to each class and then
sampling from the resulting distribution. That is, probabilities were calculated for the


distances in equation 5.12 using an exponential distribution. These 3 probabilities were
then normalized to form a discrete distribution, from which a class was drawn. This
way, the closest distances has the highest probability of being chosen, but with the
addition of uncertainty to the classifier through the probabilities. The \( \lambda \) parameter for
the exponential was found by calculating the distances from the points, corresponding
to the true class, to the last observation. Fifty simulations using this method were ran
for each horizons and the average of the respective confusion matrices is shown in table


6.6.

The table shows that the sensitivity of the ensemble classifier is essentially that of a


random classifier for which all entries are equal to \( \frac{1}{|\mathcal{C}|} \), where \( \mathcal{C} \) is the set of classes.
This implies that the classifier has no apparent discriminative advantage over a random
classifier as far as detecting the true trend. In other words, the performance of the
classifier is not worse compared to that of a random classifier.


<table>
<thead>
<tr>
<th></th>
<th>-1</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 s</td>
<td>20(6)%</td>
<td>45(5)%</td>
<td>1(12)%</td>
</tr>
<tr>
<td>30 s</td>
<td>7(7)%</td>
<td>37(13)%</td>
<td>2(5)%</td>
</tr>
<tr>
<td>45 s</td>
<td>-5(7)%</td>
<td>21(15)%</td>
<td>1(6)%</td>
</tr>
<tr>
<td>60 s</td>
<td>-17(7)%</td>
<td>-14(11)%</td>
<td>3(6)%</td>
</tr>
<tr>
<td>75 s</td>
<td>-12(3)%</td>
<td>-23(7)%</td>
<td>-4(6)%</td>
</tr>
<tr>
<td>90 s</td>
<td>-18(6)%</td>
<td>-44(10)%</td>
<td>-4(6)%</td>
</tr>
<tr>
<td>120 s</td>
<td>-19(6)%</td>
<td>-50(12)%</td>
<td>-4(5)%</td>
</tr>
<tr>
<td>180 s</td>
<td>-23(5)%</td>
<td>-80(7)%</td>
<td>-6(6)%</td>
</tr>
</tbody>
</table>

Table 6.5: Values of the \( F_\beta \)-measure, with \( \beta = 1/2 \), calculated for the confusion matrices in
table 6.6.

The sensitivity of the classifier affects its precision. Specifically, the precision will depend
on how many counts there are of each true trend, as these become evenly distributed
across the class predictions. Hence, the precision, as defined in equation 2.1 is somewhat
unreliable. For the other definition of precision, given in equation 2.3, the ensemble
classifier shows better performance compared to a random classifier.

Table 6.6 does not show the variation in the classifier, which instead can be found in table
6.5. This table shows the relative difference in the \( F_\beta \)-measure (equation 2.2) for the
ensemble classifier compared to that of a random classifier, calculated from 50 simulations
of the confusion matrices, together with the standard deviation of the values. From this
table it’s evident that the performance of the price model is consistently bad, compared
to the random generator, for prediction horizons longer than 45 seconds. Reasonably,
the best performance is obtained for the shortest prediction horizon.

(a) Prediction horizon: 15 s

\[
\begin{array}{ccc}
-1 & 0 & 1 \\
-1 & 41 & 38 & 40 \\
0 & 84 & 86 & 92 \\
1 & 13 & 14 & 15 \\
\end{array}
\]

(b) Prediction horizon: 30 s

\[
\begin{array}{ccc}
-1 & 0 & 1 \\
-1 & 41 & 40 & 45 \\
0 & 56 & 55 & 60 \\
1 & 41 & 43 & 42 \\
\end{array}
\]

(c) Prediction horizon: 45 s

\[
\begin{array}{ccc}
-1 & 0 & 1 \\
-1 & 41 & 39 & 42 \\
0 & 47 & 47 & 46 \\
1 & 51 & 53 & 57 \\
\end{array}
\]

(d) Prediction horizon: 60 s

\[
\begin{array}{ccc}
-1 & 0 & 1 \\
-1 & 41 & 39 & 42 \\
0 & 30 & 31 & 30 \\
1 & 69 & 71 & 70 \\
\end{array}
\]

(e) Prediction horizon: 75 s

\[
\begin{array}{ccc}
-1 & 0 & 1 \\
-1 & 50 & 49 & 51 \\
0 & 29 & 28 & 27 \\
1 & 60 & 64 & 65 \\
\end{array}
\]

(f) Prediction horizon: 90 s

\[
\begin{array}{ccc}
-1 & 0 & 1 \\
-1 & 50 & 48 & 52 \\
0 & 18 & 19 & 19 \\
1 & 77 & 73 & 73 \\
\end{array}
\]

(g) Prediction horizon: 120 s

\[
\begin{array}{ccc}
-1 & 0 & 1 \\
-1 & 51 & 51 & 55 \\
0 & 17 & 17 & 16 \\
1 & 71 & 71 & 75 \\
\end{array}
\]

(h) Prediction horizon: 180 s

\[
\begin{array}{ccc}
-1 & 0 & 1 \\
-1 & 54 & 58 & 59 \\
0 & 7 & 7 & 7 \\
1 & 77 & 76 & 78 \\
\end{array}
\]

Table 6.6: Confusion matrices for each prediction horizon, calculated as described in the method section. Each element is the average of 20 runs, such that the total count is preserved. The rows show the true classes and the columns show the predicted classes, such that the entry in row $i$ and column $j$ show the number of class $j$ predictions when the true class is $i$. 
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6.4 Trading

Due to the computational load of the HMM ensemble learner, it was not included as a trend predictor in the strategy. Recalculating and updating the model proved to be too time consuming, although the model showed some promise in the previous results. Furthermore, the modular form of the strategy implies that it can be used without a price model. The placement of limits orders was randomized (which is essentially a random walk for the price process) for each bucket, while verifying that the expected value for the total trading time in each bucket did not exceed the duration of the buckets.

The set parameter values used in the simulations of the trading strategy, for EURSEK, are

\[ S^d + S^T = 100, MI = 10\%, TR = 1, \]

The estimation procedure described for obtaining an estimate of the execution rate yielded the value 0.015, which corresponds to an average value of 1/0.015 \( \approx \) 70 seconds. That is, on average, a limit order requires 70 seconds before being filled. If the average size of a limit buy order is 1 million EUR, a bucket where 10 orders are to be placed then requires 700 seconds on average for the orders to be filled. This corresponds to \( 700/1800 \approx 40\% \) of the total bucket size, or bucket duration.

Using these settings, trading simulations were ran 10-15 different times for the start of the trading, depending on the horizon required for the strategy. For each starting time, 1000 simulations were ran for the trading simulations and the results were recorded. This was repeated for different values of \( \alpha \), and the results can be found in figure 6.5 below. Duration is the time required for the strategy from start to the end of trading. The profit is defined as the difference between the market TWAP and the strategy VWAP, expressed in pips. These values can also be found in table 9.1, together with their corresponding standard deviations.
Figure 6.5: Trading performance for the strategy as a function of the risk aversion parameter $\alpha$.

As expected, the strategy generates larger profits when the VWAP part of the strategy accounts for a larger share of the total volume. The larger profit comes at the expense of time, as longer trading horizons are required. The profit and duration curves appear to be quite stable over the day, which can also been seen in table 9.1 in the appendix.

A plot of the cumulative volume distribution, as a function of time, for several simulations can be found in figure 6.6 in the appendix. They demonstrate the variation in the trading duration due to the probabilistic nature of the limit orders.
Figure 6.6: Plot of the cumulative volume distribution over time, for trading started at 09:00 with $\alpha = 0.4$. Note that a TWAP algorithm would produce a line with slope 1, while a VWAP can produce curves of many different forms.

One curious result is the distribution of the profits for the different simulations. Figure 6.7 shows a histogram of the profit distribution, with trading starting at 09:00, $\alpha = 0.4$, and 1000 simulations. The distribution is clearly multimodal, with two local maxima (one around 15 pips and the other around 30 pips). This behaviour was observed for the majority of the trading simulations and also in the trading durations. Another noteworthy aspect of the histogram is the small number of simulations yielding negative profits, indicating that the strategy is performing well compared to the benchmark, the TWAP.
Figure 6.7: Histogram of the profit distribution for trading started at 09:00 with $\alpha = 0.4$, estimated using 1000 simulations of the trading strategy.
Chapter 7

Discussion

This section provides an analysis and discussion of the results, with the disposition being split into two parts: one for the price model and one for the strategy. In short, the HMM, individually for price predictions and as an ensemble for classification, outperforms a random walk for some prediction horizons. The simplest possible version of the strategy, without a price model driving execution decisions, appears to perform well on the data, although more testing is required before any general conclusions can be made.

7.1 ZIP-HMMs

The initial idea of the project was to use HMMs for modelling high-frequency exchange rates. Poisson distributions were used as the price data obtained is discrete, but other discrete distributions can be used in the modelling. The introduction of ZIP models was to provide the HMMs with some flexibility to accommodate for the large amount of zeros in the data. Indeed, roughly a third of the observations generated zeros. This increased flexibility. In comparison, HMMs with emission distributions given by Gaussian mixtures were also estimated for the data (results not shown here). These estimation algorithms generally ran into trouble, in part due to the excess amount of zeros, but also due to the discrete nature of the data. The ZIP models proved to be more stable as well as more accurate, providing credibility and justification to the use of discrete HMMs when modelling FX price data. The estimation algorithm also appear to be more stable for discrete models, which can be seen from the studies performed on simulated data.

As to the performance of the ZIP-HMMS, in both the price and trend prediction, it outperforms a random walk in some cases. Specifically, the HMM is superior for shorter prediction horizons, after which the performance becomes worse. This is an expected property of the HMM, due to convergence of the hidden MC to the stationary distribution. That is, the HMM "forgets" its filter and becomes independent of time, which is not desirable for a predictive model. This is, however, not necessarily a drawback for
HMMs in particular but for predictive models in general. One solution is to update the HMMs by re-estimating the parameters, but this can quickly become computationally intensive. The usefulness of the HMM, or any price model, should therefore be measured as a trade-off between the predictive performance and the computational intensity.

One drawback of the HMM, however, is the implicit geometric state distributions. That is, the state transitions are governed by the discrete MC, for which the probability of staying in one state has a geometric distribution, with the parameter given by the self-transition probability. This is a limitation of the HMM and there is no general reason for why this is a good approximation for the price process, other than providing an approximation of the actual state durations. It is possible to extend the duration distributions of HMMs to any arbitrary distribution by using so-called Hidden Semi-Markov models. This was out of the scope for this thesis and was not further investigated.

A somewhat surprising result is the small size of the HMMs preferred by the information criterion. Specifically, the ZIP(2,2) was the dominant model in all tests, outperforming other models with a margin. This naturally raises the question of what the states are actually detecting. Looking at the weights of the mixture distributions in each state, the HMMs appear to overwhelmingly favour zeros in one state and a more even distribution between the mixture components in the other state. Indeed, the weight for the Dirac component was observed to be close to 1 in some cases. The interpretation of these results is that the price process appears to have two phases: one in which the price is inactive, making few jumps and shows little movement, and one in which the price is active and can move in both directions. It is possible that more information about the two phases of the price process can be obtained by studying the order book, which is intimately related to the price process. Order book data could then be incorporated into the HMM, which is univariate in this thesis, which could lead to a better understanding of the real-world phenomena responsible for the different phases of the price process.

As a final note, the results from the ensemble learner suggest that the HMM could be used to improve the trading performance of the devised strategy. This is mainly due to the ZIP-HMMs ability to deal with the large amount of zeros in the data. This is also the rationale for the alternative definition of precision given in the theory section. That is, the ensemble learner has superior sensitivity for detecting when the true class is zero (i.e. no predicted trend). Together with estimated precision, this provides some justification for the use of HMM to form an ensemble learner.

7.2 Strategy Framework

The proposed strategy framework is fairly general and can be greatly customized to suit the problem at hand. It rests on two simple ideas. The first is that the performance of the trading can be improved by combining the strengths of both the TWAP and the VWAP trading algorithms. The second is that locally optimal decisions are sufficient for
global performance. Maximizing profit over the full trading day requires predictions over the whole day, which is extremely difficult and somewhat of the holy grail of trading. In comparison, predicting trends one hour ahead in FX corresponds to predicting stock prices 10 years ahead. Furthermore, the objective of the trading is unloading a large volume, not proprietary trading. As such, the goal is to trade at the best price possible during the fixed trading horizon, not simply wait for the best price over the day.

The specifications and parameters included in the strategy allows for dynamic trading, able to react to current market conditions, as well as allowing the strategy to be adjusted to client or trader preferences. Deriving theoretical limits on performance, using assumptions for the volume and price processes, is possible using methods from the theory of optimal control. This was, however, out of the scope for the thesis and simulations were instead used to provide some justification as to the performance of the strategy.

One possible criticism against the strategy is that trading on both sides of the spread can adversely affect the market. This is certainly the case, but this not an artifact of the trading, rather it’s a consequence of market impact. This limits the volume that can be traded within a time period. Market impact was included in the modelling by setting a bound on the allowed volume to trade in a bucket, for both parts of the strategy. The assumption made was that the trading had no market impact by bounding the allowed volume. In reality, any trading has a market impact but it’s dependent on the volume traded. The implication of the assumption is then that the market impact is negligible for volumes below the bound, which is necessary for the strategy to make trades.

The simulation experiments for the strategy were performed in a somewhat idealistic setting, although some of the important advantages of the strategy were neutralized. In particular, due to computational constraints, no price model was used in the simulation, and trading times were instead chosen by random over each bucket. Furthermore, some of the dynamic aspects of the strategy were excluded. Volume redistributions between the VWAP and TWAP part, based on the current performance of the strategy, were forbidden. Finally, limit orders were made by observing the volume and price of the best bid at the randomized trade times, without removing it from the order book. In these settings, trading can be simulated without a model for the order book. Also, the order book changes almost every second in some way, meaning that simulations has a very small probability of filling the same order multiple times. Altogether, the simulations were performed using some advantageous conditions but even more unfavorable ones. Despite this, the strategy performed well compared to the benchmark, offering a proof-of-concept. An extensive amount of testing, using much larger data sets and different functional forms for the $d-$function, is required before any general conclusions can be made. However, the results suggest that further research is warranted.
Chapter 8

Concluding Remarks

8.1 Conclusion

The main objective of this thesis was to study the use of ZIP-HMMs on high-frequency foreign exchange data. The conclusion from the study is that this type of model shows some promise, as a price predictor and a trend predictor using ensemble classifiers. Yet, more research about the properties of HF FX markets, as well as the behaviour for ZIP-HMMs, is required before any general conclusion can be made.

The evaluation of the strategy framework was limited in this thesis, mainly due to time and computational constraints. The initial results were positive, indicating that further research and development of the framework is warranted and should be of interest to concerned parties.

8.2 Future Research

It is possible that the performance of the ZIP-HMM can be improved by linking the Poisson parameters to other market data than the price process. Specifically, regression methods can be used to estimate the $\lambda$ parameters, which could then be incorporated into the HMM framework. This is a specific example of a more general point that the modelling could probably be improved by including more information about the price process through other forms of market data, thus making the model multivariate.

On a more general note, the predictive, not to mention descriptive, performance of a price model can probably be improved by studying the different physical events that can cause changes in the price process. Indeed, the success of predictive models in the natural sciences is rooted in deep understanding of the behaviour of the system under study. Although the behaviour of financial markets, which at the lowest level is controlled...
by the behaviour of traders, is probably much more complex, understanding of this behaviour could lead to substantial developments in the field of financial mathematics.
Chapter 9

Appendix

9.1 Derivation of the BW-algorithm parameter estimates

In the ZIP-HMM, the emission distributions are as follows

\[ P_\theta(O_t = o_t | q_t) = \sum_{d=0}^{D} P_\theta(o_t, m_t = d | q_t) \]

\[ = \sum_{d=0}^{D} P_\theta(o_t | m_t = d, q_t) P_\theta(m_t | q_t) \]

\[ = \sum_{d=0}^{D} P_\theta(o_t | m_t = d, q_t) \times w_{dk} \]

\[ = I(o_t)[0] \times w_{0k} + \sum_{d=1}^{D} \frac{\lambda_{dk} e^{-\lambda_{dk}}}{o_j!} \times w_{dk}. \quad (9.2) \]

Baum’s auxiliary function is given as follows

\[ Q(\theta, \theta') = \sum_{q \in Q} \sum_{m \in M} \log(P_\theta(\bar{o}, \bar{q}, \bar{m})) P_{\theta'}(\bar{q}, \bar{m}|\bar{o}), \quad (9.3) \]

where evaluation of the right-hand side constitutes the E-step of the algorithm and the maximizing the Q-function with respect to \( \theta \) constitutes the M-step of the algorithm. Using the Markov property of the underlying chain and the conditional independence of
the HMM, the complete data likelihood can be written in a more convenient format.

\[ P(\bar{o}, \bar{q}, \bar{m} | \theta) = P_\theta(o_{1:t}, q_{0:t}, m_{1:t}) \]
\[ = P_\theta(o_t, m_t | o_{1:t-1}, q_{0:t}, m_{1:t-1}) P_\theta(o_{1:t-1}, q_{0:t}, m_{1:t-1}) \]
\[ = P_\theta(o_t, m_t | q_t) P_\theta(q_{1:t-1}, q_{0:t}, m_{1:t-1}) P_\theta(o_{1:t-1}, q_{0:t}, m_{1:t-1}) \]
\[ = P_\theta(o_t, m_t | q_t) P_\theta(q_{0:t-1}) P_\theta(o_{1:t-1}, q_{0:t-1}, m_{1:t-1}). \] (9.4)

Repeating this procedure for the last term and collecting terms yields the following factorization of the complete data loglikelihood

\[ P(\bar{o}, \bar{q}, \bar{m} | \theta) = P_\theta(q_0) \prod_{i=1}^{t} P_\theta(q_i | q_{i-1}) \prod_{j=1}^{t} P_\theta(o_j | m_j, q_j). \] (9.5)

This can be used in Baum’s Q-function above, yielding

\[ \sum_{\bar{q} \in Q} \sum_{\bar{m} \in M} \left[ \log P_\theta(q_0) + \sum_{i=1}^{t} \log P_\theta(q_i | q_{i-1}) + \sum_{j=1}^{t} \log P_\theta(o_j, m_j | q_j) \right] P_\theta'(\bar{q}, \bar{m} | \bar{o}). \] (9.6)

The 3 terms in this expression can now be studied separately. Evaluating the expectation of these 3 terms under the smoothing distribution \( P_\theta'(\bar{q}, \bar{m} | \bar{o}) \) is the E-step of the algorithm. Note that only the 3rd term depends on the form of the emission densities.

The first term can be rewritten by marginalizing out variables as follows

\[ \sum_{\bar{q} \in Q} \sum_{\bar{m} \in M} \log P_\theta(q_0) P_\theta'(\bar{q}, \bar{m} | \bar{o}) = \sum_{\bar{q} \in Q} \sum_{\bar{m} \in M} P_\theta'(\bar{q}, \bar{m} | \bar{o}) \]
\[ = \sum_{k=1}^{K} \log P_\theta(q_0 = k) P_\theta'(q_0 = k | \bar{o}) \]
\[ = \sum_{k=1}^{K} \log \pi_k \times P_\theta'(q_0 = k | \bar{o}). \]

In the E-step of the algorithm, the second factor in the product above can be evaluated efficiently using the Forward-Backward algorithm. For now, we introduce the notation \( \gamma_t(k) := P(q_t = k | \bar{o}, \theta) \) and maximize this expression with respect to \( \pi_k \), together with the Lagrange constraint \( \sum_{k=1}^{K} \pi_k = 1 \), which constitutes the M-step of the algorithm.

\[ \frac{\partial}{\partial \pi_k} \left( \sum_{s=1}^{K} \gamma_0(s) \log \pi_s + \eta \left( \sum_{j=1}^{K} \pi_j - 1 \right) \right) = 0, \quad \forall k = 1, \ldots, K. \] (9.7)
Solving for each $k$ yields identical equations of the form $\gamma_0(k) = -\eta \pi_k$. Summing this equation over $k = 1, \ldots, K$ on both sides and eliminating the Lagrange variable $\eta$ then yields

$$\pi_k = \frac{\gamma_0(k)}{\sum_{s=1}^{K} \gamma_0(s)}. \quad (9.8)$$

This concludes the M-step for the first term in Baum’s Q-function. Using the same reasoning as for the first term, the expressions for the second term can be simplified by marginalizing out variables as follows

$$\sum_{\tilde{q} \in Q} \sum_{\tilde{m} \in M} \sum_{i=1}^{t} \log P_\theta(q_t | q_{t-1}) P_\theta'(\tilde{q}, \tilde{m} | \tilde{\omega}) = \sum_{\tilde{q} \in Q} \sum_{i=1}^{t} \log P_\theta(q_t | q_{t-1}) \sum_{\tilde{m} \in M} P_\theta'(\tilde{q}, \tilde{m} | \tilde{\omega})
= \sum_{\tilde{q} \in Q} \sum_{i=1}^{t} \log P_\theta(q_t | q_{t-1}) P_\theta'(\tilde{q} | \tilde{\omega}). \quad (9.9)$$

Marginalizing out variables and introducing the short-hand notation $\xi_t(i, j) = P_\theta'(q_{t-1} = i, q_t = j | \tilde{\omega})$ and $a_{ij} = P_\theta(q_i = r | q_{i-1} = s)$ yields

$$\sum_{\tilde{q} \in Q} \sum_{i=1}^{t} \log P_\theta(q_t | q_{t-1}) P_\theta'(\tilde{q} | \tilde{\omega}) = \sum_{i=1}^{t} \sum_{r=1}^{K} \sum_{s=1}^{K} \xi_t(s, r) \log a_{sr}. \quad (9.10)$$

As for the first term above, $\xi_t(i, j)$ can be evaluated efficiently using the Forward-Backward algorithm. Maximizing this last expression with respect to $a_{sr}$ constitutes the M-step and the calculations are similar to the ones for the first term.

$$\frac{\partial}{\partial a_{sr}} \left( \sum_{i=1}^{t} \sum_{r=1}^{K} \sum_{s=1}^{K} \xi_t(s, r) \log a_{sr} + \eta \left( \sum_{j=1}^{K} a_{ij} - 1 \right) \right). \quad (9.11)$$

Again, taking the derivative $\forall s, r = 1, \ldots, K$ yields

$$\sum_{i=1}^{t} \xi_t(s, r) = -\eta a_{sr}. \quad (9.12)$$

Using the same method as above for eliminating the Lagrange variable yields

$$a_{sr} = \frac{\sum_{i=1}^{t} \xi_t(s, r)}{\sum_{j=1}^{K} \sum_{i=1}^{t} \xi_t(s, j)}. \quad (9.13)$$

The first and second term in Baum’s Q-function do not depend on the form of the emission distributions and are therefore always have the form given in the equations above. The third term, however, does depend on the form of the emission distribution.
and consequently, so does both the E-step and the M-step for it.

\[
\sum_{q \in \Omega} \sum_{\bar{m} \in \mathcal{M}} \sum_{j=1}^{t} \log P_\theta(o_j, m_j | q_j) P_\theta(q_j, \bar{m} | \bar{o}) = \\
\sum_{j=1}^{t} \sum_{k=1}^{K} \sum_{d=0}^{D} \log P_\theta(o_j, m_j = d | q_j = k) P_\theta(q_j = k, m_j = d | \bar{o}). \tag{9.14}
\]

Separating the degenerate component from the Poissons yields

\[
\sum_{j=1}^{t} \sum_{k=1}^{K} \left[ \log P_\theta(o_j, m_j = 0 | q_j = k) \times P_\theta(q_j = k, m_j = 0 | \bar{o}) + \\
\sum_{d=1}^{D} \log P_\theta(o_j, m_j = d | q_j = k) \times P_\theta(q_j = k, m_j = d | \bar{o}) \right]. \tag{9.15}
\]

Using the definition of conditional probability to rewrite \( P_\theta(o_j, m_j = d | q_j = k) \) as

\( P_\theta(o_j | m_j = d, q_j = k) P_\theta(m_j = d | q_j = k) \) and introducing the notation \( w_{dk} := P_\theta(m_j = d | q_j = k) \) yields, in the expression above,

\[
\sum_{j=1}^{t} \sum_{k=1}^{K} \left[ \log(w_{0k})P_\theta(m_j = 0, q_j = k | \bar{o}) + \\
\sum_{d=1}^{D} \log(\frac{\lambda_{o_j} e^{-\lambda_{dk}}}{\alpha_j})w_{dk}P_\theta(m_j = d, q_j = k | \bar{o}) \right]. \tag{9.16}
\]

Completing the E-step requires evaluating the smoothing distribution (\( \bar{o} \) denotes all observations, i.e. it is the same as \( o_{1:T} \)) \( P_\theta(m_j, q_j | \bar{o}) = P_\theta(m_j = d | q_j = k, \bar{o}) P_\theta(q_j = k | \bar{o}) \). We begin by expressing the joint distribution \( P_\theta(\bar{o}, m_j, q_j) \) in two different ways (in the equations below \( o_{-j} \) denotes all observations expect the one at time \( j \))

\[
P_\theta(m_j, q_j, o_{-j}) = P_\theta(o_j | m_j, q_j, o_{-j})P_\theta(m_j, q_j, o_{-j}) \\
= P_\theta(o_j | m_j, q_j)P_\theta(m_j | q_j, o_{-j})P_\theta(q_j, o_{-j}) \tag{9.17}
\]

\[
P_\theta(m_j, q_j, o_{-j}) = P_\theta(m_j | q_j, o_{-j})P_\theta(o_j | q_j, o_{-j})P_\theta(q_j, o_{-j}) \\
= P_\theta(m_j | q_j, o_{-j})P_\theta(o_j | q_j, o_{-j})P_\theta(q_j, o_{-j}). \tag{9.18}
\]

Equating these two expressions and solving for \( P_\theta(m_j | q_j, o_{-j}) \) yields, together with
of the Baum-Welch algorithm and yields the full expression

\[
P_{\theta'}(m_j = d|q_j = k, o) = \frac{P_{\theta'}(o_j|m_j, q_j) P_{\theta'}(m_j|q_j, o) P_{\theta'}(q_j, o)}{\sum_{d=0}^{D} P_{\theta'}(o_j|q_j) P_{\theta'}(m_j|q_j) P_{\theta'}(q_j, o)}
\]

\[
= \frac{P_{\theta'}(o_j|m_j, q_j) P_{\theta'}(m_j|q_j)}{\sum_{d=0}^{D} P_{\theta'}(o_j|q_j) P_{\theta'}(m_j|q_j)}
\]

\[
= \frac{P_{\theta'}(o_j|m_j, q_j)}{\sum_{d=0}^{D} P_{\theta'}(o_j|q_j)}.
\]

(9.19)

Multiplying this expression with \(P_{\theta'}(q_j = k|\bar{o})\) gives the desired smoothing distribution. The smoothing distribution has a different form for the degenerate component and the Poissons. For the degenerate component, \(m_j = 0\), the smoothing distribution is given as follows

\[
P_{\theta'}(m_j = 0, q_j = k|\bar{o}) = \begin{cases} 
0, & o_j > 0 \\
\frac{w_{0k} \gamma_j(k)}{w_{0k} + \sum_{d=1}^{D} w_{dk} e^{-\lambda_d k}}, & o_j = 0,
\end{cases}
\]

(9.20)

where the ' denotes the old parameters. This is because the degenerate component cannot generate non-zero observations so the probability is 0 in this case. For the Poisson components, i.e. \(d = 1, \ldots, D\), the smoothing distribution is given as follows

\[
P_{\theta'}(m_j = d, q_j = k|\bar{o}) = \begin{cases} 
\frac{w_r' \lambda_r' e^{-\lambda'_r k / o_j!} \gamma_j(k)}{w_{0k} + \sum_{d=1}^{D} w_{dk} e^{-\lambda'_d k / o_j!}}, & o_j > 0 \\
\frac{w_{0k} e^{-\lambda'_0 k}}{w_{0k} + \sum_{d=1}^{D} w_{dk} e^{-\lambda'_d k}} \gamma_j(k), & o_j = 0.
\end{cases}
\]

(9.21)

Using these two expressions in the third term in Baum’s Q-function completes the E-step of the Baum-Welch algorithm and yields the full expression

\[
\sum_{j=1}^{t} \sum_{k=1}^{K} \sum_{o_j=0}^{K} \log w_{0k} \frac{w_{0k}}{w_{0k} + \sum_{d=1}^{D} w_{dk} e^{-\lambda'_d k}} \gamma_j(k) + 
\sum_{d=1}^{D} (\log(w_{dk} - \lambda_{dk})) \frac{w_{dk} e^{-\lambda'_d k}}{w_{0k} + \sum_{d=1}^{D} w_{dk} e^{-\lambda'_d k}} \gamma_j(k) + 
\sum_{j=1}^{t} \sum_{k=1}^{K} \sum_{d=1}^{D} (\log(w_{dk}) + o_j \log \lambda_{dk} - \lambda_{dk} - \log o_j!) \frac{w_{dk} \lambda_{0j} e^{-\lambda_{dk}}}{\sum_{r=1}^{D} w_{rk} \lambda_{rj} e^{-\lambda_{rk}}} \gamma_j(k).
\]

(9.22)
To improve readability, the following short-hand notation is introduced

$$A_j(k) = \frac{w_{0k}'}{w_{0k}' + \sum_{d=1}^{D} w_{dk}' e^{-\lambda_{dk}}} \gamma_j(k),$$

$$B_j(k, d) = \frac{w_{dk}' e^{-\lambda_{dk}'}}{w_{0k}' + \sum_{d=1}^{D} w_{dk}' e^{-\lambda_{dk}}} \gamma_j(k),$$

$$C_j(k, d) = \frac{w_{dk} a_{0j}' e^{-\lambda_{dk}'}}{\sum_{r=1}^{D} w_{kr} a_{0j}' e^{-\lambda_{rk}}} \gamma_j(k),$$

for $k = 1, \ldots, K$ and $d = 1, \ldots, D$, giving the final expression for the E-step

$$\sum_{j=1}^{t} \sum_{k=1}^{K} \left[ \log w_{0k} \cdot A_j(k) + \sum_{d=1}^{D} \left( \log w_{dk} - \lambda_{dk} \right) \cdot B_j(k, d) \right] +$$

$$\sum_{j=1}^{t} \sum_{k=1}^{K} \sum_{d=1}^{D} \left( \log w_{dk} + a_{0j} \cdot \log \lambda_{dk} - \lambda_{dk} - \log a_{0j}! \right) \cdot C_j(k, d).$$

In the M-step of the algorithm, this expression is maximized with respect to the $w_{0k}$ and the $w_{dk}, \lambda_{dk}$ for $d = 1, \ldots, D$ and $k = 1, \ldots, K$. We begin with the $w_{dk}$s. Together with the Lagrange constraint $\sum_{d=1}^{D} w_{dk} = 1$, taking derivative with respect to $w_{dk}$ yields

$$\frac{\partial}{\partial w_{dk}} = \ldots =$$

$$= \sum_{j=1}^{t} \frac{1}{w_{dk}} \cdot B_j(k, d) + \sum_{j=1}^{t} \frac{1}{w_{dk}} \cdot C_j(k, d) + \eta.$$ \hfill (9.24)

(9.25)

Equating this expression to 0 and solving for $w_{dk}$ yields

$$\sum_{j=1}^{t} \frac{B_j(k, d)}{a_{0j} > 0} + \sum_{j=1}^{t} \frac{C_j(k, d)}{a_{0j} > 0} = -\eta w_{dk},$$ \hfill (9.26)

for $d = 1, \ldots, D$ and $k = 1, \ldots, K$. Similarly for $w_{0k}$, we get

$$\sum_{j=1}^{t} \frac{A_j(k)}{a_{0j} = 0} = -\eta w_{0k}.$$ \hfill (9.27)

By combining these two expressions the Lagrange variable $\eta$ can be eliminated and we
get the following expressions

\[
w_{0k} = \frac{\sum_{j=1}^{t} A_j(k)}{\sum_{j=1}^{t} \left[ A_j(k) + \sum_{r=1}^{D} B_j(k,r) \right] + \sum_{r=1}^{D} \sum_{j=1}^{t} C_j(k,r)}
\]

(9.28)

\[
w_{dk} = \frac{\sum_{j=1}^{t} B_j(k,d) + \sum_{j=1}^{t} C_j(k,d)}{\sum_{j=1}^{t} \left[ A_j(k) + \sum_{r=1}^{D} B_j(k,r) \right] + \sum_{r=1}^{D} \sum_{j=1}^{t} C_j(k,r)} , \quad d = 1, \ldots, D,
\]

Similarly, we can solve for the \(\lambda_{dk}\):s. (Let’s solve for the \(\lambda_{dk}\):s without the constraint that they should all be larger than zero. It turns out that the inequality is satisfied even without including the constraint.)

\[
\frac{\partial}{\partial \lambda_{dk}} = \ldots = \\
= \sum_{j=1}^{t} \left( \frac{\alpha_j}{\lambda_{dk}} - 1 \right) C_j(k,d),
\]

(9.29)

(9.30)

Equating this to 0 and solving for the \(\lambda_{dk}\):s yields

\[
\lambda_{dk} = \frac{\sum_{j=1}^{t} \alpha_j \cdot C_j(k,d)}{\sum_{j=1}^{t} B_j(k,d) + \sum_{j=1}^{t} C_j(k,d)}
\]

(9.31)

Note that since all the observations in the nominator are \(> 0\) and \(B_j(k,d), C_j(k,d) > 0, \forall (k,d)\), it follows that the \(\lambda_{dk}\):s satisfy the constraint \(\lambda_{dk} > 0\).
9.2 Figures

Figure 9.1: Average turnover for EURUSD.

Figure 9.2: Study of the parameter convergence for the EM-algorithm on simulated data for emission distributions given by Gaussian mixtures, using 10,000 observations. The true values for the mixture components in each state are indicated by the cyan diamond. The blue lines show parameter trajectories as function of iterations. Note that each run of the EM-algorithm produces 4 of the blue lines, each corresponding to one of the 4 Gaussians of the HMM emission distributions.
Figure 9.3: Plot of the $F_\beta$-measure for $\beta = 1/2$, with more weight for the precision.
### 9.3 Tables

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>Duration [Min]</th>
<th>Profit [Pips]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>239(28)</td>
<td>29(16)</td>
</tr>
<tr>
<td>0.1</td>
<td>212(8)</td>
<td>26(15)</td>
</tr>
<tr>
<td>0.2</td>
<td>191(9)</td>
<td>25(15)</td>
</tr>
<tr>
<td>0.3</td>
<td>177(10)</td>
<td>22(13)</td>
</tr>
<tr>
<td>0.4</td>
<td>155(15)</td>
<td>22(12)</td>
</tr>
<tr>
<td>0.5</td>
<td>138(6)</td>
<td>18(12)</td>
</tr>
<tr>
<td>0.6</td>
<td>112(11)</td>
<td>13(11)</td>
</tr>
<tr>
<td>0.7</td>
<td>113(10)</td>
<td>10(7)</td>
</tr>
<tr>
<td>0.8</td>
<td>68(4)</td>
<td>6(6)</td>
</tr>
<tr>
<td>0.9</td>
<td>73(2)</td>
<td>1(4)</td>
</tr>
<tr>
<td>1</td>
<td>73(0)</td>
<td>-1(3)</td>
</tr>
</tbody>
</table>

Table 9.1: Trading performance for the strategy. The table shows the means and standard deviations (in brackets) for the trading duration and the profit, calculated as the difference in pips between the VWAP for the strategy and the market TWAP. The means are plotted in figure 6.5.
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