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ABSTRACT

This thesis investigates the possibility to evaluate the film cooling thermal performance on flat plate using Thermochromic Liquid Crystal. After an introduction of the basic concept and background of gas turbine blades film cooling and Thermochromic Liquid Crystal, a thorough explanation of four methods is presented. Dimensional or similarity analysis is implemented to build relationship between real engine and laboratory model. Also, the Reynolds number and Blowing ratio are the fundamental of test object design and TLC selection. This study illustrated the layout of the test rig and corresponding setups, and the following part explains the data collection system and image processing MATLAB script which is vital for the success of data extraction. The least square method is applied to figure time-series optimal solution in solver.

All the experiments are conducted at near room temperature as opposed to the extremely high gas turbine exhausted gas, including two calibration test and one heat transfer experiment. The heat transfer coefficient and film cooling effectiveness are the target objective through the entire project. By comparison with a similar experiment in a literature, the outcomes partially validated the film cooling performance under the pre-set flow and thermal condition and the Liquid Crystal thermography technique is proved to be a trustworthy method to mapping heat transfer surface.
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## Notations

<table>
<thead>
<tr>
<th>Roman Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>error</td>
</tr>
<tr>
<td>$B$</td>
<td>Sutherland’s constant for the gaseous material</td>
</tr>
<tr>
<td>$C_p$</td>
<td>specific heat capacity [J/kgK]</td>
</tr>
<tr>
<td>$D$</td>
<td>hole diameter [m]</td>
</tr>
<tr>
<td>$h$</td>
<td>heat transfer coefficient [W/m$^2$K]</td>
</tr>
<tr>
<td>$H$</td>
<td>hue [-]</td>
</tr>
<tr>
<td>$i$</td>
<td>enumerator [-]</td>
</tr>
<tr>
<td>$M$</td>
<td>blowing ratio [-]</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$S$</td>
<td>Saturation</td>
</tr>
<tr>
<td>$t$</td>
<td>time [s]</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature [K]</td>
</tr>
<tr>
<td>$u$</td>
<td>standard uncertainty</td>
</tr>
<tr>
<td>$v$</td>
<td>velocity [m/s]</td>
</tr>
<tr>
<td>$V$</td>
<td>value [-]</td>
</tr>
<tr>
<td>$x$</td>
<td>coordinate [m]</td>
</tr>
<tr>
<td>$y$</td>
<td>coordinate [m]</td>
</tr>
<tr>
<td>$z$</td>
<td>coordinate [m]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Greek Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>thermal diffusivity [-]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>dimensionless parameter [-]</td>
</tr>
<tr>
<td>Subscript</td>
<td>Description</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------</td>
</tr>
<tr>
<td>$c$</td>
<td>coolant</td>
</tr>
<tr>
<td>$f$</td>
<td>film</td>
</tr>
<tr>
<td>$i$</td>
<td>initial</td>
</tr>
<tr>
<td>$m$</td>
<td>mainstream</td>
</tr>
<tr>
<td>$r$</td>
<td>reference</td>
</tr>
<tr>
<td>$w$</td>
<td>wall</td>
</tr>
<tr>
<td>$aw$</td>
<td>adiabatic wall</td>
</tr>
</tbody>
</table>

**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TLC</td>
<td>Thermochromic Liquid Crystal</td>
</tr>
<tr>
<td>HTC</td>
<td>Heat Transfer Coefficient</td>
</tr>
</tbody>
</table>
1 INTRODUCTION

1.1 Background and Motivation

Gas turbine engine, also called combustion turbine, is a type of heat engine, mainly composed of compressor, combustion chamber and turbine. After the fresh air enters the gas turbine from the intake port, it is pressurized first by the compressor into a high-pressure gas. Then, the fuel is injected from the injector and mixed with the air. And the mixture is burned in the combustion chamber into high-temperature and high-pressure gas. After the heating process, the high-temperature and high-pressure gas enters the turbine section and impacts the turbine blades. The energy is converted into a mechanical energy output, and the last exhaust gas is discharged from the exhaust pipe.

In gas turbines engines, some components might experience extremely high temperatures up to 2000K where no suitable material could undertake such high temperature and load. To protect the engine and extend its life span, lots of efforts are made, especially in the heat transfer aspect.

Thermal control systems and enhance cooling technologies are methods to solve heat transfer problems. For this reason, a large amount of researches about gas turbine engines focus on the heat transfer coefficient between hot fluid and manufactured components.

![Figure 1 The Development Turbine Cooling (Hah, 1997)](image)

As illustrated in Figure 1, with the development of cooling technologies, the turbine entry temperature keeps increasing and meanwhile the energy transfer efficient has some improvement.
In the very beginning, the concept is to cool down the gas turbine blades by internal cooling flow, where the blades are manufactured with saved air channel. While the engine runs, cold air or other fluid coolant flows inside the channels and absorbs heat by convection. In the last 20 years, film cooling gradually walks into the engine researches’ sight and becomes a promising topic (Bunker, 2005).

Film cooling is a crucial step for the overall cooling of gas turbine airfoil. The holes allocated in the blades allow coolant to inject out from the internal cavity and form a thin gaseous cooling film right above the external surface along the mainstream-wise direction. The coolant temperature is far lower than the exhausted gas temperature, which suppresses the heat transfer between the mainstream and blade surface.

During the research stage, it is not a wise choice to implement experiment directly on real size object, which makes similarity analysis important in order to reduce the expense. Not only because it is costly, it is also dangerous to set an experiment under such high pressure and high temperature. Besides, the tiny coolant holes limited the measurement of various parameters. Eckert et al. (Eckert, 1992) investigated the possibility of estimating the thermal performance of film cooling using geometrically similar situation. Equations and boundary conditions are made dimensionless and the superposition is used. Vedula and Metzger (Vedula, 1991) explained an experimental method to simultaneously obtain the local heat transfer coefficient and local film cooling effectiveness. Their tests were conducted on a flat plate surface where two flows with different temperatures interacted and mixed with each other. Goldstein and Taylor investigated the heat transfer coefficient around a row of injection holes in various Blowing ratio condition.
(Goldstein, 1982) and concluded that the high blowing ratios partially improved the reattachment of coolant.

When the basic model of the film cooling heat transfer experiment is fixed, the later researches are majorly focusing on different coolant outlet configuration. Wu et al. tested three different kinds of sister hole and one single cylindrical hole (Wu, 2016), which intends to explore and analyze how the position of side hole has influence on blow ratio and film cooling effectiveness. It concludes that the film cooling effectiveness has an obviously improvement comparing with basic situation. Elnady et al. (Elnady, 2013) carried out an experiment of improving the performance of the coolant by expanding the standard cylindrical holes outlet. In the paper (Ghorab, 2010) (Ghorab, 2014), it investigated that film cooling performance of a hybrid film cooling scheme which is basically a combination of two circular holes with different diameter and inclination angle. Yu et al. (Yu, 2002) studied three different hole shapes and made comparing by lateral average film cooling effectiveness and heat transfer coefficient.

For the past three decades, Thermochromic Liquid Crystals have been widely used among researches for heat transfer and fluid flow, especially for mapping surface spatial temperature distribution. Ekkad et al. (Ekkad, 2000) presents a transient Liquid Crystal thermography technique for convective heat transfer measurement. Subjected to temperature changes, TLC reflects various colors and the color is captured by photosensitive sensors such as CCD camera. And the data are processed after the heat transfer experiment by an image processing algorithm and the calibration of TLC builds the correlation between colors and temperature, which makes it possible to use TLC to measure surface temperature. In most of the researches, an assumption is made that the test model surface is flat, and the thickness of the test model is sufficient to treat it as a semi-infinite solid. Then it could make sure that the local heat transfer coefficient is constant during the whole test period. Wagner et al. (Wagner, 2005) illustrated the influence of surface curvature and finite wall thickness while the assumption conditions are not met. In the literature (Rao, 2010), it demonstrated the wide band Liquid Crystal thermography for full-field temperature measurement and it comprehensively presents the results on experimental calibration as well as uncertainty estimation. Instead of hue, Toriyama et al. (Toriyama, 2016) explored the possibility of connecting color intensity with corresponding temperature by Liquid Crystal thermography, and the principle behind is quite similar with Infra-Red camera who capital cost is far more expensive than Thermochromic Liquid Crystals’.

This thesis is one part of a big film cooling experimental project conducted in Siemens Industrial Turbomachinery AB Fluid Dynamic Laboratory. It is based on the previous research of heat transfer measurement using Thermochromic Liquid Crystals (Ginsheimer, 2018). They constructed a test rig to evaluate the TLC performance while mapping the flat plate surface. In the previous research, only one flow is guided to the test chamber and it directly contact with the test surface without the protection of coolant air and the resulting heat transfer coefficient is used to calculate the Nusselt number which is the objective of the previous project. Wavelets is selected as the tool to denoise the signal before transferring the RGB model into HSV model, and Regula Falsi method is applied to estimate the HTC for a certain pixel point. Comparing with previous project, this thesis introduced film cooling into the picture and increased the difficulty by adding another coolant flow. The field after the coolant hole becomes a three-temperature mixing area and a new parameter film cooling effectiveness is defined as one of two objectives.
1.2 Objectives

This study is intended to investigate the flat plate film cooling performance and explore the heat transfer process to gain more information about three-temperature problem. The test rig build-up and validation would be the most significant part which is vital for the entire experiment. For guaranteeing a high accuracy temperature measurement, thermochromic liquid crystal is applied above the flat plane surface to display the temperature field and accompanied with a postprocessing algorithm for digital data processing. Previous researches have a comprehensive study about the two conventional film cooling hole shapes: cylindrical hole and shaped hole. Besides the above work, this study will also conduct a performance test about the controversial porous holes. The works can be summarized into:

- Dimensional analysis on the basic of cylindrical hole data from (Yu, 2002)
- Test object design
- Peripheral build up according to experiment requirement and calculation
- Developing a postprocessing algorithm for digital filter and image processing
- Test rig mounting and calibration
- Heat transfer experiment
- Film cooling effectiveness and heat transfer coefficient calculation
This experiment aims at figuring out the film cooling effectiveness and heat transfer coefficient which applied the thermochromic liquid crystal technique and three temperature problem theory.

2.1 Transient heat Transfer Experiment

During a forced convection process, the heat flux $q$ for a single point on a flat plane surface could be described as:

$$q = h(T_r - T_w)$$  \hspace{1cm} (1)

where $T_w$ is the local surface temperature for a single point and $T_r$ is the reference temperature which drives the local surface temperature changes and guarantees that the heat transfer coefficient $h$ keeps constant for a certain point with independence of time and $\Delta T$.

If conducting a two-temperature convective experiment, the reference temperature, or driving temperature is equal to the mainstream temperature, and the heat flux through a certain place depends on the temperature difference between wall’s initial temperature and mainstream temperature. However, for film cooling situation, parameters inside heat transfer equation changes and $T_r$ is at some generally unknown level that it becomes a function of mainstream temperature $T_m$, injection coolant temperature $T_c$ and film cooling effectiveness $\eta$.

$$\eta = \frac{T_m - T_r}{T_m - T_f}$$  \hspace{1cm} (2)

In three-temperature convection situation, $T_r$ depends on the interaction and mixing degree between two streams when the mixed stream reached the various locations on the surface and form a film above the surface.

Both $h$ and $T_r$ are considered as unknowns to be determined by experiment. Since $T_r$ could be treated as a function of $\eta$ and $\eta$ is one of the two target results required during this experiment, Eq.2 could be transformed into:

$$T_r = (1 - \eta)T_m + \eta T_c$$  \hspace{1cm} (3)

It should be noticed that the $T_r$ equals to adiabatic wall temperature when there is no heat flux transferring through a single point on the surface, and it is almost impossible to directly measure the accurate $T_{aw}$, especially $T_{aw}$ varies over the whole surface.

Besides the different stream temperature, the wall material properties partially influence the experiment results. In the present transient heat transfer experiment, the test surface is suddenly
exposed to the preheated mainstream and ambient temperature coolant. Whether the high temperature mainstream or the injected secondary flow, two of them are steady flows with constant temperature. A thin layer of thermochromic liquid crystal is coated on the test surface and used as the transient wall temperature indicator. Before the mixture touches the surface, the entire solid test object is at a uniform temperature called $T_i$ at all depths, and the partial differential heat conduction equation Eq.4 is shown in below.

$$\frac{\partial^2 T}{\partial z^2} = \frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{4}$$

where

$$\alpha = \frac{\lambda}{\rho C_p} \tag{5}$$

Implementing semi-infinite analysis to Eq.4, one initial condition and two boundary conditions for one-dimensional transient test could be obtained and listed.

$$\lim_{z \to \infty} T(z, t) = T_i \tag{6}$$

$$T(z, 0) = T_i \tag{7}$$

$$-\lambda \frac{\partial T(0, t)}{\partial z} = h(T_{aw} - T(0, t)) \tag{8}$$

Eq.6 assumes that the object solid has an infinite boundary in downward vertically direction, and the temperature penetration will not have any impact on the infinite boundary. Or it could be explained as that the heat flux should not exceed the thickness of the wall material. In Eq.6-8, the heat transfer coefficient $h$ and the adiabatic wall temperature $T_{aw}$ keep unknown, but they are both constant with time and at a fixed point as long as the flows has a relatively sufficient mixture.

The solution (Carslaw, 1959) for Eqs.4-8 explains a relationship among the heat transfer coefficient, the thermal properties of wall material, constant temperatures within the system, and the time-and-position-varying wall surface temperature. The corresponding derivation is given in APPENDIX A: EQUATION .

$$\frac{T_w - T_i}{T_{aw} - T_i} = 1 - \exp \left[ \frac{h^2 \alpha t}{\lambda^2} \right] \text{erfc} \left[ \frac{h \sqrt{\alpha t}}{\lambda} \right] \tag{9}$$
If it is a two-temperature test where $T_r = T_{aw}$, heat transfer coefficient $h$ could be determined by measuring the wall temperature $T_w$ and the time required to reach a certain wall temperature from Eq.9.

By reorganizing Eq.3, Eq.9 and Eq.10, a simplify of calculation process is achieved and a new Eq.12 is generated.

$$
\left\{ 1 - \exp \left[ \frac{h^2}{\lambda \rho C_p} \right] \text{erfc} \left[ \frac{t}{\sqrt{\lambda \rho C_p}} \right] \right\} \cdot \left[ \eta T_e + (1 - \eta)T_m - T_i \right] + T_i - T = 0
$$

This equation is used to calculate the thickness of test surface, which will determine the maximum test running duration (Wagner, 2005).

$$
\frac{\lambda}{\rho C_p} \frac{t}{\delta^2} < \frac{1}{4}
$$

And Eq.14 (ANSYS, 2009) is Sutherland’s formula for viscosity based on the kinetic theory of gases. It is able to calculate the viscosity of coolant and the value will be used for estimating the Reynold number while designing test object.

$$
\frac{\mu}{\mu_0} = \left( \frac{T}{T_0} \right)^{\frac{3}{2}} \cdot \frac{T_0 + B}{T + B}
$$

### 2.1.1 Method 1

For three-temperature problem, although two unknown parameters exit in one function, this method could also be extended and implemented to solve this question by introducing film cooling effectiveness and two sets of data during one transient test. Take a sample, when temperature rising, TLC coating gradually changes the reflecting colour from red to green, until blue. And the meta-data are recorded for two time points, such as $(T_{w,g}, t_g)$(the temperature and
time when TLC displays green) and \((T_{w,b}, t_b)\)(the temperature and time when TLC displays blue). \(h\) and \(T_{aw}\) are constant in this transient test and can be determined by Eq.15-16.

\[
\frac{T_{w,g} - T_i}{T_{aw} - T_i} = 1 - \exp \left[ \frac{h^2 \alpha t_g}{\lambda^2} \right] \text{erfc} \left[ \frac{h\sqrt{\alpha t_g}}{\lambda} \right] \tag{15}
\]

\[
\frac{T_{w,b} - T_i}{T_{aw} - T_i} = 1 - \exp \left[ \frac{h^2 \alpha t_b}{\lambda^2} \right] \text{erfc} \left[ \frac{h\sqrt{\alpha t_b}}{\lambda} \right] \tag{16}
\]

Normally, two time series of data are sufficient to calculate local HTC and film cooling effectiveness, but the random error might be high if two error point are selected. Therefore, to reduce the random error, it is necessary to attempt to utilize all of the valid data and combine it with least square method to figure out the global optimal. At every time point, the corresponding temperature and hue could be put in to a Eq.15 and a series of Eq.15 could be produced for each test. A MATLAB code will help to solve the unique local HTC and film cooling effectiveness.

### 2.1.2 Method 2

An alternative method is conducting two separate tests with the same mass flow for streams but with different flow temperature. And set a certain color as the indicator.

\[
\frac{T_{w,g} - T_i}{T_{aw,1} - T_i} = 1 - \exp \left[ \frac{h^2 \alpha t_{g,1}}{\lambda^2} \right] \text{erfc} \left[ \frac{h\sqrt{\alpha t_{g,1}}}{\lambda} \right] \tag{17}
\]

\[
\frac{T_{w,g} - T_i}{T_{aw,2} - T_i} = 1 - \exp \left[ \frac{h^2 \alpha t_{g,2}}{\lambda^2} \right] \text{erfc} \left[ \frac{h\sqrt{\alpha t_{g,2}}}{\lambda} \right] \tag{18}
\]

\[
\frac{T_{m1} - T_{c1}}{T_{m1} - T_{aw,1}} = \frac{T_{m2} - T_{c2}}{T_{m2} - T_{aw,2}} \tag{19}
\]

In ideal condition, \(T_{aw}\) is constant during a single transient test and the temperature at mainstream inlet is able to achieve a step change from ambient to hot fluid. But it is not possible in reality, and then the \(T_{aw}\) becomes a function of time. The additional complication is modified from Eq.9 by the idea of superposition and Duhamel’s theorem. Duhamel’s principle is a general method for obtaining solution of inhomogeneous linear evolution equations, such as this heat transfer equation.

### 2.1.3 Method 3

Both method 1 and method 2 assume that the driving temperature \(T_{aw}\) is a constant and it could achieve immediate change while hot air starts to contact with test surface. However, in real
condition, it might cost some time for the hot air to reach the test chamber after turning on the valve, considering there is a volume between test chamber inlet and valve. For this reason, the real function is actually a sum of small step changes.

\[ T_w - T_i = \sum_{i=1}^{N} U(t - \tau_i) \Delta T_{aw} \]  \hspace{1cm} (20)

where,

\[ U(\tau - \tau_i) = 1 - \exp \left( \frac{h^2 \alpha(t - \tau_i)}{\lambda^2} \right) \text{erfc} \left( \frac{h \sqrt{\alpha(t - \tau_i)}}{\lambda} \right) \]  \hspace{1cm} (21)

\( T_{aw} \) is an unknown and it changes with time, which could be expressed by the time-varying \( T_m \) and \( T_c \), such as:

\[ \Delta T_{aw} = (1 - \eta) \Delta T_m + \eta \Delta T_c \]  \hspace{1cm} (22)

And the final target equation used to calculate \( h \) and \( \eta \) is the combination of Eq.9 and Eq.22,

\[ T_w - T_i = \sum_{i=1}^{N} U(t - \tau_i) [(1 - \eta) \Delta T_m + \eta \Delta T_c] \]  \hspace{1cm} (23)

In mathematics, Duhamel principle is a common method to solve inhomogeneous linear evolution equation like the equation above. Combined with superposition, this method intends to separate the curve into tiny steps and sums the results after individual calculation.

Figure 3 Duhamel Superposition Principle (Huang, 1998)
2.1.4 Method 4

Another transient heat transfer model is modified from Dr. Drost, 1998 assumes the coolant temperature is a function of time. Therefore, when implementing Laplace transformation for wall temperature, $T_c$ will be transferred into s domain function.

$$T_w - T_i = \eta T_c (1 - \exp[\beta^2] \text{erfc} [\beta]) - (1 - \eta) \sum_{n=0}^{N} \left\{ A_n \left( \frac{\sqrt{\rho C_p \lambda}}{h} \right)^{2n} \left[ \exp[\beta^2] \text{erfc} [\beta] - \sum_{\tau=0}^{2n} [(-2\beta)^\tau \tau! \text{erfc}(0)] \right] \right\}$$

(24)

2.2 Dimensional Analysis

To analyse the relationship between different physical quantities without the inference of unit’s conversion, dimensional analysis is implemented to simply the process. This project intends to validate the film cooling effectiveness and heat transfer coefficient for cylindrical holes. Normally, the parameters for film cooling are divided in two type: one is based on the geometry of cooling hole, like Reynold Number, and another depends on the flow properties, like Blowing Ratio. In this case, four dimensionless quantities are chose, which are shown in Eq.25.

$$\eta = f \left( \frac{x}{D}, \frac{y}{D}, M, Re \right)$$

(25)

At the early stage of engineering experiment, it is expensive and unpractical to directly building a real-size model for testing and similarity analysis is the alternative method to run the experiment while make sure the result could be used as a reference.

2.2.1 Hole Geometry Based Distance (x/D, y/D)

Scaled with the hole diameter D, the downstream distance x/D is used to demonstrate the streamwise dimensionless distance and the span-wise distance y/D is used to demonstrate the span-wise dimensionless distance. Coupled with film cooling effectiveness or heat transfer coefficient, these two parameters show how the film cooling air performs on the whole test surface.

After the coolant hole, the coolant air starts to mix with hot gas and the film cooling effectiveness decreases with the downstream distance, which could be plotted for better visualization.
2.2.2 Blowing Ratio (M)

Blowing ratio is a parameter which includes the flow’s density and velocity and it combines the mass flux ratio of coolant air and hot gas. Blowing ratio is defined as:

\[
M = \frac{\rho_c \cdot V_c}{\rho_m \cdot V_m}
\]

(26)

where subscript \( c \) and \( m \) stand for coolant and mainstream respectively. As a decisive parameter, blowing ratio is one of keys to design the film cooling test. According to Baldauf et. al. (Baldauf, 1997), the cross flow effect dominates at low blowing ratio and area near to coolant hole has a high film cooling effectiveness, while the mixture air dominates at high blowing ratio and the coolant has a better cooling performance at downstream area. In conclusion, the overall effectiveness reaches maximum while blowing ratio is equal to zero.

2.2.3 Reynold Number (Re)

The Reynold number is most common dimensionless quantity in fluid dynamic which is normally used for predicting flow patterns in various flow conditions. At low Re, the flow tends to be laminar flow and turbulent flow happens while Re is high. The Reynold number is defined as:

\[
Re = \frac{\rho_c \cdot V_c \cdot D}{\mu_c}
\]

(27)

where \( \rho_c \) is the coolant air density, \( V_c \) is the coolant velocity, \( D \) is the coolant hole diameter, and \( \mu_c \) is the coolant air dynamic viscosity. Beside the coolant hole based Re, the chamber hydraulic diameter based Re is also a key value for designing this test.
2.3 Thermochromic Liquid Crystal

2.3.1 Thermochromic Liquid Crystal

Liquid crystals could be divided into two main categories based on how their parent solids’ complete molecular order breaks down and these two types are called Lyotropic and Thermotropic. Lyotropic liquid crystals result from the action of a solvent, which could be used for producing materials such as soaps, various detergents and polypeptides. And Thermotropic liquid crystals are thermally activated material and it made by heating the mesogenic solids up to a certain temperature to melt (Hallcrest, n.d.).

According to structural viewpoint or molecular order, Thermotropic liquid crystals could be further classified into Smectic liquid crystals and Nematic liquid crystals, where the molecule axes of both crystals are parallel to each other. But Smectic’s molecular centers of gravity arrange in layers which move in two-dimensional planes and Nematic’s molecular gravity centers move in three-dimensional coordinate.

For Nematic liquid crystals, it could be divided into two subcategories: Non-Optically-Active (Nematic/non-twisted) and Optically-Active (Cholesteric/twisted). Sometimes, Cholesteric can be categorized as same hierarchy as Smectic and Nematic, but strictly speaking, Cholesteric liquid crystal is a special type of Nematic whose physical properties make it necessary to be classified as Nematic thermodynamically.

![Figure 5 Liquid Crystals Classification (Hallcrest, n.d.)](image)

Thermochromic Liquid Crystal (TLC) is special type of liquid crystals, which react to changes in temperature by changing color, and all of TLCs belongs to Cholesteric type, whether sterol-derived, non-sterol or a mixture of the two. TLCs have chiral molecular structure and are Optically-Active organic chemicals’ compound.
Figure 6 displays the phase changes of TLC with temperature increasing. Initially, the solid crystal molecules are well organized and molecules in each layer have the same orientation. While the temperature climbing, the cholesteric liquid crystal molecules start to twist to a certain direction and the twisting angle will keeps increase. For example, the first layer molecules head to left and the send layer molecules will spin a certain angle clockwise. Then the next layer molecules will spin the same angle clockwise based on the previous layer direction until the last layer molecules go back to the same orientation as the initial position. The distance between the first layer and the last layer is pitch length. When a beam of unpolarized while light enters this texture, it is selectively polarized, and TLC reflects a certain color. Although all of changes are thermally reversible, the heat process will accelerate the aging of TLC. Therefore, it is necessary to implement recalibration after 5-10 runs and limit the number of times of experiments.

By selectively reflecting incident white light, TLCs indicate temperature by color shifting. A breakdown of TLC into temperature-sensitive and shear-sensitive, is divided based on how many colors could be shown. The original condition of TLC is colorless, and it will gradually show the color as the temperature increasing against a black paint background.

Temperature-sensitive starts at transparent condition and passes through colors from visible light spectrum in sequence before fading out at a high temperature. As temperature cooling down, the color change sequence is reversed from blue to red. There are four key points for each TLC formula: Red Start, Green Start, Blue Start and Clearing Point where TLC returns colorless. The
most important property for TLC is the band width which is defined as the temperature range between the Red Start and Blue Start e.g. R28C10W describes that the red color starts at 28°C and the blue color starts 10°C higher at 38°C. Red Start could locate between -30°C and 120°C, and band width varies between 1°C and 10°C.

![Temperature-sensitive TLC Color Spectrum](Hallcrest, n.d.)

Different from temperature-sensitive mixtures, shear-sensitive mixture, also called temperature-insensitive, is only able to display one single color below Clearing Point. For example, R45C indicates that a mixture shows red below its Clearing Point at 45°C.

![Temperature-insensitive TLC Color Spectrum](Hallcrest, n.d.)

### 2.3.2 RGB Theory

The RGB color model is an additive color model where different portions of red, green and blue light are mixed together and is represented by three values. It is device-dependent color theory and chromatic aberration is inevitable where calibration is required before experiments to make compensation for R, G, B values.

In this project, we selected a Blackmagic CCD-camera as the sensor to capture RBG values. Charge-coupled device, abbreviated as CCD, is an integrated circuit with many neatly arranged capacitors that sense light and convert the image into digital signals. Through the control of the
external circuit, each small capacitor can transfer its charge to its adjacent capacitor. CCD is widely used in digital photography, astronomy, especially optical telemetry (photometry), optical and spectral telescopes, and high-speed photography such as lucky imaging. For every CCD camera, its top left channel is called ‘starting channel’ and it will determine this camera’s demosaicing method. There are totally four types of combination of RGB channels: RGGB, BGGR, GBRG and GRBG.

![CCD diagram](image)

**Figure 9 Bayer Filter (Wikipedia, 2018)**

As shows in Figure 9, this most common type of color filter array is named ‘BGGR’ because the first channel on the top left is blue channel. Three colors are arranged in a filter layer like a chess board and filled based on different shares. According to the special characteristic of human eyes, green area stands for 50% of space and the rest part is evenly occupied by blue and red. Therefore, each pixel in the Bayer layout represents either the red, blue or green value for the coming light beam. Like the Figure 10, the light goes through a Bayer pattern filter layer before it reaches camera sensor. The top left corner is blue color channel, so only blue value will be stored for this pixel. After the sensor obtained all of the channel data, these three resulting patterns will be superposed to form a mosaic colorful picture. To further process and get all three colors value for every pixel, demosaicing is required.

![Bayer filter principle](image)

**Figure 10 Bayer Filter Principle (Wikipedia, 2018)**
2.3.3 HSV Theory

After obtaining all RGB value for every pixel, it is time to transfer the RGB value into HSV value. The HSV color model is a quite common color model which is represented points in the RGB color model in a cylindrical coordinate system. It is more intuitive than the geometry based on the Cartesian coordinate system RGB. HSV stands for hue, saturation and value respectively.

Most TVs, monitors, and projectors produce different colors by mixing different colors of red, green, and blue light. This is the additive color method for the three primary colors of RGB. In this way, a large number of different colors can be generated in the RGB color space, however, the relationship between the values of the three colors components and the generated color is not intuitive.

The HSV describes a color as a point in the cylindrical coordinate system. The center axis of the cylinder takes the value from the black at the bottom to the white at the top and the gray in the middle. The angle around this axis corresponds to the ‘hue’ to the axis. The distance corresponds to ”saturation” and the height along this axis corresponds to ‘value’.

Figure 11 HSV Cylinder (Wikipedia, 2019)

Assume (r, g, b) is the red, green, and blue coordinates of a color, respectively, whose values are real numbers between 0 and 1. Set max is equivalent to the largest value among R, G and B and min is equal to the smallest value among these values. To find the (h, s, v) value in the HSV space, where h ∈ [0, 360) degrees is the hue angle of the angle, and s, v ∈ [0, 1] is the saturation and value, the equations are:

\[
\begin{align*}
    h &= \begin{cases} 
        0^\circ & \text{if } max = min \\
        60^\circ \times \frac{g-b}{max-min} + 0^\circ & \text{if } max = r \text{ and } g \geq b \\
        60^\circ \times \frac{g-b}{max-min} + 360^\circ & \text{if } max = r \text{ and } g < b \\
        60^\circ \times \frac{b-r}{max-min} + 120^\circ & \text{if } max = g \\
        60^\circ \times \frac{r-g}{max-min} + 240^\circ & \text{if } max = b
    \end{cases}
\end{align*}
\]
In this project, a build-in MATLAB function `rgb2hsv` is selected as tool to transfer RGB color model to HSV color model and only hue value will be left for further calculation.

Besides, HSV can also be conceptually considered to be the inverted cone of color (black at the lower vertex, white at the center of the upper bottom). On the top hexagonal surfaces, hue starts at red color with 0 degree and its value increases with counterclockwise movement passing colors spectrum from yellow, green to blue, magenta. For a certain angle, the farther this point is from center axis, the higher the saturation this color is.

![HSV Cone](image.png)

*Figure 12 HSV Cone (Marques, 2011)*

### 2.3.4 Hue-Temperature Distance Weight

In this project, we can only find the relationship between hue and temperature in the area near TCs. But it is important to find a way to generalize the relationship reasonably and help any other points on the surface figure out their individual correlations.

Take Figure 13 as a sample, we are able to measure the temperature at point `a - i` where surface thermocouples are located. However, this thesis is more interested on the temperature at center point like `P` and the integrity of this area would be destroyed if inserting thermocouple at this location. Hence, thermocouple can only exist outside the research area.

Even though we are unable to directly measure the accurate temperature at point `P`, it is possible to use the temperature values at point `a - i` to estimate the temperature `P`. Because all of the points are in the same Cartesian coordinate system, it is able to find 3 closest points for `P`. In this sample, `i, e` and `h` are the closest points and the distances between them and `P` are `D_i`, `D_e` and `D_h`. The next step is to weight their temperature value by distance and the closer the point is, the higher weight it will get.
\[ T_P = \frac{D_a + D_b}{2(D_i + D_e + D_h)} \cdot T_i + \frac{D_i + D_h}{2(D_i + D_e + D_h)} \cdot T_e + \frac{D_i + D_e}{2(D_i + D_e + D_h)} \cdot T_h \] (31)

Figure 13 TLC Distance Weight Method
3 EXPERIMENT PROCESS

3.1 Pre-setup

3.1.1 Test rig

Figure 14 shows the layout of the test cell set-up. This film cooling test rig is located at Fluid Dynamics Laboratory at Siemens Industrial Turbomachinery AB in Finspång. This test rig is divided into two part: the block inside the dash-line rectangular is located in a dark cell with blocked window; the rest part is directly connected with the laboratory.

The mainstream flows through a 70mm diameter pipe and passes an orifice after two on/off valves which is used to measure the main mass flow. The orifice is between two flanges with an outer diameter of 114mm and an inner diameter of 12.48mm. After the orifice, the flow goes through an electric resistance heating element inside the pipe which is controlled by a PID-controller, and a calibrated PT100 is inserted through the pipeline wall after the heater. Located inside the test cell, Valve 3 could adjust the main flow to the design mass flow. The manometer next to the Valve 3 indicates the pressure inside the main flow pipe and the pressure should be lower than a defined value for safety reason. Before reaching the test object, the flow is guided to a three-way valve which is connected to a control box on the desk outside. Under normal and initial circumstances, the flow is directed to the atmospheric environment from the bypass. While the main flow has been heated to the desired temperature, the switch on the control box is triggered and it turns the flow direction from atmosphere to the test object.

A plastic hose connects the coolant air to the coolant chamber where the flow is evenly distributed into five streams and ejected from five coolant channels. Then the coolant forms a thin layer above the test surface and mixes with hot air. After passing the test object, the mixture flows through a silencer and goes back to the atmosphere.

The test object is surrounded by four halogen lamps with 2900K color temperature which will be used to adjust camera’s color balance. In order to homogeneously illuminate the test surface, it is necessary to take some measures because uneven illumination will have impact on the accuracy of result. Around the test object, a wooden structure box (80cm x 70cm x 60cm) caps the whole test chamber and its four sides are wrapped up with diffusive paper. By this method, the incident light from four lamps will be diffused and be uniformly distributed on the surface. The up side of the box is covered with a black cloth so as to avoid light reflection from the mirror face above the test surface.
3.1.2 Test object

The test object is made up of two pieces and they are bolted together with thirty connection points. To avoid flow leakage influencing the hydraulic Reynold Number, a layer of gasket is put in the middle of two components and it perfectly covers all of the overlapping area. The whole chamber is additive manufactured by PA2200, a fine-powder on the basis of polyamide 12, and its thermal conductivity in direction vertical to sintered layer is 0.144 W/mK. In the two sides of test chamber, two holes are drilled as the inlet and the outlet of air separately. For optical accessing and camera recording, the top cover's transparency is critical to the entire experiment. Therefore, a transparent polycarbonate plate is selected as the test object’s top cover. The inner frame dimension of the test chamber is 150 mm (Width) x 320 mm (Length) x 97 mm (Height) and five 10mm diameter coolant channels with length of 100mm tilt towards the main chamber.
The thickness of bottom plate is quite critical for the whole experiment which determines the maximum test duration. In this case, to achieve at least half minute test, the flat plate should have at least 75mm of thickness and the calculation is based on the thermal properties of manufacturing material. Derived from Eq.13, Eq.32 is used to calculate the maximum test duration.

$$t_{max} = \frac{\delta^2}{16\alpha}$$

Another important thickness which is vital to the experiment success rate is the TLC coating layer thickness. Generally, the thicker the TLC layer is, the more obviously the color is. However, if the coating is too thick, it might result that the bright color like red appears milky. According to the (Hallcrest, n.d.), optimum dry film thickness are around 10 microns. To achieve such dry thickness, a total wet film thickness of around 100 microns will need to be applied on the test surface. Comparing with manually brushing TLC which might lead unevenly distribution, the airbrush technique is selected as the TLC coating method. Besides, the raw flat plate is white, and the TLC is translucent liquid. Therefore, a black backing paint is required and applied before airbrushing the TLC. R28C10W is the type of TLC used in this test rig which starts going red at 28 Celsius degree and fades out at 38 Celsius. But whether the illumination color temperature or the camera white balance both of them will have influence on the real TLC RED Start Point and Clear Point, it is necessary to implement a TLC calibration before the official test.

![Figure 16 Test Surface with Applied TLC](image)

Also, there are 9 small holes with 1mm diameter on the surface which are reserved for thermocouples, later used for calibration. These 9 holes are symmetrical distributed based on the flow centroid line and scattered around the target test area, avoiding influencing the surface completeness and closing the test area at the same time. Every thermocouple is named by the location, such as the one in the bottom left is called 1R1 which means the first TC from bottom to top from the first raw from left to right. Besides 9 surface thermocouples, there are another four flow thermocouples called TATO, TBTO, TBP and CTC. TATO locates at the test chamber inlet and it is used to measure the main flow inlet temperature; TBTO is at the outlet side and, opposite to TATO, it shows the main flow outlet temperature; TBP is inserted at the bypass hose near the three-way valve and it means to obtain a rough value of main flow temperature to
estimate the start time; CTC is inserted into the coolant chamber through left side well and it measures the coolant flow temperature. As shows in Figure 18, the heat conductivity of thermocouple may have influence on the heat transfer coefficient of surrounding area, but it could be ignored because the test surface is thin.

Figure 17 Thermocouple Arrangement

Figure 18 Lateral View of Test Surface

On the both two sides of the test chamber, three holes with 1.6mm are drilled and each of them is filled with a pressure tap, directly connected by a transparent plastic hose to a digital pressure measurement system. All of the six pressure taps are located at the same height and expected to obtain relatively same pressure value. The pressure differences between each hole indicate pressure drops along the streamwise and the lower the value is, the more accurate the test results get. Besides, another two pressure taps from this pressure system located on the flanges on two sides of the orifice, measuring the main mass flow by calculating pressure drops. A standard atmospherical pressure devise is introduced into this system as reference.
3.1.3 Measurement equipment

It’s necessary to build a data acquisition system and use it to collect all the measurement information. RigView is an in-house software which is able to organize data from various inputs and gather them into a DIF format file. Besides the data collection function, it could also display the real-time data during the test, which is quite convenient for lab stuff to check test conditions. Normally, a DATASCAN 7220 16-channel measurement processor and a NetScanner System Model 9116 are directly connected with computer via USB or ethernet. The data imported from these two data logs will be read by RigView and displayed on screen by a user interface.

The DATASCAN records the voltage changes from all of the thermocouples and estimates the temperature according to the thermoelectric effect. For the NetScanner, it is a pressure measurement system whose outcomes are calibrated by a standard reference – a ROEMOUNT absolute pressure transmitter.

![Figure 19 NetScanner and DATASCAN](image)

3.2 Experiment

In this project, the test section could be divided into three parts according to the independence: thermocouple calibration, thermochromatic liquid crystal calibration and heat transfer experiment. All of them are listed chronologically. First, thermocouple is the basic temperature measurement equipment and its accuracy controls the uncertainty of the experiment results. Then, the correct correlation between color hue value and temperature is vital for the utilization of TLC. After knowing how colors correspond to temperatures, a flat plate transient heat transfer experiment can be run to evaluate the performance of the film cooling and estimate the heat transfer coefficient.

3.2.1 Thermocouple Calibration

As mentioned previously, the accuracy of the thermocouple is the fundamental of a success experiment. Therefore, a standardization is required before mounting them. First, a reference PT-100 is selected and calibrated by the Technical Research Institute of Sweden, a third-party professional organization. Then bundle all the type K thermocouples with this PT-100 tightly
and put them into a thermos bottle with hot water. Guarantee their tips roughly at the same water depth and a mixture of water is necessary to make sure that all the tips are surrounded by the water at the same temperature. In best condition, an electrical cap mixer is utilized, but the extra length of the PT-100 limits the application of the electrical cap. For this reason, a manually mixture step is implemented during the entire calibration.

![Figure 20 TC calibration Set-up](image)

The first calibration point is when the PT-100 indicates 80 Celsius degree and the data log saves all the data from thermocouple as a file at the same time. In every five-degree interval, data are collected until the water cools down to 30 Celsius degree.

![Figure 21 Thermocouple Calibration](image)

A linear correlation between PT-100 and thermocouple could be found by regression and the fitted coefficient and constant will be used in data log.
3.2.2 Thermochromic Liquid Crystal Calibration

This project intends to explore the heat transfer coefficient and film cooling effectiveness and the wall temperature on the entire surface is the core of the HTC calculation. Normally, thermocouple would be a good choice for point temperature measurement, but this test needs to map the temperature on the whole surface. Thermochromic liquid crystal is applied on the surface to indicate various temperatures by changing colors and the correlation between colors and temperatures is key of this project. To figure out the internal connection between hue and its corresponding temperature, a calibration of thermochromic liquid crystal is implemented.

The calibrated thermocouples in previous step will be inserted in the flat plate from the back side, and their tips will exactly at the flat plate surface, which means to assume that the thermocouples measure the surface temperature around a small area. At a certain time, this test makes an assumption that this small area’s average hue indicates the temperature measured by the corresponding thermocouple. Therefore, after a successive relating between hues and temperature at the same time, a fitted curve could be obtained and used for further heat transfer experiment.

![Temperature-Hue Correlation](image)

*Figure 22 Temperature and Hue Correlation*

In this calibration, a steady-state experiment is carried out by using main flow to gradually heat up the test surface. Every raise of heater’s temperature setting needs dozens of minutes to achieve evenly and steady temperature distribution. After the surface is heated to a steady condition, data log will start to collect temperature data and pictures will be taken at the same time. Later inside the MATLAB, temperature data will be correlated with corresponding hue value and the correlation will be used in transient experiment.

3.2.3 Heat Transfer Experiment

After two calibration experiments, the correlation between hue and temperature has been found and it would be used in the heat transfer experiment to indicate local point temperature on the entire test surface. Figure 23 shows how the test chamber looks like during one transient test.
Before the experiment, a safety check is implemented. It has to make sure that all of the on/off valves have been closed and the three-way valve has been switched to bypass direction. Check whether sensors are well connected, and test object is well fixed.

Then gradually turn on the main flow pipe valve and coolant hose valve until the mass flows reach designed values by observation. A heater controlled by a self-made PID-controller starts to heat the mainstream up to 55 Celsius degree, based on TBP value. While the main flow temperature has climbed to design value, it is time to start recording test data by CCD-camera and data log. Switch the three-way valve and guide the main flow to test object instead of bypass. After the maximum running time, turn off sensors and switch back the three-way valve. Let the test object naturally cool down to ambient temperature. To avoid environment influence and guarantee the filmed imaged showing the heat-up process, heat transfer experiment can only be carried out once per day. After stopping the experiment, all of the data will be imported into MATLAB for postprocessing.

3.3 Post-process

After a series of experiment, the data required for calculation are sufficient. To better utilizing the data, several postprocess steps are implemented:

1. Collect all the information from camera and data scanner
2. Import the RAW image and temperature data in to MATLAB
3. Transfer RGB to HSV and denoise
4. Calculate the HTC and film cooling effectiveness for every pixel within target surface
3.3.1 Data collection and transformation

The first step of postprocess is to collect experimental data from various sensors. The most important data are the RAW images from CCD-camera with a resolution of 1920px * 1080px. Normally, one transient test will generate 300 frames of digital negative files with 0.1s interval. To be recognized by MATLAB, all of the images has to be processed by Adobe DNG Converter and be transferred from RAW format to DNG format. According to (Sumner, 2014), to display an image on a screen, the RAW format image needs to be linearized, white balanced, demosaiced and color space corrected. The below picture shows the work flow of transferring RAW data into usable MATLAB data.

Figure 24 Workflow of Transferring from RAW to MAT

Besides the RAW images, temperature information from RigView is another crucial data for the entire experiment. The data exported from RigView will be in ascii format and each column records time-series data from a certain thermocouple. There is a column called Switch which is used to indicate the condition of three-way valve. If the Switch shows 1, it means that the main flow is guided to test chamber; if it shows 0, it means that the flow passes through the bypass and goes to the ambient environment. Therefore, this test only needs the rows where Switch is 1.

Inside the DIF file, pressure drops between several pressure taps are recorded during the whole test to check whether leakage exist. Also, coolant mass flow and mainstream mass flow are part of the main content which will be used for solver.

3.3.2 Denoising

Later inside MATLAB, the data from RBG channels will be extracted and transferred into HSV format. Only hue value could be saved and utilized. However, the noisy signal will dramatically influence the accuracy of the solver’s results. Denoising is implemented before the hue value is put into series of equations. As shows in Figure 25, the black widely fluctuated cure is the raw hue directly obtained from images, obviously which is not suit for calculation. Because the surface temperature keeps climbing since time = 0, the hue should also stay continuously growing. The hue for this recording time needs to be higher than the value from the previous recording time. A negative gradient would lead to a negative HTC, which is not expected.
Wavelets is a decent choice to smooth the hue data. Based on Fourier transformation, wavelets provides more possibility of storage both signal’s amplitude and time. Fourier transformation means to fix the signal changing with time. The short-term Fourier transformation uses a certain width window to divide the changing signal into several parts and applies Fourier transformation for each part. The Wavelet replaces an infinite sine wave with a wavelet that attenuates and transforms the non-periodic signal. In the previous project, Wavelet transform is used to denoise the signals of each RGB channels. Wavelets is the tool of denoising, and it performs quite well. However, in this case, a more robust and more simple method is utilized – the moving average filter. Besides, the moving average filter is optical for reducing random noise or extreme outlier, which is exactly the problem faced in this project. The main concept for this filter is to replace the value with a mean within a range fixed moving window. The blue curve is the filtered hue values, and its fluctuation amplitude is decreased comparing with original curve. Then the filtered hue is curve fitted by a custom sigmoid function that is selected to guarantee the single increasing trend. The data on the red curve will be saved and used for next step. Figure 25 is a sample pixel and every pixel on the test surface will go through all the above processes.

3.3.3 Solver

Each local HTC on test surface corresponds to a local driving fluid temperature and a local wall temperature. As described previously, the local wall could be got by TLC, but no indicator is able to display real-time local driving temperature. A rough estimation by distance weighting between inlet and outlet temperatures is implemented and it also assumes that the span-wise points with same y-coordinate value share one driving temperature.
Figure 26 Local Driving Temperature Calculation

\[ T_f(x, t) = \frac{TATO(t) - TBTO(t)}{L} x + TBTO(t) \]

\[ T_f \text{[°C]} \]

\[ x \text{[m]} \]

\[ f(1) = \left(1 - \exp \left( \frac{h^2 - t_1}{k \lambda \rho C_p} \right) \right) \cdot \left[ h \left( \frac{t_f}{\sqrt{\frac{t_1}{\lambda \rho C_p}}} \right) \right] \cdot \left[ q T_i + (1 - \eta) T_m - T_f + T_i - T_f \right] \]

\[ f(2) = \left(1 - \exp \left( \frac{h^2 - t_2}{k \lambda \rho C_p} \right) \right) \cdot \left[ h \left( \frac{t_f}{\sqrt{\frac{t_2}{\lambda \rho C_p}}} \right) \right] \cdot \left[ q T_i + (1 - \eta) T_m - T_f + T_i - T_f \right] \]

\[ \vdots \]

\[ f(n) = \left(1 - \exp \left( \frac{h^2 - t_n}{k \lambda \rho C_p} \right) \right) \cdot \left[ h \left( \frac{t_f}{\sqrt{\frac{t_n}{\lambda \rho C_p}}} \right) \right] \cdot \left[ q T_i + (1 - \eta) T_m - T_f + T_i - T_f \right] \]

\[ F = (f(1), f(2), \ldots, f(n)) \]

\[ p \leftarrow p + \Delta p \]

\[ \nabla F = \left( \frac{\partial F}{\partial k}, \frac{\partial F}{\partial \eta} \right) \]

\[ \nabla F \cdot \nabla F \cdot \Delta p = -\nabla F \cdot F \]

\[ p < \epsilon \]

\[ htc, \eta = p \]

Figure 27 Solver Workflow for One Pixel
Figure 27 displays the whole work flow of solver built in MATLAB. Two initial guess values of HTC and film cooling effectiveness are given, and they are used for starting the iteration process. Based on the experimental assumption, HTC and film cooling effectiveness are constants for a certain point during the whole experiment duration. For a certain pixel point, a corresponded temperature and time information are put into the same equation, which form an equation set. By partial deriving and transposing, the value of HTC and film cooling effectiveness are updated with each iteration until the residence is lower than a certain tolerance error.

The final HTC and film cooling effectiveness for a certain pixel will be stored in two two-dimensional matrixes whose coordinates are used for positioning this pixel. After finished the calculation for this pixel, the initial guess will be reset, and iteration starts again until the matrix is fully filled.
4 RESULTS AND DISCUSSION

4.1 Calibration

As explained in previous chapter, two calibration tests are implemented in this project: the first intends to calibrate the surface and flow thermocouples by a standard Pt-100; the second means to calibrate the Thermochromic Liquid Crystal and correlate its hue with surface thermocouple’s values. The key concept of calibration is to use a particular sensor to figure out the relationship between inputs and outputs.

According to the Figure 21, it is obviously that the two variable has a linear relationship and their coefficients could be obtained by linear regression. The dependent variable TC Voltage and the independent variable Pt-100 value are imported into MATLAB curve fit toolbox and it automatically generates the C0 and C1 for each thermocouple.

\[ Temp = C0 + C1 \cdot Voltage \]  

(33)

Table 1 shows the linear regression outcomes and these data will be used in RigView’s channel mapping. Then the DIF generated by this in-house software will directly export the correct temperatures.

<table>
<thead>
<tr>
<th>TC</th>
<th>C0</th>
<th>C1</th>
<th>TC</th>
<th>C0</th>
<th>C1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1R1</td>
<td>0.5611</td>
<td>1.0143</td>
<td>4R1</td>
<td>0.7928</td>
<td>1.0073</td>
</tr>
<tr>
<td>1R2</td>
<td>0.6861</td>
<td>1.0136</td>
<td>5R1</td>
<td>0.5778</td>
<td>1.0063</td>
</tr>
<tr>
<td>2R1</td>
<td>0.6497</td>
<td>1.0143</td>
<td>CTC</td>
<td>0.4377</td>
<td>1.0187</td>
</tr>
<tr>
<td>2R2</td>
<td>0.7159</td>
<td>1.0143</td>
<td>TBP</td>
<td>0.7858</td>
<td>1.0088</td>
</tr>
<tr>
<td>3R1</td>
<td>0.6738</td>
<td>1.0092</td>
<td>TATO</td>
<td>0.2316</td>
<td>1.0284</td>
</tr>
<tr>
<td>3R2</td>
<td>0.6462</td>
<td>1.0139</td>
<td>TBTO</td>
<td>0.2344</td>
<td>1.0199</td>
</tr>
</tbody>
</table>

Normally, every TLC has a unique color spectrum, but the illumination condition and the camera setting would both have impact on it. Therefore, it is necessary to apply a calibration to reduce environmental influences and fix the lighting condition.

Another important calibration outcome is from Thermochromic liquid crystal color calibration, where we get a clear understanding of the correlation between color hue and corresponding temperature.
Table 2 lists the coefficients fitted by 5 order polynomial function and these data will be stored in to matrix for transient test.

**Table 2 Thermochromic Liquid Crystal Calibrated Coefficients**

<table>
<thead>
<tr>
<th>TC</th>
<th>P5</th>
<th>P4</th>
<th>P3</th>
<th>P2</th>
<th>P1</th>
<th>P0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1R1</td>
<td>10040</td>
<td>-24890</td>
<td>23340</td>
<td>-10400</td>
<td>2224</td>
<td>-153</td>
</tr>
<tr>
<td>1R2</td>
<td>15490</td>
<td>-36080</td>
<td>32700</td>
<td>-14380</td>
<td>3080</td>
<td>-227</td>
</tr>
<tr>
<td>2R1</td>
<td>3174</td>
<td>-10180</td>
<td>10840</td>
<td>-5150</td>
<td>1138</td>
<td>-65</td>
</tr>
<tr>
<td>2R2</td>
<td>-3659</td>
<td>352</td>
<td>5233</td>
<td>-4114</td>
<td>1177</td>
<td>-87</td>
</tr>
<tr>
<td>3R1</td>
<td>104400</td>
<td>-228600</td>
<td>198900</td>
<td>-85840</td>
<td>18380</td>
<td>-1531</td>
</tr>
<tr>
<td>3R2</td>
<td>136800</td>
<td>-304200</td>
<td>269100</td>
<td>-118200</td>
<td>25790</td>
<td>-2205</td>
</tr>
<tr>
<td>4R1</td>
<td>-130700</td>
<td>235700</td>
<td>-167500</td>
<td>58680</td>
<td>-10130</td>
<td>719</td>
</tr>
<tr>
<td>5R1</td>
<td>121900</td>
<td>-264900</td>
<td>228100</td>
<td>-97250</td>
<td>20540</td>
<td>-1690</td>
</tr>
</tbody>
</table>

This is the 5-order polynomial fitting function used in MATLAB code.

\[
Temp = P5 \cdot hue^5 + P4 \cdot hue^4 + P3 \cdot hue^3 + P2 \cdot hue^2 + P1 \cdot hue + P0
\]

(34)
4.2 Transient Heat Transfer Experiment

Figure 28 displays the final result of HTC and film cooling effectiveness in a two-dimensional color map. The x-axis is the ratio of streamwise distance and hole diameter, and y-axis is the ratio of span wise distance and hole diameter D. The brighter color the dot is, the higher the value of HTC and film cooling effectiveness is. And the white space means data lack at these points. This target area is exactly the space after coolant ejected and (0,0) is the coordinate for the first pixel point after center coolant hole.

![Figure 28 HTC and Film Cooling Effectiveness Map](image)

It is obviously that the coolant performs well just after it is ejected from hole and these two values reach maximum. With streamwise distance increasing, the hot air keeps mixing with coolant air and the temperature of driving fluid continuously climbing high until it up main flow temperature. For this reason, these two target values decrease with distance increasing and it is reasonable that the coolant is unable to reach the points close to the outlet. Also, the heat transfer coefficient and film cooling effectiveness seem to have a very similar distribution pattern with the same increase and decrease trend. Ideally, the points with the same x-axis coordinate should have the same HTC and film cooling effectiveness, based on the homogeneous flow distribution assumption. But the result implies that there are still some vertexes existed and they change the flow direction. Another guess is that the flow runs to the side wall and be rebounded back.

Even the span wise heat distribution is an interesting research topic, this project is focus on the streamwise coolant performance. Hence, the heat transfer coefficient and film cooling effectiveness are summing averaged on y-axis.
The blue line is average HTC and film cooling effectiveness and the orange line is the data obtained from validation paper (Yu, 2002) while Blowing ratio is 1 and Reynold number is 2300. Unexpectedly, the curves of the two colors do not overlap with each other, even they have a similar trend. To figure out what the problem inside, the exhaustion method is implemented by feeding various values of HTC and film cooling effectiveness in one-pixel heat transfer equation to calculate the residuals.
As Figure 30 indicated, there are a lot of per of solution for one pixel and it is almost unable to pick up an optimal solution considering the solver is easy to stop at local minima. But we could see that the heat transfer coefficient tends to be stable with film cooling effectiveness increasing.

Considering the unevenly distributed flow, there might be some data that do not fit the basic assumption, such as the beginning sector (the first short sector in Figure 31). The results shown above are generated based on method 1 and all of the data points on the red curve have been utilized for calculation. Therefore, the data in the first several seconds might be the original of validation failure. To further improved the data quality, we should only use data from the last several seconds like the short red section at the right side of the picture. It is possible to validate the guess by sliding data import window and comparing the results.

By only calculating the last five seconds data, two improved curves are generated in Figure 32, where blue curve is the original results, orange curve is from validation paper and yellow curve is the improved results. As it shows, the heat transfer coefficient shrinks to half of the original data around the hole area and the slope keeps flating with streamwise distance increasing. While x/d =20 or close to the exhausting outlet, the HTC value of these curve of two colors almost reach the same level, which could be explained by the same driving temperature. As illustrated above, with the x/d ratio increasing, less coolant air could flow to this area, so the driving temperature tends to be close to the hot air temperature. Although the film cooling effectiveness does not reduce by half, it still shows an obvious drop, especial in the middle area. Both of the objects have partially matched the expectation, but there are still some aspects that could be improved further, such as the TLC band-width selection. The trend for global minima is obvious but unfortunately, the experiment hasn’t reached the point before the test end within 30s which is the test duration limitation. If the thickness of the test object increases, each test could run for a longer time which will provide a more stable flow. It is tricky to verify whether the hot air has become fully developed flow by calculation or observation. It needs to mention that all of the data are obtained from the experiments with the same blowing ratio =1 and hole-based Reynolds number = 2300.
Figure 32 Improved Span Wise Average
5 UNCERTAINTY AND CONCLUSIONS

5.1 Uncertainty

Normally, uncertainty analysis includes two parts: random error and systematic error. Systematic errors are basically data fluctuation due to measurement device’s precision limitation, and random errors are usually hard to be detected statistically. Table 3 and Table 4 summarized the two types of errors in this project.

Table 3 Random Errors

<table>
<thead>
<tr>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pt-100</td>
</tr>
<tr>
<td>±0.05 °C</td>
</tr>
<tr>
<td>Temperature Indicator</td>
</tr>
<tr>
<td>±0.02 °C</td>
</tr>
<tr>
<td>Type K Thermocouple</td>
</tr>
<tr>
<td>±0.2 °C</td>
</tr>
</tbody>
</table>

The systematic errors are obtained from the devices’ respective calibration protocols and original documents are listed in APPENDIX C: Protocols. Random errors for three tests are calculated by averaging the observed values.

Table 4 Systematic Errors

<table>
<thead>
<tr>
<th>°C</th>
<th>T</th>
<th>Ti</th>
<th>Tc</th>
<th>Tm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat Transfer Experiment 7</td>
<td>0.08</td>
<td>0.09</td>
<td>0.06</td>
<td>0.09</td>
</tr>
<tr>
<td>Heat Transfer Experiment 8</td>
<td>0.11</td>
<td>0.08</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>Heat Transfer Experiment 9</td>
<td>0.07</td>
<td>0.06</td>
<td>0.08</td>
<td>0.07</td>
</tr>
</tbody>
</table>

\[ f(t, T_c, T_m, T_i, T) = 1 - \exp \left[ h^2 \frac{t}{\lambda \rho C_p} \right] \text{erfc} \left[ h \sqrt{t \frac{C_p}{\lambda \rho}} \right] \cdot [\eta T_c + (1 - \eta)T_m - T_i] + T_i - T \quad (35) \]
The transformed heat transfer equation below has five independent variables, and they could be classified into two categories: time and temperature. The time is automatically recorded by computer, so the uncertainty is ignored. Therefore, the uncertainty analysis for this project only focuses on four temperature parameters.

According to GUM (JCGM, 2008), the standard uncertainty is combined with type A and type B uncertainties: type A is based on repeated observations and is the same as the experimental standard deviation of the mean; type B is based on scientific judgement. Eqs.36-38 are an example to obtain a standard uncertainty for parameter T and 2.58 is selected with a level of confidence of 99% for normal distribution. Table 5 shows the standard uncertainties for all four temperature parameters. The uncertainty of $T_r$ is estimated from the uncertainties of all the thermocouples.

$$u(T)_A = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (T_i - \bar{T})^2} \frac{1}{\sqrt{n}}$$  \hspace{1cm} (36)

$$u(T)_B = \frac{a}{2.58}$$  \hspace{1cm} (37)

$$u(T) = \sqrt{(\frac{\partial f}{\partial T})^2 u_A^2(T) + (\frac{\partial f}{\partial T})^2 u_B^2(T)}$$  \hspace{1cm} (38)

**Table 5 Standard Uncertainty**

<table>
<thead>
<tr>
<th></th>
<th>Standard Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\circ C$</td>
</tr>
<tr>
<td>Heat Transfer Experiment 7</td>
<td>32.00 ± 0.48</td>
</tr>
<tr>
<td>Heat Transfer Experiment 8</td>
<td>32.00 ± 0.49</td>
</tr>
<tr>
<td>Heat Transfer Experiment 9</td>
<td>32.00 ± 0.46</td>
</tr>
</tbody>
</table>
According to Eq. 2, film cooling effectiveness \( \eta \) is a function of \( T_i, T_c \), and \( T_m \), so its uncertainty could be calculated by Eq. 39. Based on the same principle and Eq. 12, Eq. 40 is used to calculate the uncertainty of heat transfer coefficient. Table 6 shows the uncertainties of film cooling effectiveness and heat transfer coefficient from three experiments.

\[
u(\eta) = \sqrt{\frac{u^2(T_r) + u^2(T_c) + u^2(T_m)}{3}}
\]

\[
u(h) = \sqrt{\frac{u^2(T_i) + u^2(T_c) + u^2(T_m) + u^2(T) + u^2(\eta)}{5}}
\]

Table 6 Uncertainty of \( h \) and \( \eta \)

<table>
<thead>
<tr>
<th></th>
<th>Uncertainty</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( h ) [W/m2K]</td>
<td>( \eta [-] )</td>
</tr>
<tr>
<td>Heat Transfer Experiment 7</td>
<td>151.20 ± 0.22</td>
<td>0.19 ± 0.06</td>
</tr>
<tr>
<td>Heat Transfer Experiment 8</td>
<td>153.30 ± 0.23</td>
<td>0.17 ± 0.05</td>
</tr>
<tr>
<td>Heat Transfer Experiment 9</td>
<td>153.10 ± 0.21</td>
<td>0.18 ± 0.06</td>
</tr>
</tbody>
</table>

5.2 Conclusions

The main purpose of this thesis is to explore the film cooling performance at a certain condition and the heat transfer coefficient and film cooling effectiveness are the objective of this project. All of the experiment setting or measurement serve for this target. Thermochromic Liquid Crystal is the tool of temperature measurement instead of other sensors like thermocouple. But the thermocouple still holds an important role inside this test rig. The MATLAB code and the test rig setup are upgraded based on new requirements and a totally new methodology is introduced comparing with previous study at SIEMENS Fluid Dynamic Lab. The major difference and the biggest improvement is adding of the coolant air which dramatically increased the difficulty of data processing and solver.

Based on the existing test cell, a coolant air pipe is introduced, and the test object is redesigned based on Reynold number = 2300 and Blowing ratio = 1. A different thermocouple mounting method is implement and two different calibration experiments has been run before the transient heat transfer test. The 12 thermocouples are calibrated by a standard Pt-100 and the band-width
of Thermochromic Liquid Crystal is R28C10W. To guarantee that both of the calibration data are trustworthy, every test mentioned are taken in-situ.

CCD-camera is used to capture the TLC’s hue changing with time and it could be treated as a noisy signal needing smoothing. Therefore, several image processing steps are applied before the pictures could be readable. Then transfer the RGB color into HSV model and use the hue value to indicate the wall temperature which is the most important variable in heat transfer. The improved final method selects the last 5 seconds’ data set and combines them with least square method to iterate optimal heat transfer coefficient and film cooling effectiveness for a certain pixel. Repeat the process until every pixel on the surface are visited.

This project’s ultimate goal is to simulate the same film cooling situation in (Yu, 2002). And the final results prove that the heat transfer coefficient and film cooling effectiveness from two experiments have a similar trend and this method could be used in further study.
Even this project has reached the initial target, further improvements could be taken in next stage. Several aspects listed below is the parts where need upgrade:

- **Illumination**: single light source to cover whole surface; eliminate shadow
- **Test object design**: increase the thickness and expand boundaries; decrease the chamber wall height
- **Flow**: decrease $\dot{m}_m/\dot{m}_c$; run longer time for fully developed flow
- **TLC**: narrow band-width; higher start temperature

Illumination source is vital for the camera setting and accuracy of the results. First, if the power of the light is too high to heat up the test surface, extra heat will be absorbed, and the heat transfer coefficient will be higher than the real value. Also, the shadow or overlap made by unevenly distributed light would have a strong influence on the image color. Such as displayed in Figure 34, there are two lamps on the two sides of the test surface. The top-side illumination or the bottom-side illumination will both leave a wide shadowing area which is obvious darker than normally light condition area. And if the two light sources have some overlap illuminating area like the first picture, the overlap area will be brighter than the normal area. Both conditions will bring some wrong data during calculation. Therefore, a good solution is to mount a single lamp with slant angle and filter the long-wavelength light with an infrared cut-off filter like Figure 33. The decrease of chamber well height could also reduce the chance of shadowing.

![Figure 33 Schema of Experiment Apparatus (Toriyama, 2016)](image-url)
Whether to design a thicker test surface or running for a longer time, the basic principle behind is to achieve fully developed flow. Even this test object has four flow distribution wings and an inlet honeycomb, the flow still has not be fully developed and its influence could easily be found during the first several seconds. Also, if the distance between the two side-wall is higher than existing one, the flow that bounces off from the wall will has less impact on the center area. The increase of the streamwise distance could also help to weak the disturbance of the vortex. If it is able to 3-D print a smaller mesh for honeycomb, it might be a decent solution.
Another improvement aspect for this test rig is the selection of Thermochromic Liquid Crystals. As illustrated before, TLC is distinguished by band-width and in this case, 10 degree might be too wide. Because the hue values of red color and blue color are fixed, the wider the temperature range is, the less sensitive the hue change to temperature change is. Besides, the Clear Point 38 Celsius degree may be a little bit low for a heat transfer experiment where main flow is normally 56 Celsius degree, which limits the possibility of increasing main flow temperature.
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\[
\frac{\partial^2 T}{\partial z^2} = \frac{1}{\alpha} \frac{\partial T}{\partial t} \quad (A.1)
\]

\[
\lim_{z \to \infty} T(z, t) = T_i \quad (A.2)
\]

\[
T(z, 0) = T_i \quad (A.3)
\]

\[
-\lambda \frac{\partial T(0, t)}{\partial z} = h(T_{aw} - T(0, t)) \quad (A.4)
\]

To simply the calculation, Eq.A.5-6 are used to substitute \( T \) and \( T_{aw} \) inside Eq.A.1-4.

\[
T^* = \frac{T - T_i}{T_i} \quad (A.5)
\]

\[
T_{aw}^* = \frac{T_{aw} - T_i}{T_i} \quad (A.6)
\]

And show like,
\[
\frac{\partial^2 T^*}{\partial z^2} = \frac{1}{\alpha} \frac{\partial T^*}{\partial t} \tag{A.7}
\]

\[
\lim_{z \to \infty} T^*(z, t) = 0 \tag{A.8}
\]

\[
T^*(z, 0) = 0 \tag{A.9}
\]

\[
-\lambda \frac{\partial T^*(0, t)}{\partial z} = h(T_{aw}^* - T^*(0, t)) \tag{A.10}
\]

Applying the Laplace transform, Eqs. A.7-10 yields,

\[
\frac{\partial^2 \hat{T}^*}{\partial z^2} = \frac{1}{\alpha} (s \hat{T}^* - T^*(z, 0)) \tag{A.11}
\]

\[
\lim_{z \to \infty} \hat{T}^*(z, s) = 0 \tag{A.12}
\]

\[
T^*(z, 0) = 0 \tag{A.13}
\]

\[
-\lambda \frac{\partial \hat{T}^*(0, s)}{\partial z} = h\left(\frac{T_{aw}^*}{s} - \hat{T}^*(0, s)\right) \tag{A.14}
\]

According to Eq. A.13, the calculation could be simplified as Eq. A.15,

\[
\frac{\partial^2 \hat{T}^*}{\partial z^2} = \frac{s}{\alpha} \hat{T}^* \tag{A.15}
\]
Assume a standard solution format Eq.A.16 for $\dot{T}^*$, and combine it with Eq.A.14,

$$\dot{T}^*(z, s) = Ae^{-z\sqrt{\frac{z}{\alpha}}} + Be^{z\sqrt{\frac{z}{\alpha}}}$$  \hspace{1cm} (A.16)$$

If $z$ increased, $\dot{T}^*$ should approach to zero according to Eq.A.12, which means that the constant $B$ equals zero,

$$\dot{T}^*(z, s) = Ae^{-z\sqrt{\frac{z}{\alpha}}}$$  \hspace{1cm} (A.17)$$

After putting $\dot{T}^*$ into Eq.A.14, yields a Laplace domain solution,

$$A = \frac{h}{\lambda} \frac{T_{aw}^*}{s(h \frac{1}{\lambda} + \sqrt{\frac{z}{\alpha}})}$$  \hspace{1cm} (A.18)$$

$$\dot{T}^*(z, s) = \frac{h}{\lambda} \frac{T_{aw}^*}{s(h \frac{1}{\lambda} + \sqrt{\frac{z}{\alpha}})} e^{-z\sqrt{\frac{z}{\alpha}}}$$  \hspace{1cm} (A.19)$$

Using the inversed Laplace transform in (Carslaw and Jaeger,1959, transform 14),

$$F(s) = L[f(t)] = \int_0^{+\infty} e^{-st} f(t) dt$$  \hspace{1cm} (A.20)$$

$$F(s) = \frac{e^{-ax}}{s(a + b)} \quad a = \sqrt{\frac{s}{c}} \hspace{1cm} (A.21)$$

$$f(t) = \frac{1}{b} \text{erfc} \left[ \frac{x}{2\sqrt{ct}} \right] - \frac{1}{b} e^{(bx + ctb^2)} \cdot \text{erfc} \left[ \frac{x}{2\sqrt{ct}} + b\sqrt{ct} \right]$$  \hspace{1cm} (A.22)$$

The expression for $\dot{T}^*$ could be inverted into time domain, and form a function of temperature difference ratio,
\[ \frac{T_w - T_i}{T_{aw} - T_i} = \text{erfc} \left[ \frac{z}{2\sqrt{t\alpha}} \right] - \exp \left[ \frac{hz}{\lambda} + \frac{h^2 t\alpha}{\lambda^2} \right] \text{erfc} \left[ \frac{z}{2\sqrt{t\alpha}} + \frac{h\sqrt{t\alpha}}{\lambda} \right] \] (A.23)

This experiment only focus on the surface condition, so \( z=0 \) in this case.

\[ \frac{T_w - T_i}{T_{aw} - T_i} = 1 - \exp \left[ \frac{h^2 \alpha t}{\lambda^2} \right] \text{erfc} \left[ \frac{h\sqrt{\alpha t}}{\lambda} \right] \] (A.24)
\[ f(x, y, D, L, P, \rho_m, V_m, V_c, T_m, T_c, T_w, \mu, \lambda_s, C_s, C_p, \rho_c, \lambda_r, h) = 0 \]

\[ d = n - \gamma = 18 - 4 = 14 \]

\[
\begin{bmatrix}
1 & 1 & 1 & 1 & -3 & 1 & 1 & 0 & 0 & 0 & -1 & 1 & 2 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & -1 & 0 & 0 & 0 & -1 & -3 & -2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & -1 & -1
\end{bmatrix} \cdot \begin{bmatrix}
k_1 \\
k_2 \\
k_3 \\
k_4 \\
k_5 \\
k_6 \\
k_7 \\
k_8 \\
k_9 \\
k_{10} \\
k_{11} \\
k_{12} \\
k_{13} \\
k_{14} \\
k_{15} \\
k_{16} \\
k_{17} \\
k_{18}
\end{bmatrix} + \begin{bmatrix}
2 & -3 & 1 & 0 \\
0 & 1 & 1 & 1 \\
-2 & 0 & -3 & -3 \\
-1 & 0 & -1 & -1
\end{bmatrix} \cdot \begin{bmatrix}
k_{19} \\
k_{20} \\
k_{21} \\
k_{22}
\end{bmatrix} = 0
\]

\[
\frac{\Pi_1}{\Pi_3} = \frac{x}{D} \quad \frac{\Pi_2}{\Pi_3} = \frac{y}{D} \quad \frac{\Pi_4}{\Pi_3} = \frac{L}{D} \quad \frac{\Pi_5}{\Pi_3} = \frac{P}{D}
\]

\[
\frac{\Pi_6 \cdot \Pi_7}{\Pi_8} = \frac{\rho_m \cdot V_m}{\rho_c \cdot V_c} = M \quad \frac{\Pi_9}{\Pi_{10}} = \frac{T_m}{T_c}
\]

\[
\frac{\Pi_9 - \Pi_{11}}{\Pi_9 - \Pi_{10}} = \frac{T_m - T_w}{T_m - T_c} = \eta \quad \Pi_{12} = \frac{\mu \cdot C_p}{\lambda_f} = Pr
\]

\[
\frac{\Pi_3 \cdot \Pi_8}{\Pi_{12}} = \frac{\rho_c \cdot V_c \cdot D}{\mu} = Re \quad \Pi_{13} = \frac{\lambda_s}{\lambda_f} \quad \Pi_{14} = \frac{C_s}{C_f}
\]

\[ f \left( \frac{x}{D}, \frac{y}{D}, \frac{L}{D}, \frac{P}{D}, M, \frac{T_m}{T_c}, \eta, Pr, Re, \frac{\lambda_s}{\lambda_f}, \frac{C_s}{C_f} \right) = 0 \]
Test Certificate according to EN10204 3.1 regarding Temperature
Provningsintyg enligt EN10204 3.1 avseende temperatur

Customer / Kund: Siemens Industrial Turbomachinery AB
Your Order / Er Order: 7000711942
Pentronic’s Order / Pentronics order: 163247-10
Type of Sensor / Typ av givare: Thermocouple type K Termoelement typ K
Article No / Artikelnr: 8107001-319

Class / Klass: Klass 1 according to / enligt IEC 60584
Insulation / Isolation: According to IEC 1515 at ca 1 V DC
Enligt IEC 1515 vid ca 1 V DC
Test Temperature / Kontrolltemperatur: 100°C
Nominal Value / Nominellt värde: 4096 ± 62 μV

Measurement Test Results / Mätvärden

<table>
<thead>
<tr>
<th>Id Number</th>
<th>Voltage (μV)</th>
<th>Id Number</th>
<th>Voltage (μV)</th>
<th>Id Number</th>
<th>Voltage (μV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18031292</td>
<td>4084</td>
<td>18031292</td>
<td>4086</td>
<td>18031294</td>
<td>4086</td>
</tr>
<tr>
<td>18031295</td>
<td>4087</td>
<td>18031296</td>
<td>4087</td>
<td>18031297</td>
<td>4084</td>
</tr>
<tr>
<td>18031298</td>
<td>4088</td>
<td>18031299</td>
<td>4086</td>
<td>18031300</td>
<td>4082</td>
</tr>
<tr>
<td>18031301</td>
<td>4084</td>
<td>18031302</td>
<td>4084</td>
<td>18031303</td>
<td>4084</td>
</tr>
</tbody>
</table>

The requirements as above are satisfied. Inspected by Susanne Hultman 18-01-16
Ställta fördingar enligt ovan har tillgodosets. Kontrollerat av Susanne Hultman 18-01-16

The test was carried out using equipment whose accuracy and performance is traceable, via Pentronic’s accredited laboratory (AKL/0076), to National Standards at the Swedish National Testing Institute.

Vid leveranskontrollen har använt utrustning vars prestanda och egenskaper, via Pentronics akkreditierade lab (AKL 0076), är spårbara till normaler hos riksmätplatsen.

Figure 36 Type K Thermocouple Calibration Protocol
RESISTANCE THERMOMETER

Objekt
Platina Resistance Thermometer Pt100, Manuf: Pentronic, Reg. No: TC123468
Condition of the object: Good.

Customer
Siemens Industrial Turbomachinery AB, S-612 83 FINSPONG, Sweden.

Standards

Traceability
This calibration is traceable to Bureau International des Poids et Mesures, BIPM, through regulary performed calibrations of our standards at the Technical Research Institute of Sweden, SP in Borås.

Method of calibration
The object reading was compared with the standards at 0, 30 and 60 °C, according to our method 1CS90976.

Uncertainty
The reported expanded uncertainty is stated as the standard uncertainty of measurement multiplied by a factor k=2, which for a normal distribution corresponds to a coverage probability of approximately 95%. The standard uncertainty of measurement has been determined in accordance with EA Publication EA-4/02. The expanded uncertainty includes uncertainty originating from the used standards and the calibrated object.

Calibration conditions
Temperature scale: ITS90. Measurement current: 1 mA.
Ambient temperature: 23 ±2°C.

Result
The result is valid at the date of calibration. Measurement of long time instability is not performed. Every reading is a mean value of at least 5 readings.

<table>
<thead>
<tr>
<th>Constants according to ITS-90.</th>
<th>Temp (°C)</th>
<th>Resistance (ohm)</th>
<th>Expanded Uncertainty (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R(TP)</td>
<td>99.98107077</td>
<td>99.9840</td>
<td>0.05</td>
</tr>
<tr>
<td>a(p=0)</td>
<td>-0.016210648</td>
<td>30.025</td>
<td>0.05</td>
</tr>
<tr>
<td>b(p=0)</td>
<td>-0.005321614</td>
<td>111.6982</td>
<td>0.05</td>
</tr>
<tr>
<td>c</td>
<td>60.062</td>
<td>123.3029</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Enclosed table
DIN IEC 60751 Correction table: 2016-12-19 TC123468

Assignments
2016-12-19
Jonas Lundberg
Responsible for Laboratory
2016-12-19
Jonas Lundberg
Responsible for Calibration

Laboratories are accredited by the Swedish Board for Accreditation and Conformity Assessment (SWEDAC) under the terms of Swedish legislation. The accredited laboratory activities meet the requirements in SS-EN ISO/IEC 17025 (2005)

This report may not be reproduced other than in full, except with the prior written approval of the issuing laboratory.
### Figure 37 Pt-100 Calibration Protocol

<table>
<thead>
<tr>
<th>Temperatur (°C)</th>
<th>Korrektion (IEC751)</th>
<th>Temperatur (°C)</th>
<th>Korrektion (IEC751)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.06</td>
<td>50</td>
<td>-0.08</td>
</tr>
<tr>
<td>1</td>
<td>0.05</td>
<td>51</td>
<td>-0.08</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>52</td>
<td>-0.09</td>
</tr>
<tr>
<td>3</td>
<td>0.05</td>
<td>53</td>
<td>-0.09</td>
</tr>
<tr>
<td>4</td>
<td>0.04</td>
<td>54</td>
<td>-0.09</td>
</tr>
<tr>
<td>5</td>
<td>0.04</td>
<td>55</td>
<td>-0.09</td>
</tr>
<tr>
<td>6</td>
<td>0.04</td>
<td>56</td>
<td>-0.09</td>
</tr>
<tr>
<td>7</td>
<td>0.03</td>
<td>57</td>
<td>-0.09</td>
</tr>
<tr>
<td>8</td>
<td>0.03</td>
<td>58</td>
<td>-0.09</td>
</tr>
<tr>
<td>9</td>
<td>0.02</td>
<td>59</td>
<td>-0.10</td>
</tr>
<tr>
<td>10</td>
<td>0.02</td>
<td>60</td>
<td>-0.10</td>
</tr>
<tr>
<td>11</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>-0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>-0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>-0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>-0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>-0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>-0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>-0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>-0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>-0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>-0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>-0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>-0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>-0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>-0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>-0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>-0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>-0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>-0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>-0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>-0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>-0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>-0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>-0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>-0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>-0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>-0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>-0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>-0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>-0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>-0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>-0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>-0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>-0.08</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Use of corrections**

The corrections in the table above is to be added with it's sign to the measured value.

**Example:** Measured value: 90°C, correction: -0.18°C

True value = 90.00 + (-0.18) = 89.82°C
# TEMPERATURE INDICATOR CALIBRATION

**Object**
Pt 100 Temperature Indicator
Reg. No: TC107500
Manufacturer: Systemteknik. Model: S1220

**Customer**
Siemens Industrial Turbomachinery AB

**Standard**
Manufacturer: General Resistance, Model: RTD-100

**Traceability**
This calibration is traceable to Bureau International des Poids et Mesures, BIPM, through regularly performed calibrations of our standards at Sweden’s national calibration laboratories.

**Calibration uncertainty**
The estimated uncertainty of this calibration corresponds to a temperature error less than 0,02°C.

**Calibration conditions**
Ambient temperature: 23±1°C
Warm up time: >2h.
The selected resistance values are according to IEC 751 (1995)

**Method of calibration**
The temperature was simulated by the standard. The corresponding temperature is corrected to actual value of standard according to its last calibration.

**Result**
True temperature = Observed temperature + Correction.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>100,000</td>
<td>0,01</td>
<td>-0,03</td>
<td>0,04</td>
</tr>
<tr>
<td>108,959</td>
<td>23,01</td>
<td>22,97</td>
<td>0,04</td>
</tr>
<tr>
<td>119,397</td>
<td>50,02</td>
<td>49,97</td>
<td>0,05</td>
</tr>
<tr>
<td>123,243</td>
<td>60,02</td>
<td>59,97</td>
<td>0,05</td>
</tr>
<tr>
<td>130,897</td>
<td>80,02</td>
<td>79,95</td>
<td>0,07</td>
</tr>
<tr>
<td>138,506</td>
<td>100,03</td>
<td>99,95</td>
<td>0,08</td>
</tr>
</tbody>
</table>

**Assignment**
Date: 2017-05-18
Performed by: [Signature]

---

612 83 Finspong
Dept: PS DO IGT FS TS CI
Tfn: +46 122 81000

Siemens Industrial Turbomachinery AB
Reg. No: 55 66 05 - 6046

---

*Figure 38 Temperature Indicator Calibration Protocol*