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Abstract

Regression testing is the process of confirming that a code change did not introduce any test failure into the current build. One Regression testing technique commonly used is Regression test selection or RTS. It is the process of identifying all tests affected by a code change, which are identified by creating a dependency graph of the project. The selected tests are then executed. The purpose of RTS is to reduce the development time by lowering the time for testing. Machine learning has been used as a test selection tool in recent studies and have shown promising results. Machine learning were used with a RTS tool to further reduce the number of tests selected. The features(176,713),(864,733) are primarily extracted from the dependency graph from the RTS tool. The machine learning is then used to estimate the probability of a test failure, and the tests are selected based on the probability of test failure. However, in order to train a machine learning model, it is essential to have a lot of data, and faulty code changes are required. Code defects need to be tested with the RTS tool while extracting data from running the tests. However, for open source projects, obtaining a large number of historical code defects is challenging. This paper presents EALRTS, a predictive regression test selection tool. EALRTS uses mutation generation instead of historical code defects. The data for the machine learning model is obtained with the help of STARTS, which is a static RTS tool. The data extracted comes mainly from two sources: (1) from the dependency graph that STARTS creates. (2) And from the test result reports. The data extracted is then used to train a Random Forest algorithm, whose goal is to predict what test to select. EALRTS managed to reduce the number of tests selected by 60.3% while finding 95% of all failed tests. The recall rate is interpreted as the amount of individual test failure found in a test class. The results show a trade-off between the number of individual test failures found and the number of tests selected. The trade-off suggests that a machine learning model can drastically lower the amount of test selected by a slight reduction in recall rate. The results for EALRTS are based on one case study, 725 test runs with a project consisting of 808 Java-files.
Sammanfattning
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Chapter 1

Introduction

Regression testing is an approach to ensure that a code change has not introduced any regressions. After a code change, a Regression Test Selection, RTS, tool finds the tests affected by the code change. The tests not affected should have the same result as in the prior run. A typical regression testing requires two sources of information – the dependency information, i.e., necessary elements of a program needed to execute a test, and the changed elements of the program [1,4]. This approach can be useful to help allocate limited machine resources, e.g., Google has over 150 million tests running every day [5]. Hence, reducing the number of tests can lower the lag time between check-ins and feedback and as a result, reduce the time to production. Öqvist et al. [1] suggested that safe RTS tools can be combined with other unsafe RTS tools to reduce the time of production. An RTS tool is said to be safe if it runs all tests that have been changed as a result of a code change.

In this thesis, we introduce EALRTS, which is a static, and file-level Predictive Regression Test Selection, PRTS. EALRTS does not require a historical faulty code change. Instead, EALRTS uses mutation generation for code defects. PRTS, similar to RTS, identifies the affected test files given a code change. A PRTS tool estimates the probability of a test failure and tests are selected based on the probability of test failure, which is calculated by a machine learning model. EALRTS can be viewed as an unsafe RTS tool. The reduction of tests comes at a price of safety but hopefully, with a reduction in the end-to-end the testing time. A safe RTS tool selects all tests that are affected by a code change.

EALRTS consists of two sub-methods: (1) the data extraction process, (2) and machine learning as a test selection tool –. The goal with the data extraction process is to extract data from multiple test runs given that code defects
are inserted into the project. The code defects were, in this case, created with mutation generation. Multiple mutants are then selected and inserted into a maven-based java project. The number of mutants is supposed to represent the changes made by developers. EALRTS then uses STA tic Regression Test Selection tool, STARTS \[3\] to run tests and extract data from STARTS’s dependency graph and the test result reports. The extracted data was then used as input to a machine learning model to predict the probability of a test failure and then selects what test to run.

The evaluation of EALRTS has been on one maven-based java project, that is commons-math. When mutants inserted to the project, EALRTS reduced the selected test by 60.3% with a 95% recall rate, compared to STARTS. The source code and dataset extracted are available on Github.\[f1\]

1.1 Problem statement

There is a lot of existing research in RTS \[1-4, 6-8\]. However, there is less research in Predictive Regression Test Selection, PRTS \[5, 9\]. Previous researches in PRTS used historical faulty code changes made by developers \[5, 9\]. Memon et al.\[5\] proposed a set of features that were then used by Machalica et al.\[9\] which extracted data from a basic regression test selection tool that found every test affected by a code change through static dependencies. The extracted data was then used as an input to a machine learning model to predict test failures. However, no approach was presented on how to train a machine learning model without historical code defects. Also, open source projects with an appropriate size and with historical code defects are hard to find. Even when code defects are available, there are usually too few to achieve statistical significance \[8\]. This becomes a problem in supervised machine learning since a lot of training data is required.

In this thesis, the problem we address is two fold. (1) How to address the issue of missing historical code defects. (2) How to predict what tests to select given generated data. This resulted in the creation of EALRTS (Erik Alexander Lundsten Regression Test Selection).

1.2 Novelty

First, there are three aspects of novelty in this thesis:

\[f1\]https://github.com/kth-tcs/kth-test-selection/tree/master/eal%20predictive%20rts
This is the first to report an approach of how multiple code defects can be generated and inserted into a maven-based java project. Previous research has only considered using historical code defects created by developers [9]. This thesis used mutation generation to create code defects and select multiple code defects to insert into a maven-based java project.

This thesis also presents an approach of how to extract the features, for the machine learning model, with the help of STARTS. Previous research used a set of features in different conditions: without using an open source RTS, used historical code defects, and little information about how to extract the features [9]. This thesis presents the process of how to obtain the features from STARTS. More specific, an approach of how the data can be extracted from multiple tests runs when mutants are inserted into a maven-based java project.

The thesis is also the first to evaluate the predictive performance of two machine learning models on the generated dataset. The models are evaluated in terms of the number of tests selected, AUC roc-curve, and recall. Where recall explains the number of test failures found compared to STARTS. Then a comparison between the machine learning models are made and how it compares to STARTS in regards to these metrics.

1.3 Research questions

The research questions are divided into two main areas, which are explored in this thesis. The areas are data generation and machine learning as a test selection tool. The distinction is made since machine learning as a test selection tool is a result of the data generation process.

Data generation

In order to evaluate how to determine how many mutants can be inserted into the project, the following research question will be answered:

*RQ1: What is a good number of mutants to be used for data generation in EALRTS?*
The features explored in this thesis require data such as minimum distance, file cardinality, connected file cardinality, and target cardinality. (1) The minimum distance is how far away a change and a test target are from each other in terms of dependencies. (2) File cardinality is how many files changed. (3) And connected file cardinality is how many files given a change transitively depend on a test target. (4) The test target is how many tests are affected by a given code change. Moreover, in the context of training a machine learning model, it is required to have data from multiple test runs, where a test run is the executed test suite given a code change.

**RQ2: How can minimum distance, file cardinality, connected file cardinality, and target cardinality be extracted from the STARTS to represent the code changes made?**

**Machine learning as a test selection tool**

The metrics used to explore machine learning as a test selection tool are recall, selection rate, time to select tests, AUC roc-curve. The recall says how many of the individual tests targets were found. A test target consists of one or more test cases. Selection rate is how many tests were selected by the PRTS tool compared to an RTS, which is considered the ground truth. Finally, AUC roc-curve is a metric to distinguish two metrics, which in this case is recall and selection rate.

**RQ3: When predicting what test to select with machine learning, how does Random Forest and XGBoost compare to each other in terms of recall, selection rate, time to select tests, and AUC-roc curve?**
As a result of the research question 3, the best performing machine learning model will be chosen for EALRTS and compare against STARTS. The following research question will be answered to evaluate EALRTS:

**RQ4:** How well does EALRTS improve STARTS in terms of selection rate, recall, change recall, and time to select tests?

### 1.4 Structure of the thesis

The thesis explores two different areas, a data generation process and machine learning for test selection. Chapter 3 presents the theoretical background. Chapter 4 is an analysis of the state-of-the-art and motivations for the selected tools used in this thesis. Chapter 5 describes the methodology for EALRTS and the evaluation methodology. Chapter 6 presents the methodology for machine learning for the test selection. Chapter 7 presents the results and answers to the research questions. Finally, Chapter 8 presents the discussion and conclusion. Which brings up limitations with this approach and what needs to be further researched.
Chapter 2

Background

2.1 generation

![Diagram of mutation generation process]

**Figure 2.1:** Overview of the mutation generation

Researches in regression testing often require changes to the program with code defects. However, one issue is that open source projects rarely have this data available or it does not exist. An approach is to generate data with a technique called mutation generation, which changes a file to be a defect. The code defect can represent faults similar to the faults introduced by developers. Thus, it is useful for reproducible experiments. [8]

Mutation generation is the process of manipulating code in order to intro-
duce defects in the form of small code changes. The change introduced should result in unexpected behavior which should raise test failures. Mutant generation is created by applying mutation operation to the original program; these mutations are syntactic changes. The operators changed often includes\[8,10\]:

- Changing constant C to 0, 1, -1, (C+1), (C-1)
- Change arithmetic, relational, logical, bitwise logical, increment, decrement, arithmetic-assignment operators by another within the same operator-class.
- Negate the decision in "if" or "while" statements
- Delete statement

The mutation occurs at either a source code-level or bytecode-level. Coles et al.\[10\] concluded that bytecode-level seems to generate mutants quicker compared to source code-level for java. One way to generate mutations efficiently is to divide it into two stages. First, a scan of the project is initialized, then all possible mutants are identified to store a description of the mutant. The description can then be used to recreate the mutants\[10, 11\].

Coles et al.\[10\] developed Pitest that provides a state-of-the-art faulty test detection which utilizes mutants to see whether a test finds the anomalies that Pitest creates. However, it can also be used only to generate code defects or mutants. The created mutants are at a bytecode-level, which resulted in the mutation generation process is computationally inexpensive. The mutation generation consists of two parts: (1) all classes are examined within the system under test, and stores the identified mutation points to memory. (2) At the same time, the mutated bytecode-file are generated during this process and immediately discarded. This information about the mutation is enough to recreate all the mutants previously discarded. It also enables Pitest to store possibly millions of mutants without overloading memory. However, it is possible to persist mutants to disk via command line options.\[10\]

Furthermore, the tool was used in a similar work done by Zhang et al.\[12\], which used Pitest in order to predict mutation result. Moreover, EALRTS uses Pitest because of the possibility to generate mutant quickly, persisting mutants to disk and the active development of the tool. The Pitest will be the mutation generation tool in this thesis.
2.2 Regression test selection

To retest all tests given a code change is an expensive process which is why researches have been made to reduce the number of tests that will not fail [1–4, 6–8]. Regression test selection, RTS, is the process of detecting regressions for a code change. When developers change the code, it is crucial that the code changed did not introduce any new regressions into the working build. A typical technique within regression test selection requires two sources of information [2–4]. First, it needs to compute the dependency information of the given system under test, these dependencies states what files are affected given the code changed. Second, it needs to identify what files have changed, which is done by comparing checksums of the files between two versions of the program.

Figure 2.2 presents a basic file-level RTS tool, which pictures a project with dependencies, two changed files, and what test files are affected, i.e., the red circles. The figure represents a safe regression test selection technique, i.e., the tool selects every test affected by a code change [1]. RTS can reduce the time spent by executing only a portion of the entire test suite [6, 13].

Test dependencies can be collected either as static or dynamic. Legunsen et al. [3] used a static approach to select tests, and Gligoric et al. [2] used a dynamic approach to select tests. The static approach uses static analysis to approximate what test to run. In contrast to the dynamic approach that
uses run-time information in order to determine what tests to run. Further, the gathered information for both static and dynamic RTS techniques is at different granularities. Research made have shown that file-level have a less end-to-end time than a method-level technique even though it can select fewer tests. [2–4].

2.2.1 Static test selection approach

Legunsen et al. [14] compared two static approaches to test selection, one at a class-level and another at a method-level. They concluded that class-level outperformed the method-level and were comparable to the state-of-the-art dynamic RTS, Ekstazi [2]. Legunsen et al. came up with a class-level Static RTS or STARTS. It is a tool which uses compile-time information to build a dependency graph to find the impacted tests. The impacted tests are the ones that transitively depend on the changed code. They further described a static approach in five steps: (1) Find type dependencies (2) Construct the type dependency graph (3) find the code change between two revisions (4) store checksums for the current revision (5) select tests impacted by the code change and optionally run the tests [3].

Extraction-based is another static RTS tool that was developed to reduce overhead costs compared to running all tests. Extraction-based RTS is a test selection technique that uses static analysis to select tests. This method uses a dependency graph to select tests and does a minimal extraction of the test program, i.e., a subset of files that is enough for running the test. Further, it is also a coarse-grained and incremental method, meaning that the dependency graph incrementally changes after update to the program is made. Further, a discussion was made in the trade-off between a safe RTS and reducing the safety of the RTS tool to select fewer tests. That is, RTS tools can be combined with RTS methods to reduce the number of tests further [1]. However, the documentation of the tool is lacking, and already implemented functionality was limited.

2.2.2 Dynamic test selection approach

Ekstazi is regression test selection tool which is considered state-of-the-art [1–4, 6, 7]. Ekstazi was developed to be more easily adopted into existing testing frameworks and build systems. The purpose of the developed tool was to increase the adoption rate. Ekstazi tracks dynamic dependencies and only select tests that are affected by these dynamic dependencies for each test class.
Ekstazi then stores the name and checksums of these classes. The information stored dependencies for each test class in a separate file. Ekstazi then analyzes if the checksums remain the same. A test is executed if any file has changed for a given test class. On average, Ekstazi reduced the end-to-end testing time by 32% compared to running all tests [2]. While it is considered state-of-the-art, this project was not open source for the more significant part of the time of this thesis.

2.3 Machine learning

2.3.1 Data preprocessing

Data preprocessing is the technique used to transform data into an understandable format for a machine learning model. The technique can manage data that is incomplete, inconsistent or contains errors. Different techniques exist to solve such issues [15,18].

Data cleansing is the process of cleaning the data by dealing with missing values, removing outliers, smoothing noisy data. Missing data can occur because of collection error or corrupted data. A dataset with relatively low missing values, the inputs can be removed. If the missing values are high, it is possible to implement imputation techniques as described by Donders et al. [15].

Binning is the process to reduce the number of possible values in the data. An example of a reduction is to introduce categories, or an interval, where each interval is a category. The reduction will help with problems such as outliers, minor data errors, and preparation of the data. [18]

Data reduction strategies are used to reduce the number of features without losing its originality. An approach for reducing a smaller set of features is through a brute-force wrapper method. Traditionally described, a wrapper method evaluates the predictive performance for a subset of features. In practice, the following needs to be defined: (1) How to search for the possible subset of features (2) How to assess the predictive performance of the machine learning model (3) The predictor to be evaluated. An exhaustive feature selection approach uses a brute-force search which is suitable if not the number of features is too large. [17]

Data transformation is the process of transforming data into another format. The purpose of data transformation is to enhance the data in such a way that it increases the likelihood that the machine learning model to find meaningful patterns. Normalization is one such technique where values convert
into a normalized range. Another approach is one hot encoding where the
categories transform into features with the value one or zero, i.e., true or false.

### 2.3.2 Gradient boosted decision tree

The main idea behind boosting is to sequentially add new weak models, deci-
sion trees, to an ensemble that can produce accurate predictions. At each
iteration, a newly trained model tries to minimize the error of the whole en-
semble learned to this iteration. Figure 2.3 is an illustration of the prediction
process of a gradient boosted decision tree.

The goal is to map input features \( x = \{x_1, ..., x_d\} \) to an output \( y \) and to
reconstruct unknown functional dependence \( x \rightarrow y \) with a functional estimate
\( \hat{f}(x) \) that minimizes some loss function \( J(\theta) = \Psi(y_i, \hat{f}(x_i, \hat{\theta})) \). For gradient
boosting, each functional estimate is a weak learner that is sequentially fitted
on the previous ensemble’s residuals. The minimization of the residuals is
done with gradient descent of the loss function \( \nabla J(\theta) \). This process of adding
weak learners and fitting on the previous ensemble’s residuals is repeated until
the numbers of estimators are reached. [19]
Gradient boosting algorithm

Initialization
1: Import the data \( x = \{ x, y \}_{n=1}^{N} \)
2: Define the number of iterations
3: Choose a loss-function \( \Psi \)
4: Choose a base learner \( f \)

Algorithm
5: Make the initial guess \( \hat{f}_0 \) as a constant
6: For \( t=1 \) in range \( M \)
7: Calculate the gradient the negative gradient \( g_t(x) \)
8: train a new decision tree \( f(x, \theta_t) \)
9: Calculate the gradient descent step-size \( \rho_t \)

\[
\rho_t = \arg \min \sum_{n=1}^{N} \Psi [y, \hat{f}_{t-1} + \rho f(x_i, \theta_t)]
\]
10: iterate the function estimate:

\[
\hat{f}_{t-1} + \rho_t f(x, \theta_t) \to \hat{f}_t
\]
11: end

Note that \( f(x, \theta_t) \) is parallel to the negative gradient \( g(x) \) [19]
2.3.3 Random Forest

Figure 2.4: Shows the predictions process of random forest, the green circles represent the predictions made by each decision tree in a random forest. The final prediction is the result of the majority voting.

The idea of training multiple decision trees in parallel for classification was first introduced by Ho et al. [20]. Picture in figure 2.4 shows a simple version of Random Forest, which is an ensemble technique. The ensemble consists of many decision trees which are trained in parallel and outputs a prediction. The predictions result in a majority vote, and the class with most predictions is the final prediction. Each decision tree utilizes something called bootstrap aggregation, commonly known as bagging. Bagging is the process of selecting a random subsample of the features with replacement, i.e., \( m \in M \) where M is the entire dataset. "With replacement" means that the other decision tree can select the same samples [21].

```plaintext
1: for i=1 to B
2:   draw m samples with replacement
3:   Grow a tree and recursively repeat the following steps until all terminal nodes are reached:
4:     i) randomly select \( m_{try} \) of the predictors
5:     ii) calculate the best split among the \( m_{try} \) variables
6:     iii) split the node into two daughter nodes
7: Output: for classification, perform majority vote for all the decision trees. [21]
```
Chapter 3

State-of-the-art

This section presents an analysis of the state-of-the-art and the motivation of the tools and models used in this thesis.

3.1 HyRTS: Hybrid Regression Test Selection

Zhang, L. [4] studied the strengths of dynamic and static RTS and at different granularity levels. They found a way to combine the strengths of the different level of granularities in order to create a Hybrid Regression Test Selection, HyRTS. The basic technique behind HyRTS is to perform finer-grained method-level analysis on code changes while performing file-level analysis on additions, deletions, or class file header changes. It selects tests at a method- and file-level analysis of the test dependencies. The selected tests are then executed, and method-level dependencies are gathered for future revisions. Also, the file-level dependencies can be derived from the method-level analysis.

HyRTS currently supports maven-based java projects at a test class level. The three components in HyRTS are (1) \textit{change computation}, which finds the changed file by getting the checksums for the bytecode files. Also, HyRTS tracks method-level changes. (2) \textit{dependency collection}, the method dependencies are gathered with a java agent. The file-level dependencies can then be derived from the method-level dependencies. The dependencies are gathered from a test-class level since test methods are hard to find in practice. (3) \textit{Application modes} the selected tests can then be derived from the code changes identified and the collected dependencies.

However, the code of this experiment is not open source and can, therefore, not be used in this experiment.
3.2 STARTS: STAtic Regression Test Selection

In a previous study by Legunsen et al.\[14\] found that Static RTS was comparable to the dynamic state-of-the-art RTS tool, Ekstazi. However, at this time, static RTS were less precise and could be unsafe. Precise is if it only runs the failed tests and safe if it contains all the failed tests. The paper also found that class-level static RTS outperformed method-level static RTS. The conclusion sparked the idea of STARTS. Legunsen et al.\[3\] then created STAtic regression test selection tool, or STARTS, which is a state-of-the-art static RTS tool for a maven-based java project. STARTS use compile-time information to select tests, in more depth STARTS builds a dependency graph relating all types (Classes, interfaces, and enums) and finds impacted tests that depend on the given change. It builds this dependency graph with the graph tool yasgl\[1\]. STARTS computes the transitive closure for each test and finds all its dependencies. STARTS can determine what files have changed by computing the checksums for each file and compares it to the checksums of the previous run. However, STARTS might be unsafe if the paths between tests and changed files only reach via reflection.\[3\]

STARTS also brings a variety of options, which makes it easy to work with, such as only finding what impacted tests that changed since the last run. STARTS also brings the option to find and run impacted tests. Another critical option that STARTS brings is the option not to update checksums after a test run. The test tool can be used not to store the checksums for a version of the program with inserted mutants. If the original bug-free file then replaces the mutants, the test tool will notice a change even though this piece of code is working. The option not to update checksums is, therefore, an essential option for this thesis.\[2\]

3.3 Features for predictive regression test selection

Memon et al.\[5\] proposed features that indicated if a file were prone to breakage. They found that very few tests ever fail, but those that fail are closer to the code change. With a code based represented as a dependency graph, Memon

\[1\]https://github.com/TestingResearchIllinois/yasgl
\[2\]https://github.com/TestingResearchIllinois/starts
et al. found that the test target is within a distance of 10 in terms of edges. Furthermore, other features have frequently modified the code, individual users and tools cause more breakage and lastly, code recently modified by more than three developers could indicate that a file is more prone to breakage.

The following features were used in this thesis based on Machalica et al. [9], and Memon et al. [5] and are further divided into three categories. The change-level feature consists of features given the code change:

- *Change history* for files, how many times have a file changed. In order to identify areas of development which are more prone to breakages.

- *File cardinality* is the number of files touched by a change. Large changes are harder to review, and smaller changes are less likely to fail.

- *Target cardinality*, number of files (test targets) touched by a change. A widely used particular file might trigger unexpected behavior.

Target level features are the single test target that perhaps needs to be further tested. These features consist of:

- *Failure rates*. A measurement of how good the test target performs.

- The *number of tests*, which is an indication of the code area coverage.

Cross features are features depending on test target and the code change:

- *Connected file cardinality*, how many files are having a transitively depend on the given a test target.

- *Minimum distance*, the distance between the changed files, and the selected testing target. A closer distance is more prone to breakage given a change.

### 3.4 Model selection for predictive regression test selection

Model selection for predictive regression test selection Machalica et al. [9] conducted their experiment at Facebook and based their features on the paper by Memon et al. [5]. The suggested features were input for a gradient boosted decision tree model. Gradient boosted decision tree is a favorite machine learning model that works out of the box, requires no normalization, and can deal
with imbalanced data. Therefore, a gradient boosted decision tree is one model evaluated in EALRTS.

Zhang et al. [12] researched predictive mutation testing, PMT, which aims to predict mutation testing results without executing the mutants. The model used in this research with the reason is that it is a robust model that it is practical to deal with imbalanced data. Logistic regression is another model used for classifications tasks. However, Muchlinski et al. [22] suggested that Random Forest may perform better than logistic regression for imbalanced datasets. Therefore, Random Forest will be the second model to be compared for this thesis.

In this thesis, the models used are Random Forest, and gradient boosted decision tree. These models both have support to handle imbalanced data, which is why the models are chosen over logistic regression.
Chapter 4

Methodology

This chapter consists of two aspects of the methodology, an approach- and an evaluation- methodology. The approach methodology explains how EALRTS works. It consists of two main areas, generating data and selecting tests with machine learning. The data generated is used as input for a machine learning model to predict what tests to run. First, code defects, or mutants, were created with Pitest. Then multiple mutants were inserted into the project and STARTS found the changed files by comparing checksums with the original project, i.e., commons-math. STARTS then finds the affected tests by searching the dependency graph that it creates. At this time, a modified STARTS outputted data from the dependency graph. Once finished the test run, the project was reset back to normal, and a new set of mutants was inserted. This process was then repeated and resulted in a dataset. Each entry in the dataset was a test target, and the class was whether or not the test failed. The dataset was the input for a machine learning model. The goal of the machine learning model was to predict if a test needs to be tested or not.

The evaluation methodology presents the evaluation process of EALRTS. It consists of the two main areas, the data generation and selecting the machine learning model. The data generation describes what metrics were extracted to evaluate the data generation process. The selecting machine learning model presents the process of how both the models were optimized, and how the models were evaluated.
4.1 Approach methodology for EALRTS

EALRTS uses generated mutants to extract data from STARTS and then use the data as input for a Random Forest classifier to predict what test select. Figure 4.1 presents the process of the entire data generation process. The data to be extracted is presented in section 4.1.1. The process of generating mutants is presented in section 4.1.2. Then the process of using mutants to extract data is presented in section 4.1.3 and finally, the test selection with machine learning is presented in section 4.1.4.

![Figure 4.1: Data extraction process of EALRTS](image)

To go into more detail, pseudo-code of the EALRTS is also provided in algorithm 1. The pseudo-code explains the individual steps of figure 4.1 and it also includes test selection with machine learning.
Algorithm 1: pseudo-code for EALRTS

Result: A selection of tests with machine learning

#Data generation;
Generate mutants with Pitest;
Run STARTS and store checksums for the original project;
int num_runs = number of test runs;
for i in num_runs do
    int num_files = random number between 1 and 15;
    for j in (num_files) do
        Select a random file from original project;
        Select a random mutant for the file;
        Replace the file with the mutant;
    end
    Run & extract data from STARTS;
    Replace mutants with the original files;
end

#Test selection with machine learning;
Read the extracted data;
split data into evaluation set and a training set;
train a Random Forest model on the training set;
List<float> probabilities = predictions on evaluation set;
for j in (num_files) do
    if (probability > (probability cut off)) then
        test selected to run;
    else
        test not selected to run;
    end
end

4.1.1 Extracting features

A machine learning model requires input data in order to find patterns for making predictions. Input data consists of features, and the label is what we want to predict. The features for this experiment was about the code change, test target, and cross-dependent features, which are features depending on both the code change and test target. Moreover, the label is whether a specific test target failed. A test target is a test class containing tests cases. The extracted features used in this thesis are based on previous research [9]:
**Code change features:**

- *File change history* is how often each of the changed files been changed in the past. File changed more often might be more prone to breakage.

- *File cardinality*, number of files affected by a change. Larger changes can indicate a file is more prone to breakage

**Test target features:**

- *Failure rates*, how often the tests have failed, given all the test runs.

- *The number of tests* can be an identifier of code coverage.

- *Target cardinality*, number of tests selected given a change.

**Cross dependent features:**

- *Connected file cardinality*, number of files touched by a code change and have transitive closure to a test target.

- *The minimum distance* is the shortest distance in terms of edges from a change to a test target.

### 4.1.2 Generating mutants with Pitest

The data was extracted with the help of STARTS. By default, STARTS does not have an option to extract these features, so modification to STARTS was made in order to extract these features. Although File change history was obtained through the project’s Github.

For this experiment, the machine learning model requires input from three sources of information: (1) A code change with defects and (2) test failure caused by the code change. (3) cross-dependent features between the code change and the test target that failed[9]. In other words, code defects are required in order to train a machine learning model. However, finding open source projects with an appropriate size and with historical code defects are hard to find. Even when code defects are available, there are usually too few to achieve statistical significance. When lacking historical code defects, two approaches are available. Faults can either be introduced by hand or automatically with a mutation generation tool [8]. Also, when a developer makes a code change, it can consist of multiple files. This experiment recreated this by
inserting multiple mutants into the code.

**Generated mutants**

Pitest is a state-of-the-art tool to generate mutations that are seeded into the project and then run the tests. For this experiment, the mutations were extracted, and the execution of the tests by Pitest was skipped. The mutants generated by Pitest are at a bytecode-level, which is more time efficient than mutants generated at a source-code level[10]. The name of the mutations is equal to the classpath, which makes it easy to find the changed file. Alongside the mutants, comes details of what method have changed, what line, and the operation that changed.

**Mutants inserted into the project**

EALRTS replaced a random number of files with mutants in the original project. The random number of files to be replaced by mutants have an upper limit, which is found by analyzing the `buildSuccessRate` when a certain number of mutants are inserted. For this experiment, the maximum number of files to be replaced by mutants was 15, which is further described in section 4.2.2. EALRTS then selected the mutants generated by Pitest and inserted them into the project. To reduce the sample bias[23], a file cannot be replaced again until EALRTS have replaced all files in the project. Once STARTS has finished its test run, EALRTS replaces the mutants with the original files. Moreover, if the project failed to compile with the inserted mutants, then the original version of the project is restored. Also, a new number of mutants are selected instead in order to reduce the risk of a sample biased dataset.

Another approach to reset the project could be to recompile the project. Also, mutants could be created generated at a source code-level instead of a bytecode-level.

However, recompiling the project takes significantly longer than simply inserting the compiled file again. Also, research suggests that bytecode-level mutants are more time-efficient than those generated at a source code-level[10].
4.1.3 Extracting data from STARTS

Stored checksums

To identify a code change, STARTS compares two versions of the program an old and a new one by storing the checksums of the two versions. If a checksum for a file is different between an old version and a new version of the program, the file is considered as a changed file. The checksums in this experiment are only stored once; in this case, this would be the original project checksums. The checksums are only stored once since the removed mutants from the last iteration, or an old version, caused a difference in checksums. Also, EALRTS configured STARTS not to store the checksums by default.

Using the graph library Yasgl to find data

By default, STARTS builds a dependency graph, and the test selected is on a class-level. The dependency graph that STARTS builds is created the help of Yasgl, yet another simple graph library, where each node is a type. Yasgl is used in STARTS to find the affected test through the changed files.

EALRTS modified STARTS to extract data from the dependency graph with the utilities that Yasgl brings. For this thesis, Yasgl was a convenient way to find the data needed, such as minimum distance between changed files and a test target, and connected file cardinality. A breadth-first search was conducted on the dependency graph to find the minimum distance and the connected file cardinality. Also, the file cardinality and target cardinality was already identified by STARTS and required minor changes to be extracted.

Extracting data

The modified STARTS tool extracted data at run-time, i.e., connected file cardinality, file cardinality, target cardinality, minimum distance, and the name of the tests that failed. Once STARTS finished executing the tests, it outputted the test result reports with data such as the number of tests and test failures. EALRTS then combined the test result reports with the data that STARTS extracted at run-time and saved to the /erik-files directory. Each entry in the dataset was the result of a single test target, t, and is labeled positive if and only if \( t \in FailedTests(c) \) where c is a changed file. If the test target has failed, it is labeled true; otherwise, it is labeled false. Once the data is com-

\(^1\)https://github.com/TestingResearchIllinois/yasgl
EALRTS resets the project to its original version and deletes the test result reports in the surefire-reports.

There are two benefits of deleting the surefire-reportsthat modified STARTS outputs. (1) The 725 test runs outputted 82437 individual data points or 82437 test result reports, which takes up much memory. (2) The reports output the same name, by deleting the previous test reports makes it easier to track what test result report belongs to a specific test run. Note that these values are for the commons-math project.

### 4.1.4 Selecting tests with machine learning

A Random Forest model was then trained on the data extracted from the modified STARTS. The model was trained on all features described in section 4.1.1 except the file cardinality. The features were selected with a method called a brute force wrapper-method\[17\], which is further described in section 4.2.5. The trained model then outputted a probability of a test failing. A test is said to be failing if the probability of failing is above a probability threshold $\text{probability} > \text{probabilityCutOff}$, where $\text{probabilityCutOff}$ is the probability threshold. The tests that had a probability over the threshold are then selected to be tested. The model could then be compared against STARTS in terms of selection rate and recall.

### 4.2 Evaluation methodology

Figure 4.2 presents an overview of the elements that were required to get evaluation results from the two machine learning models. First, descriptive evaluation statistics about the inserted mutants and data extraction are presented in section 4.2.2 and section 4.2.3. Then the data had to be preprocessed in order to be used as input for the machine learning models. Hyperparameters were then tuned with Bayesian optimization, which is described in section 4.2.4. Optimized hyperparameters increase the model’s predictive performance and are required to make a fair comparison between the models. Then a feature selection was conducted to remove noisy features, presented in section 4.2.5. Finally, the model is trained, and the evaluation metrics can be obtained, which is explained in section 4.2.6.
4.2.1 Evaluation metrics

**Build success rate**

\[
\text{buildSuccessRate} = \frac{\text{SuccessfulBuilds}}{\text{SuccessfulBuilds} + \text{FailedBuilds}}
\]

Where \( \text{SuccessfulBuilds} \) is the number of test runs successfully compiled with inserted mutants, and if the compiling failed, it is considered as \( \text{FailedBuilds} \). This metric tries to capture success rate of compiling a project, where a higher success rate is generally better.

**Recall, change recall and selection rate**

Evaluation metrics for predictive regression test selection have been proposed by previous research\[^9\]. The suggested metrics are used in this paper to evaluate a machine learning model are recall, change recall, and selection rate. These metrics are defined as:

\[
\text{Recall} = \frac{\text{selectedtests} \cap \text{failedtests}}{\text{failedtests}}
\]

The selected tests are the test selected by the PRTS tool and failed tests are all the failed test found by the RTS tool, i.e., STARTS. Generally, a higher
recall is better, and it means that the model finds more individual test failures. That is it finds test failures in a test target.

\[ \text{Selection Rate} = \frac{\text{selected tests} \cap \text{nonFailed tests}}{\text{nonFailed tests}} \]

The selected tests are the test selected by the PRTS tool and non-failed tests from the RTS tool. The selection rate is the comparable metric that says how well the PRTS model performs in comparison to a test selection tool. A lower selection rate is better, which means that the model select fewer tests that pass.

\[ \text{Change recall} = \frac{\text{selected tests} \cap \text{Failed tests} \neq \emptyset}{\text{Failed tests} \neq \emptyset} \]

Change recall describes if at least one test failure was found in a test suite by the PRTS. It describes a models performance to find at least one test failure per test run. A higher change recall is better since it means that the model can find at least one test failure per test run. Therefore, a higher probability of capturing faulty changes.

AUC-ROC curve is another technique which uses a two-dimensional depiction of a classifier’s performance at various thresholds. Traditionally the two dimensions consist of recall and precision. The area under the ROC curve then indicates how well the two-performance metrics separate from each other[24]. The two dimensions can be replaced, and for this experiment, recall and selection rate was used as the evaluation metric for the AUC ROC-curve.

### 4.2.2 Evaluating the inserted mutants

Since mutants are traditionally inserted one at a time. Inserting multiple mutants into a project meant a risk of the project not compiling successfully. Therefore, an analysis of the buildSuccessRate had to be made. For this thesis, 30 iterations were made at various thresholds. The results were then presented in a table. The analysis was the trade-off between the number of mutants and buildSuccessRate.
4.2.3 Evaluating data extraction process

When the modified STARTS detects code changes, it finds the affected tests through a dependency graph. The code change was multiple mutants inserted into the project, and a set of mutants cannot be guaranteed to compile successfully. Therefore, the average file- and target cardinality was extracted from STARTS to see how inserting multiple mutants affects the data extraction process. Then the average failure rate was extracted from STARTS. The average time for build failure, i.e., time for a set of mutants not to compile was also extracted from STARTS.

4.2.4 Tuning hyperparameters

The hyperparameter tuning used in this thesis is Bayesian optimization which is an efficient way to find the hyperparameters. In contrast to random or grid-searches, keeps tracks of historical evaluations of the model and creates a posterior distribution of a function that is will be optimized. The function to be maximized is the mean AUC-score of 5-fold cross-validation. The cross-validation is used with early stopping to reduce the risk of overfitting. Once finished, the best score will be that the parameter will be the parameters for the model. The final hyperparameters will be presented in tables for Random Forest and XGBoost.

The model was then further explored by removing the feature and see how it affects the relative AUC-score which is defined as

\[
\frac{\text{AUC-score (all features)}}{\text{AUC-score (one removed feature)}}
\]

4.2.5 Measuring feature importance

A brute force wrapper-method is an approach for reducing a small set of features. Traditionally described, a wrapper method evaluates the predictive performance for a subset of features. In practice, the following needs to be defined: (1) How to search for the possible subset of features (2) How to assess the predictive performance of the machine learning model (3) The predictor to be evaluated[17].

A brute-force search was used in this thesis since the feature set consisted of seven features. The predictive performance measured was the AUC-score and the logarithmic loss. The logarithmic loss penalizes classifiers that are too confident about a prediction. Predictor used was presented in section 4.1.1.

---

[17] https://github.com/fmfn/BayesianOptimization
The brute-force wrapper removes one feature at a time and is evaluated with 5-fold cross-validation. The model outputs a score in terms of the selected metrics. If the model performs better without the metric for both the logarithmic loss and AUC score, the feature is removed.

4.2.6 Selecting machine learning model

The machine learning models used for test selection are Random Forest, and a gradient boosted decision tree model, XGBoost. These models both have properties that are suitable for this use-case: They are both robust, no normalization is required, it does not require high-end hardware and have support to handle unbalanced data.

The evaluation metrics used to compare the machine learning models were AUC ROC-curve, recall, selection rate, and change recall. The recall threshold used for comparison was based on previous research by Machalica et al. [9], which used a 95% recall. Also, this thesis will look at recall thresholds between as 96% to 99% recall threshold to explore the difference in selection rate between the models.

Both Random Forest and XGBoost returns a probability, which is the estimated probability of a test target failing. If \( \text{probability} > \text{probabilityCutOff} \) the test will be selected to run. Also, by trying different \( \text{probabilityCutOff} \) which will result in an AUC-roc curve. The two models could then be compared to each other in terms of AUC-score and roc-curve.

The predictive performances were further explored by comparing the two machine learning models to a random test selector. The random test selection approach used failure rates to select what test to select. If a failure rate were above a threshold, the test was selected. Doing this for different thresholds resulted in a roc-curve which could be compared to the two machine learning models.
Chapter 5

Results and analysis

This chapter presents the results and analysis of the results in two sections. First, the result of the data generation and an analysis are presented in section 5.2. Second, the result of the machine learning as a test selection tool and analysis is presented in section 5.3. The analysis answers the research questions stated in this thesis.

5.1

Table 5.1 presents information about the dataset. Similar research used all mutations for predictive mutation testing [12]. The data was collected over two weeks. During that time, a total of 1323 set of mutants were inserted into the project, 725 of those could be compiled and executed successfully, i.e., 725 test runs. A test run is an execution of a set of tests targets given a code change. The dataset consists of 82437 entries where each entry is a test target, which is a test class. The number of test targets in commons-math is 497. 11.66% of the test targets in the dataset failed, which fails as a result of the inserted mutants. The average time it took for one test run was 176 seconds. The set of mutants that could not successfully be compiled were discarded.
<table>
<thead>
<tr>
<th>Data generation information</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of java-files in commons-math</td>
<td>808 files</td>
</tr>
<tr>
<td>Number of unique test targets for commons-math</td>
<td>497 test targets</td>
</tr>
<tr>
<td>Number of entries in dataset</td>
<td>82437 entries</td>
</tr>
<tr>
<td>Number of successful test runs in dataset</td>
<td>725 test runs</td>
</tr>
<tr>
<td>Total number of test runs in dataset</td>
<td>1323 test runs</td>
</tr>
<tr>
<td>Average failure rate in dataset</td>
<td>11.66%</td>
</tr>
<tr>
<td>Average test run time</td>
<td>176 seconds</td>
</tr>
</tbody>
</table>

Table 5.1: Presents general information about the dataset. It also presents the information of the project size.

5.2 Data generation

This section presents the answer to research question one and two. The questions are also presented with results to support the answers to the questions. The questions are answered in section 5.2.1 and 5.2.2.

5.2.1 Answer to RQ1

Build success rate

Table 5.1 shows the buildSuccessRate when a number of mutants were inserted into the project which are gathered over 30 test runs. The dotted line is the average build success rate over the entire dataset.

Figure 5.1: build success rate
RQ1: What is a good number of mutants to be used for data generation in EALRTS?

Lacking faulty code changes is typical for open source projects. This thesis presents an approach of how to insert multiple code defects into a project. This approach tries to replicate the number of file changes made by developers by inserting one or more mutants into the compiled version of the project. EALRTS uses Pitest to generate bytecode mutants, and the tool supports maven-based java project. Mutants generated at a bytecode-level are more efficient than the mutants generated at a source code-level [10].

EALRTS generates a random number of files between 1 and 15 in the project, commons-math. Then mutants from the same class are randomly selected to be inserted into the project, commons-math. Once EALRTS selects a file, it cannot be selected again until EALRTS selected all files.

Figure 5.1 shows the build success rates of various thresholds of mutants. The maximum number of mutants chosen for this experiment is 15. The number is chosen by analyzing the buildSuccessRate at a different number of mutant thresholds. The chosen threshold was 15 mutants, which had a 30.0% buildSuccessRate. Increasing the maximum number of mutants drastically lowered the buildSuccessRate. As shown in figure 5.1 when inserting 20 mutants into commons-math, it has only a 10% build success rate.

The maximum inserted mutants used in this experiment is 15, due to the drastic decrease in build success rate over 15 mutants. In order to have a more extensive variety of code changes, 15 mutants are chosen over ten mutants as well due to a relatively small trade-off in terms of build success rate. By lowering the build success rate increases the time to retrieve the dataset. Every time a set of mutants fails to compile or build, this takes time. For this thesis, the average fail time was approximately 9 seconds.

Further, by increasing the mutants also causes sample bias[23]. If the buildSuccessRate is low, this means that there is a small chance that the build will succeed. The case could be that certain Java classes are more robust to inserted mutants and therefore create a sample bias. However, precautions were taken by not further lowering the build success rate, and therefore 15 mutants were selected.
RQ1: What is a good number of mutants to be used for data generation in EALRTS?

Answer: This thesis presents an approach to creating code defects with mutation generation. The mutants are created with Pitest, and multiple mutants are then inserted into the project. Successfully compiling the project is a challenge when inserting multiple mutants. This buildSuccessRate has to be analyzed to determine how many mutants that can be inserted. For this thesis, 15 mutants were inserted, which had a 30% buildSuccessRate.

5.2.2 Answer to RQ2

<table>
<thead>
<tr>
<th>Data generation information</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average test failure rate</td>
<td>11.66%</td>
</tr>
<tr>
<td>Average time for build failure</td>
<td>8.92 sec</td>
</tr>
<tr>
<td>Average file cardinality</td>
<td>5.9 mutant files</td>
</tr>
<tr>
<td>Average connected file cardinality</td>
<td>1.4 mutant files</td>
</tr>
<tr>
<td>Average target cardinality</td>
<td>130.8 test targets</td>
</tr>
<tr>
<td>Average minimum distance</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Table 5.2: average failure rate = the number of test targets that failed, average time for build failure = average time when the project failed to compile with mutants, average file cardinality = the average number of mutant files inserted into the project, average target cardinality = the number of test targets identified by STARTS given a code change.

RQ2: How can minimum distance, file cardinality, connected file cardinality, and target cardinality be extracted from the STARTS to represent the code changes made?

EALRTS integrated a modified STARTS into its data extraction process, which is presented in section 4.2.3. First, the modified STARTS stores the checksums for all files once, which is for the original project. The checksums of the project with inserted mutants are not stored. This is necessary because STARTS will otherwise detect changes caused by the removed mutant. When the new set of mutants is inserted, they are instead compared against the original version of the project and not the previous run. This causes the features to better represent the actual code change made.
Then STARTS were modified to extract minimum distance and connected file cardinality. The extraction from STARTS was done by using the dependency graph that it creates and then conduct a breadth-first search to find the features. This approach of extracting data from STARTS dependency graph represents the possible faulty code changes.

Table 5.2 presents the average connected file cardinality, which is 1.4 mutant files. A larger connected file cardinality can indicate whether a file is more prone to breakage. In other words, the machine learning model will be trained on an average of 1.4 connected file cardinality for commons-math.

Table 5.2 also presents information, such as the average target cardinality, file cardinality, and an average failure rate. The average file cardinality was 5.9 files and given that the same files cannot be updated two test runs in a row, this number would effectively double if the checksums were stored after each test run. Because the next iteration would detect the changes made by the removed mutants, selecting more files for STARTS would cause more tests to be selected. The additional tests selected would also be the cause of time inefficiency, and it would not represent the actual possible faulty code change made. Also, by adding more non-failing tests could be selected, and the average failure rate would therefore decrease. Therefore, adding more tests would create a noisy dataset. The file cardinality can also be an indication of how many files should be changed to make optimal predictions for the learned model. Since this number is 5.9, it can suggest that the model is overfitted on smaller changes.

Further, Memon et al. [5] suggested that the distance in terms of edges in the dependency graph is an indication of a test target failing. Files closer to a test target is, therefore, more prone to breakage. If a developer changes a file close to a test target, it suggests that the test target is more likely to fail.

**RQ2: How can minimum distance, file cardinality, connected file cardinality, and target cardinality be extracted from the STARTS to represent the code changes made?**

Answer: The checksums of STARTS are stored once for the original project. When a set of mutants are tested, the checksums are not stored. This will reduce the amount of non-faulty affected tests to be found. The features found because of the code change, i.e., minimum distance, connected file cardinality, and target cardinality, can then be extracted with the help of STARTS dependency graph. The features are extracted by conducting a breadth-first search on the graph.
5.3 Evaluation of machine learning models for test selection

This section presents results and analysis for the machine learning as a test selection tool. First, hyperparameters are presented in section 5.3.1. Then the feature importance is presented in section 5.3.2. Once, result and answer to research, question 3 is presented in 5.3.3. Finally, the research question 4 is presented in section 5.3.4.

5.3.1 Hyperparameters

The hyperparameters were set with Bayesian optimization. The hyperparameters used are explained in the two subsections below. Then the values are presented in table 5.3 and 5.5 followed by feature importance.

**Random Forest hyperparameters**

The parameters modified for the Random Forest model: mode[1]

- *Max depth* increases the depth of the decision tree.
- *The number of estimators* is the number of trees to fit.
- *Max features* are the ratio of the number of features when looking for the best split
- *Min sample split* the minimum number of samples required to split an internal node

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max depth</td>
<td>24</td>
</tr>
<tr>
<td>Number of estimators</td>
<td>750</td>
</tr>
<tr>
<td>Max features</td>
<td>0.04804</td>
</tr>
<tr>
<td>Min sample split</td>
<td>0.32508</td>
</tr>
</tbody>
</table>

Table 5.3: Final hyperparameters for the Random Forest model

Table 5.4 shows the importance of the hyperparameters. If the value is over one the feature increases its predictive performance. Since all features

have a value above one, the features increased the learned model predictive performance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max depth</td>
<td>1.002</td>
</tr>
<tr>
<td>Number of estimators</td>
<td>1.540</td>
</tr>
<tr>
<td>Max features</td>
<td>1.042</td>
</tr>
<tr>
<td>Min sample split</td>
<td>1.331</td>
</tr>
</tbody>
</table>

Table 5.4: hyperparameters importance for Random Forest. The parameter importance is a relative AUC-score compared to when all features are present. All values are above one shows that the value improves the predictive performance.

**XGBoost hyperparameters**

Table 5.5 presents the final parameters used in the XGBoost model. The parameters modify the XGBoost model in the following way\(^2\):

- **Max depth** increases the depth of the decision tree.
- **The number of estimators** is the number of trees to fit.
- **Gamma** is the minimum loss reduction required to make a further partition on a leaf node.
- **Column sample ratio by tree** is the ratio of features used for each tree.
- **The scale of positive weight** is the balancing of positive and negative weights.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max depth</td>
<td>20</td>
</tr>
<tr>
<td>Number of estimators</td>
<td>100</td>
</tr>
<tr>
<td>Gamma</td>
<td>0.7592</td>
</tr>
<tr>
<td>Column sample ratio by tree</td>
<td>0.6823</td>
</tr>
<tr>
<td>Scale of positive weight</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.5: Final hyperparameters for XGBoost.

Table 5.6, shows the importance of hyperparameters. If the parameter importance is over one, the feature increases its predictive performance. Since all

\(^2\)https://xgboost.readthedocs.io/en/latest/python/python_api.html
features have a value above one, the features increased its predictive performance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max depth</td>
<td>1.006</td>
</tr>
<tr>
<td>Number of estimators</td>
<td>1.014</td>
</tr>
<tr>
<td>Column sample ration by tree</td>
<td>1.010</td>
</tr>
<tr>
<td>Gamma</td>
<td>1.010</td>
</tr>
<tr>
<td>scale pos weight</td>
<td>1.007</td>
</tr>
</tbody>
</table>

Table 5.6: Hyperparameters importance for XGBoost. The parameter importance is a relative AUC-score compared to when all features are present. All values are above one shows that the value improves the predictive performance.

### 5.3.2 Feature importance

**Random Forest**

Table 5.7 suggested that file cardinality performed better when it was removed. This feature was therefore removed for Random Forest.

<table>
<thead>
<tr>
<th>Features</th>
<th>AUC-score</th>
<th>Log loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>File cardinality</td>
<td>0.98</td>
<td>0.93</td>
</tr>
<tr>
<td>Target Cardinality</td>
<td>1.01</td>
<td>1.00</td>
</tr>
<tr>
<td>Minimum distance</td>
<td>1.08</td>
<td>1.21</td>
</tr>
<tr>
<td>Number of tests</td>
<td>1.01</td>
<td>1.04</td>
</tr>
<tr>
<td>Connected file cardinality</td>
<td>1.02</td>
<td>1.00</td>
</tr>
<tr>
<td>Change history</td>
<td>1.05</td>
<td>1.02</td>
</tr>
<tr>
<td>Failure rate</td>
<td>1.09</td>
<td>1.13</td>
</tr>
</tbody>
</table>

Table 5.7: Feature importance for Random Forest measured with an exhaustive wrapper method. A score below 0 suggests that it performs better without the feature. Measured for log loss and AUC-score

**Feature importance for XGBoost**

Table 5.8 suggests that file cardinality performs better when it is removed. This feature was therefore removed for XGBoost.
<table>
<thead>
<tr>
<th>Features</th>
<th>AUC-score</th>
<th>Log loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>File cardinality</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Target Cardinality</td>
<td>1.01</td>
<td>1.00</td>
</tr>
<tr>
<td>Minimum distance</td>
<td>1.10</td>
<td>1.01</td>
</tr>
<tr>
<td>Number of tests</td>
<td>1.00</td>
<td>1.06</td>
</tr>
<tr>
<td>Connected file cardinality</td>
<td>1.01</td>
<td>1.06</td>
</tr>
<tr>
<td>Change history</td>
<td>1.01</td>
<td>1.10</td>
</tr>
<tr>
<td>Failure rate</td>
<td>1.07</td>
<td>1.20</td>
</tr>
</tbody>
</table>

Table 5.8: Feature importance for XGBoost measured with an exhaustive wrapper method. A score below 0 suggests that it performs better without the feature. Measured for log loss and AUC-score.
5.3.3 Answer to RQ3

Recall, change recall and selection rate

Table 5.9 shows the selection rate at various recall rates for both Random Forest and XGBoost. It also shows the selection rate and the difference in selection rate between the models.

<table>
<thead>
<tr>
<th>Recall</th>
<th>Selection rate(xgb)</th>
<th>Selection rate(rf)</th>
<th>Change recall(xgb)</th>
<th>Change recall(rf)</th>
<th>diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>95%</td>
<td>43.7 %</td>
<td>39.7 %</td>
<td>99.95 %</td>
<td>99.95 %</td>
<td>4.0 %</td>
</tr>
<tr>
<td>96%</td>
<td>46.7 %</td>
<td>43.9 %</td>
<td>100.00 %</td>
<td>99.95 %</td>
<td>2.8 %</td>
</tr>
<tr>
<td>97%</td>
<td>51.7 %</td>
<td>49.0 %</td>
<td>100.00 %</td>
<td>99.95 %</td>
<td>2.7 %</td>
</tr>
<tr>
<td>98%</td>
<td>56.0 %</td>
<td>56.4 %</td>
<td>100.00 %</td>
<td>100.00 %</td>
<td>-0.4 %</td>
</tr>
<tr>
<td>99%</td>
<td>66.0 %</td>
<td>68.8 %</td>
<td>100.00 %</td>
<td>100.00 %</td>
<td>-2.8 %</td>
</tr>
</tbody>
</table>

Table 5.9: Data shown in the table is the average over 30 unique evaluation sets, with the evaluation set being 10% of the total data, 10% evaluation set split. RF = Random Forest, XGB = XGBoost, and diff = difference in selection rate the models (diff=xgboost-random forest)

<table>
<thead>
<tr>
<th>Recall</th>
<th>Selection rate diff, 10% evaluation set</th>
<th>Selection rate diff, 25% evaluation set</th>
</tr>
</thead>
<tbody>
<tr>
<td>95%</td>
<td>4.0 %</td>
<td>5.1 %</td>
</tr>
<tr>
<td>96%</td>
<td>2.8 %</td>
<td>6.1 %</td>
</tr>
<tr>
<td>97%</td>
<td>2.7 %</td>
<td>5.8 %</td>
</tr>
<tr>
<td>98%</td>
<td>-0.4 %</td>
<td>2.8 %</td>
</tr>
<tr>
<td>99%</td>
<td>-2.8 %</td>
<td>-0.2 %</td>
</tr>
<tr>
<td>Average:</td>
<td>1.3 %</td>
<td>3.9 %</td>
</tr>
</tbody>
</table>

Table 5.10: The difference in selection rate between XGBoost and Random Forest at different recall rates, diff=xgboost-random forest


**AUC roc-curves**

![AUC ROC curve](image)

**Figure 5.2:** XGBoost vs. Random Forest. AUC score for XGBoost is 0.86, and Random Forest is 0.89

**RQ3: When predicting what test to select with machine learning, how does Random Forest and XGBoost compare to each other in terms of recall, selection rate, and AUC-roc curve?**

Figure 5.2 presents the AUC ROC-curve, where the x-axis is the selection rate, and y-axis are the recall. Random Forest has a higher AUC-score than XGBoost. The score suggests that Random Forest performed slightly better than XGBoost. To make a more thorough comparison, Figure 8 presents a roc-curve comparison between XGBoost and Random Forest. The plotted curves suggest that Random Forest seems to select fewer test than XGBoost as the recall lowered, which is the gap between the curves.

Table 5.9 presents how well the Random Forest performs compared with XGBoost. It suggests that Random Forest outperforms XGBoost, in terms of selection rate, as the recall threshold lowers from 99% to 95%. The data in table 5.9 used a 10% evaluation set. The selection rate for a 95% recall threshold, Random Forest selected 39.7% of the tests while XGBoost selected 43.7% of the tests, with a difference between the learned models of 4.0%. Random Forest still has a lower selection rate for 96% and 97% recall where the difference is 2.8% respectively 2.7%. When increasing the recall threshold to 98%, the difference between Random Forest and XGBoost has lowered to
Finally, XGBoost performs better than Random Forest when the recall rate is 99%.

Figure 5.2 also suggests that the models should perform roughly as equal for higher recall rates. However, as the gap increases between the curves, the Random Forest model performs better than XGBoost. The increased gap is the cause of a higher AUC-score for the Random Forest.

Table 5.10 suggests that Random Forest performs better when lowering the threshold from 99% to at least 95%. Also, Random Forest seems to outperform XGBoost when the recall is lowered. Table 5.10 shows that an increase in the dataset could reduce the predictive performance of the models. However, the average selection difference is higher, which suggests that Random Forest performs better with a reduction in data.

Machalica et al. [9] achieved a reduction of tests by a factor of two and had a change recall of 99.9% while maintaining a recall rate of 95%. They also used historical code defects made by developers as input, had a multilingual repository, and consisting of multiple projects. They tested used it on one repository, which was Facebook’s mobile application.

In this thesis, the best reduction of selection rate was 60.3% with a change 99.97% recall when using a 95% recall rate. The failure rate in this thesis was 11.66%. The failure rate is the result of code changes that only consists of mutants, which are supposed to generate test failures. A higher failure rate trivially increases the chances of finding at least one test failure per test run, i.e., a high change recall. However, the failure rate was not disclosed by Machalica et al. [9].

However, there are some differences between Machalica et al. [9] and this thesis. Machalica et al. used a multilingual repository consisting of multiple projects. In this thesis, a single project was used with only one language. Further, Machalica et al. used historical code defects made by developers. In this thesis, one main contribution was to find a solution to this problem by instead using mutation generation. Similar results were achieved in this thesis as Machalica et al., however, they had to deal with multiple languages and a more complex repository.
RQ3: When predicting what test to select with machine learning, how does Random Forest and XGBoost compare to each other in terms of recall, selection rate, time to select tests, and AUC-roc curve?

Answer: For a 95% recall rate, Random Forest has a 4.0% lower selection rate compared to XGBoost. For 96% and 97%, Random Forest has a 2.8% respectively, 2.7% lower selection rate than XGBoost. Then both models perform roughly equal for 98% recall rate with a difference of -0.4%. For 99% recall rate, XGBoost performs better than Random Forest with a 2.8% difference. Random Forest generally seems to perform better than XGBoost. Also, Random Forest performs better in terms of AUC-score.
5.3.4 Answer to RQ4

Time to select test

STARTS took 22.88 seconds to select tests. While the time it took for Random Forest to select tests was 0.01 seconds and XGBoost selected tests in 0.002 seconds. The time is estimated for the machine learning model to select a test for an entire test run given an already trained machine learning model.

ROC-curves

The simple test selector selects tests depending on the failure rates.

![ROC-curves graph](image)

Figure 5.3: Random Forest vs. simple test selector

**RQ 4: How well does EALRTS improve STARTS in terms of selection rate, recall, change recall, and time to select tests?**

EALRTS is a tool that uses STARTS to further reduces its tests selected. The purpose of EALRTS is to further reduce the amount of tests from an already existing RTS tool, or STARTS. This means that EALRTS cannot find any new test failures that STARTS do not detect. EALRTS is, therefore evaluated on how well it optimizes STARTS in terms of selection rate, recall, change recall, and time to select tests.

Furthermore, the evaluation was made on one case study since a different project would require training on a different dataset. And the feature failure rate cannot be transferred between case studies. Also, generating another dataset is computationally expensive. Therefore, EALRTS was only evaluated on one project, i.e., commons-math.
The selected recall used in EALRTS is the same used by Machalica et al. [9], which used a 95% recall rate. From the analysis made for research question 3, Random Forest seemed to outperform XGBoost. Therefore, Random Forest is the model used in EALRTS. Also, the analysis showed that EALRTS could significantly reduce selection rate while maintaining a high recall and change recall. EALRTS could reduce the selection rate by a factor of two, when using a 95% recall rate. Also EALRTS found at least one test failure in 99.97% of the different samples.

Furthermore, to show the predictability of EALRTS, it is compared to a simple test selection tool which chooses a test based on failure rate. Figure 5.3 shows that the Random Forest performs significantly better than the simple test selection tool. It suggests that Random Forest can classify what tests to select better than random.

Once STARTS identified the selected tests, EALRTS took an additional 0.01 seconds per test run. The time it took for STARTS to identify tests was 22.88 seconds. This study, based on one use case and insertion of mutants, suggests that machine learning is also time efficient to reduce tests selected.

RQ 4: How does the EALRTS compare STARTS in terms of selection rate, recall, change recall, and time to select tests?

Answer: EALRTS had a selection rate of 39.7% while maintaining a 95% recall rate. EALRTS also found at least one test failure in 99.97% of the test runs from STARTS. The results also showed that EALRTS could find patterns in data extracted from STARTS to perform significantly better than at random. Random Forest takes 0.01 seconds to select tests while XGBoost takes 0.002.
Chapter 6

Discussion

In order to use machine learning as a test selection tool, or PRTS, it requires different sources of information from selecting and running the tests affected by the code defects. Each source of information is a small indication of whether a test should be executed or not. The purpose of PRTS is to use an RTS tool and further reduce the number of test with machine learning. However, lacking code defects made by developers is a common problem for open source projects. In this thesis, EALRTS is presented, which uses multiple mutants to insert into a project instead of historical code defects. This thesis demonstrated that it is possible to learn from inserting multiple mutants into a maven-based java project. The learned model has shown promising predictive performance, but the result should be approached cautiously, which is further discussed in 6.1 and 6.2.

6.1 Limitations

There are some limitations to EALRTS. The number of mutations inserted increases the chance of build failure, and for 15 mutants, the build success rate is 30%, and by 25 changes, the build success rate is 5%. This thesis does not explore what set of mutations that causes build failures or why it fails. EALRTS is also limited to the number of mutants possible to insert into a project.

Also, EALRTS does not control that a particular mutant introduces a test failure since testing all mutants for larger projects is computationally expensive, e.g., 37674 mutants for commons-math. The mutants were instead randomly selected, which resulted in compilation failures.

Further, the entire dataset used for training and evaluating the machine
learning model consisted of 4277 different mutations over 725 test runs.

Previous research by Zhang et al.\cite{12} used the entire mutation set generated by Pitest for nine projects of different sizes. They used nine different projects and generated mutants over multiple versions for each project. E.g., for commons-lang, they generated between 22,762 and 23,118 over seven different versions. However, they had access to a more powerful machine resource. Since generating the dataset with EALRTS is computationally expensive, the number of test runs was as many as could be gathered 4 hours a day over two weeks. Also, there is a possibility that more data can improve the results.

EALRTS never compared the predictive performance of faulty changes made by developers. Therefore, the interpretation of the results does not suggest that the selection rate can be reduced to 39.7% for changes made by developers. The result suggests that it is possible to reduce the number test with Random Forest and XGBoost when multiple mutants inserted into a project.

Also, this approach does not take flaky tests into account. Although possible, the machine resources used for this experiment were limited, and testing for flaky tests was no possibility in the given time frame. Machalica et al. \cite{9} found that flaky testing can reduce the predictive performance of the machine learning model.

### 6.2 Threats to validity

**Internal validity**

EALRTS randomly selected what mutants to insert into the project. This technique made it hard to compile the project, and the average file cardinality was 5.9 for this experiment. The more mutants inserted, the lower the buildSuccessRate. In other words, there is a possibility that EALRTS is biased towards smaller changes, which is caused by the random insertion strategy that EALRTS uses.

**External validity**

Although the reduction of selection rate by 60.3% while maintaining a 95% recall seems good at first glance. The dataset averages 5.9 changes per test run; there is a risk that the model has overfitted for smaller changes. Cautions were taken to reduce overfitting, such as the usage of cross-validation and randomize a new number of mutants if a build fails, to make sure that particular
combination of files has a higher chance of build success.

Also, the reduction in selection rate does not reflect changes made by developers. The evaluation was only made on the dataset gathered from the inserted mutants. Therefore, no conclusion can be made of how well the model performs outside the context of this work. Also, it was only conducted on one project since the data gathering process of EALRTS was computationally expensive.
Chapter 7

Conclusion

7.1 Summary

This thesis introduced EALRTS, a predictive regression test selection tool. EALRTS introduced a way to extract a set of features from STARTS when no historical code defects are available. EALRTS used mutation generation to create code defects, which were inserted into a maven-based java project. Features were then extracted from STARTS and resulted in a dataset. A machine learning model trained on the dataset and EALRTS used a Random Forest model to predict what tests to select. The results showed that Random Forest outperformed XGBoost.

This thesis evaluated EALRTS on one project, that is commons-math. The reason is that machine resources were limited and EALRTS is computationally expensive for generating the dataset. This resulted in EALRTS was only evaluated one project. The project that EALRTS was evaluated on resulted had a selection rate of 39.7% with a 95% recall and a 99.97% change recall.

7.2 Future work

The area of predictive regression test selection is an area with many possibilities. Many areas for future research were identified during this thesis. For the data generation process, it was found that more research can be made to increase the build success rate by having a better strategy than to insert mutants at random. Also, more research is required of why a particular set of mutant’s cause builds to fail. Do certain mutant operations have a higher chance of build failure? Does it matter were in the project mutants are inserted? Also, it would be interesting to see if mixing non-faulty changes with mutants could
make the model more robust and if it is beneficial to predicting errors made by developers.

The results shown suggested that a larger dataset increased the predictive performance of the machine learning models. The dataset was limited to how many test runs could be executed for two weeks. Therefore, it would be interesting to see a performance difference with a larger dataset or an even larger repository.

EALRTS did not take flaky tests into account. It would be interesting to see how this approach is affected by flaky tests. The number of flaky tests can be reduced by re-testing the failing tests. If a test fails for all the re-tests, it can be considered non-flaky. Then the learned model can be trained on the dataset without flaky-tests.

EALRTS were also never tested on real changes made by developers. It would be interesting to see how well it performs on actual changes made by developers. Then evaluate how well it performs on these changes.

It would also be interesting to investigate different or more features for this approach. Also, it would be interesting to see the benefits of different machine learning models. An evaluation of more sophisticated machine learning models that could yield a better result.
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Appendix A

Github repository

This is an open source project available on github[1] The repository contains a Readme, modified STARTS, data generation program, the machine learning program and, the generated data.

**Readme**

The readme contains instructions of how the installation and usage of the program as well as pictures of how the program works. It also contains the results achieved in this thesis.

**modified STARTS**

The modified STARTS tool is named `starts-starts-1.3.zip` and installation and usage of the tool can be found in the readme.

**data generation program**

The data generation program can be found in the `eal_generateData` folder. This contains a pom.xml file in order to make it easier to build. Then in `/src/main/java` there are four files. `ReplaceCompiledFiles.java` replaces then compiled mutants into the project and run STARTS. `RetrieveData.java` combines the data from the test result reports and the data that is extracted from STARTS at runtime.

`AddChangeHistory.java` and `change_file.sh` are used to add change history if a file history exists.

machine learning program

The Machine learning folder consists of a Preprocessing.py file, which is used to preprocess the data. And Training.py which is used select features, train and evaluate the machine learning model. Instructions can be found in the readme.

A.1 Usage of data generation

The usage of the data collection process consists of three sections. Section A will describe how to generate the mutants; Section B will describe how to use the modified STARTS to store checksums of the original project; Section C will describe the implementation of data generation in EALRTS. A more extensive installation of the tool can be found at this thesis’s Github. Furthermore, this thesis investigated apache commons math.

![Diagram of data extraction process of EALRTS divided into three sections, A, B, and C.]

A. Implementation of PiTest

PiTest includes a maven plugin which is available from maven central and the installation can be found at the project’s Github². To generate mutants, the following command was executed in the directory of the project:

²https://github.com/kth-tcs/kth-test-selection/tree/master/eal%20predictive%20rts
³https://github.com/apache/commons-math
⁴https://github.com/kth-tcs/kth-test-selection/tree/master/eal%20predictive%20rts
The command will cause Pitest to generate mutants and persist the mutants to disk.

### B. Implementation of STARTS

Install the modified starts from this thesis’s Github and Run the following command in the project directory:

```bash
$ mvn starts:startsWithUpdateRunChecksums=True
```

This command will cause starts to store the checksums for the given project.

### C. Implementation of data generation in EALRTS

The following command was executed to run the data generation in EALRTS:

```bash
$ mvn exec:java -Dexec.mainClass=ReplaceCompiledFiles
```

This command will insert mutants into the project, run the modified STARTS version without storing the checksums, and finally extract the data from the starts and the test runs.

Once the process has finished, then run the "change_file.sh" script in the /src/main/java directory of the project:

```bash
$ Chmod +x change_file.sh
$ ./change_file.sh
```

This command will output a log.log file which contains change history for the files. The data can be combined with the data extracted from starts with the following command:

```bash
$ mvn exec:java -Dexec.mainClass=AddChangeHistory
```