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Abstract

In this thesis we address the problem of control flow reconstruction in the presence of indirect jumps. We introduce an alternating approach which combines both over- and under-approximation to increase the precision of the reconstructed control flow automaton compared to pure over-approximation. More specifically, the abstract interpretation based tool, Jakstab, from earlier work by Kinder, is used for the over-approximation. Furthermore, directed symbolic execution is applied to under-approximate successors of instructions when these can not be over-approximated precisely. The results of our experiments show that our approach can improve the precision of the reconstructed CFA compared to only using Jakstab. However, they reveal that our approach consumes a large amount of memory since it requires extraction and temporary storage of a large number of possible paths to the unresolved locations. As such, its usability is limited to control flow automata of limited complexity. Further, the results show that strided interval analysis suffers in performance when encountering particularly challenging loops in the control flow automaton.
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Abbreviations

ACFR: Alternating Control Flow Reconstruction
BBG: Basic Block Graph
BSS: Basic Service Set
CFA: Control Flow Automaton
CFG: Control Flow Graph
CISC: Complex Instruction Set Computer
CNF: Conjunctive Normal Form
CPA: Configurable Program Analysis
DSE: Directed Symbolic Execution
IL: Intermediate Language
IP: Instruction Pointer
Jakstab: Java Toolkit for Static Analysis of Binaries
PC: Program Counter
RAM: Random Access Memory
SAT: Boolean Satisfiability Problem
SIMD: Single Instruction, Multiple Data
SMT: Satisfiability Modulo Theories
Stdin: Standard Input
Stdlib: Standard Library
Stdout: Standard Output
Syscall: System Call
Glossary

Basic Block: A sequence of fall-through instructions.
BBG: A graph consisting of basic blocks and control flow transitions between these.
CFA: An automaton where nodes correspond to program locations and edges to instructions.
CFG: A BBG or a CFA.
Conditional Jump: A jump instruction which only performs a jump if a certain condition holds.
CPA: A framework which, given a binary, an initial state and a CFA, outputs a set of reachable abstract states.
Direct Jump: A jump instruction which jumps to an explicit address.
Double Word: 4 bytes.
DSE: Symbolic execution limited to a set of paths.
Fall-Through Instruction: An instruction whose only successor is the immediately following instruction.
Indirect Jump: A jump instruction which jumps to an address located in a register or a memory location.
IP: A register containing the address of the instruction that is currently being executed.
Jakstab: A static analysis platform for x86 binaries.
Jump Instruction: An instruction which is not a fall-through instruction.
Jump table: A data structure which sometimes results from switch cases and leads to indirect jumps.
PC: See IP.
Top Edge: An edge originating from a top location.
Top Location: A location whose successors could not be over-approximated without resorting to the $\top$ element.
Unconditional Jump: A jump instruction which results in a jump independently of the FLAGS register.
Word: 2 bytes.
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Chapter 1

Introduction

Software is normally not developed directly in machine code but indirectly in a higher-level programming language such as C. Before a program can be used, its code must be compiled into architecture-dependent machine code. However, the compilation process can vary depending on many factors such as, for example, the type of compiler and the optimization level. Thus, software written in a non-assembly language might have multiple binary representations, some of which might even be erroneous [1]. As such, when analysing software, it might be incorrect to expect properties which hold in the source code to hold in the compiled binary. A prime example of this is the malicious copies of installers for the iPhone application development framework, Xcode, that began circulating in 2015 [2].

These installers appeared to behave identically to the legitimate installers but would install a corrupted version of the framework. Subsequently, during compile time, the corrupted framework would inject malware into the application. Thus, development with the infected framework would result in infected applications. Consequently, source-code level analysis would not have been able to find anything wrong with the produced applications. As such, this example clearly motivates why binary-level analysis is paramount. In addition to corrupted compilation processes, another incentive to binary-level analysis is that source code often is unavailable as many commercial off-the-shelf software and third-party libraries are distributed only in binary form [1].
As binary code is more verbose than high-level code, it is infeasible to manually analyze large binaries. Consequently, many binary analysis platforms have been created to automate binary analyses \[3\][4][5][6]. Binary analysis has thus become a broad field with many different applications. It might, for example, be used for program verification \[5\], exploit generation \[7\] or detection of memory management errors \[8\]. Further, binary analysis can be useful even in situations where the source code is available. Such situations can, for example, occur when the compiler is not part of the trusted computing base and one would like to empirically establish that properties of the source code still hold in the corresponding binary.

### 1.1 Problem Statement

Control flow can be thought of as which of a binary’s instructions can be executed in what order. This information is essential for many types of binary analysis. In other words, a fundamental obstacle when performing binary analysis is the lack of precise control flow information \[9\]. There are already many existing approaches to control flow reconstruction. Most of these can be categorized as either being based on static or dynamic analysis. When leveraging static techniques, the binary is studied without performing any concrete executions. Instead, the binary is analyzed in an abstract manner. Dynamic techniques, on the other hand, concretely execute the binary with different inputs with the intention of triggering different control flow paths. As such, static analysis techniques often over-approximate control flow while dynamic techniques under-approximate control flow.

Static analysis often suffers from problems stemming from indirect jump instructions. These are jump instructions where the processor is instructed to jump to a value stored in a register or memory location rather than an explicit address encoded in the instruction. As it is expensive to keep track of all memory and register content for all possible states of a program, it is expensive to calculate the target location of such jumps. Consequently, many static analysis tools resort to approximations which might not always result in an optimal control flow reconstruction.
The main objective of this thesis is to study how the precision of control flow reconstruction can be improved in the context of alternating over/under-approximation approaches. Thus, the objective can be summarized as "How can the precision of CFA:s reconstructed using state-of-the-art algorithms be improved using alternating approaches?". To be more specific, it is studied how indirect jump resolution can be improved by using under-approximation when over-approximation can not deduce a finite set of possible successors to an instruction. The thesis is limited to 32-bit x86 binaries and targets binaries without additional source code information.

We investigate an approach based on alternating between over/under-approximation inspired from previous work [10]. Furthermore, the over-approximation approach uses constant propagation and strided intervals which are based on previous work by Kinder et al. [11]. Finally, the under-approximation is performed through the usage of directed symbolic execution (DSE) and an SMT solver.

### 1.2 Outline

The outline of the thesis is as follows. In chapter 2, a theoretical background is provided. This background serves as a foundation for understanding the remaining parts of the thesis. In chapter 3, the degree project methodology is presented and in chapter 4 the results are illustrated and described. Thereafter, in chapter 5 a summary of the thesis and discussions concerning possible future work, are provided.
Chapter 2

Theoretical Background

This chapter provides a theoretical background explaining the theory needed to understand the remaining parts of the thesis. The chapter starts with a brief introduction to control flow in the x86 architecture followed by an explanation of different types of control flow graphs. Thereafter, the advantages and disadvantages of static and dynamic analysis techniques are presented.

Afterwards, abstract interpretation is introduced and the fundamentals of data flow analysis are explained. Then, the theory behind the over-approximation tool Jakstab and the abstract domains that are used in this tool are described. Finally, we discuss related work and how they differ from what has been conducted in this thesis.

Throughout the thesis, a set of hand-made example binaries will be presented to illustrate the pros and cons of different approaches to control flow reconstruction. These binaries will be referred to as synthetic binaries. Furthermore, these binaries will be used for the synthetic evaluation of our approach presented in section 4.2.
2.1 Control Flow in the x86 Architecture

Assembly instructions can be categorized into three possible control flow transitions [12]. The first type is fall-through instructions. These instructions are instructions which, after being executed, simply increments the Instruction Pointer (IP) with the size of the instruction. Consequently, the execution continues with the instruction immediately after the fall-through instruction. Instructions which do not classify as fall-through instructions are denoted as jump instructions.

The last two types are direct and indirect jumps. Jumps are instructions which transfers the flow of execution by changing the IP register by a specified value. The difference between a direct and indirect jump is that a direct jump is a jump to an explicit address whereas an indirect jump is a jump to an address stored in a register or a location in RAM.

Furthermore, jumps can also be categorized into conditional and unconditional jumps. Conditional jumps are jump instructions that only perform a jump to a specified location if a certain condition holds. Otherwise, the IP is simply incremented by the instruction size to instruct the CPU to execute the next instruction. Conversely, unconditional jumps are jump instructions that always results in a jump to a specified location.

The table below provides example instructions in x86, illustrating the difference between conditional and unconditional jump instructions as well as direct and indirect jump instructions. Generally, x86 instructions are represented using either Intel or AT&T syntax. In this thesis, x86 examples will be written using the Intel syntax.

<table>
<thead>
<tr>
<th></th>
<th>Direct</th>
<th>Indirect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unconditional</td>
<td>jmp 0x00401078</td>
<td>jmp eax</td>
</tr>
<tr>
<td>Conditional</td>
<td>je 0x00401078</td>
<td>je eax</td>
</tr>
</tbody>
</table>

The instruction *jmp 0x00401078* is an example of a direct and unconditional jump instruction. It is unconditional since it uses the *jmp* instruction which instructs the CPU to jump to the specified address unconditionally. Furthermore, it is direct since the address 0x00401078
is specified explicitly. Note that the address 0x00401078 is arbitrary chosen for the sake of illustration and does not have any special meaning.

The `jmp eax` instruction is an example of an indirect and unconditional jump instruction. It is indirect since the jump is performed to the address located in the register `eax`. The `je 0x00401078` and `je 0x00401078` instructions are examples of conditional jump instructions. These are instructions that execute a jump only if a specific condition is satisfied, in this case, if and only if the last pair of previously compared registers were equal.

Before a conditional jump is executed, the CPU normally executes an instruction to compare different register values. In x86, it is common to use the `cmp` instruction which takes two arguments. It subtracts the second argument from the first and sets a set of register flags according to the result of the subtraction.

Apart from explicit jump instructions, there are also `call` instructions which can alter the control flow of a program. Normally, `call` instructions are used to invoke a procedure. Initially, the program pushes its arguments to the stack (Or alternatively puts them in registers). Thereafter, the program executes the call instruction, which is a push of a return address to the stack and an unconditional jump to the start of the procedure. At the end of the procedure, there is a return instruction `ret` which pops the stack to obtain the return address that was pushed by the call instruction. Then, the CPU performs and unconditional jump to the obtained return address.

In this work, the theoretical framework of the over-approximation treats a `call` instruction as an unconditional `jmp` instruction which pushes the address of the subsequent instruction to the stack. Furthermore, a `ret` instruction is treated as an unconditional indirect jump whose target is the topmost value of the stack.
2.2 Control Flow Graphs

The control flow of a program is defined as what instructions are executed in what order. A Control Flow Graph (CFG) is a directed graph which illustrates the control flow of a program. This graph is usually represented by either a Basic Block Graph (BBG) or a Control Flow Automaton (CFA). Consequently, when it is not important whether the graph is represented by a BBG or a CFA, the notion CFG will be used.

A Basic Block Graph (BBG) is defined as a directed graph \( G = (V, E) \) where \( V \) is a set of nodes representing blocks of instructions, called basic blocks, and \( E \) is a set of edges representing all the possible transitions between the basic blocks. Each basic block consists of a set of fall-through instructions and at most one jump instruction at the end the block.

As all fall-through instruction are contained in basic blocks, each edge in the BBG naturally corresponds to either a direct or an indirect jump. However, there is an exception when there is a jump whose targets lies inside a basic block. For this exception case, the targeted basic block has to be split in two, resulting in an edge between the fall-through instruction located immediately before the targeted instruction of the jump and the location of the targeted instruction.

A Control Flow Automaton (CFA), as originally defined by Henzinger et al. [13], is a graph where nodes represent states and edges correspond to statements representing control flow transitions between states. In our context, the CFA definition by Kinder [11] is used. More formally, let \( Stmt \) denote the set of statements and \( L \) the set of potential values of the IP. Then, a CFA for an intermediate language is defined as a tuple \( < T, V, start, E > \), where \( T \subseteq L \) is a set of program locations, \( V \) is the set of registers\(^1\) and \( start \) is an initial location such that \( start \in T \) and \( E \) is an edge relation \( E \subseteq T \times Stmt \times T \).

\(^1\)In essence, \( V \) is the set of free names. It should be noted that this set is architecture specific and thus does not vary between x86 binaries. The set is part of the definition since the free names are used in the set of statements.
When a CFA is depicted as a graph, the nodes represent program locations and edges correspond to statements in the relation $E$. In other words, a CFA is essentially a BBG where instructions labels the edges rather than the nodes. Consequently, CFAs have the same level of expressiveness as BBGs. However, unlike BBGs, CFAs can be generalized to have more expressiveness. More specifically, a generalized CFA is a CFA where nodes are groups of states based on some criterion. The conventional CFA is thus a special case of the generalized CFA where the only condition imposed on the nodes is the value of the IP register. An advantage of generalized CFAs over BBGs and CFAs is that their nodes can naturally correspond to program states and the edges to state transformations. Consequently, as conventional BBGs and CFAs can only represent connections between instructions and program locations respectively, generalized CFAs can more accurately represent the control flow of binaries.
To better understand this, consider the assembly code in Figure 2.1. The string "Hello World!" is stored in the data section of the binary and the text section contains the code for writing "Hello World!" to stdout ten times. The code contains the labels start, compare, print and quit as these can be used as jump targets for the jump instructions. Initially, the program sets the value of edi to 10 as this register is used to count how many times the string has to be printed to stdout.

The program then compares edi to 0 and jumps to quit if this holds. Otherwise, it decrements edi by 1 and fills the registers with values for performing a system call to write the string 'Hello World!' to stdout. The register edx is set to the length of the string, ecx to the address of the string, ebx to the file descriptor of stdout and eax to the opcode of the write instruction. After performing the write, the execution performs a jump back to the compare instruction to check if edi is still more than 0.

The BBG of the hello-world program is illustrated in Figure 2.2. There are multiple problems with this BBG. Firstly, from the BBG, it appears that a possible path could be start, compare and quit. However, this path is not possible in practice. Furthermore, it is also not possible to tell if...
the program will ever terminate without studying the assembly code. This is because it appears that the program could execute `start` and then get stuck in an infinite loop between `compare` and `print`.

Assume that the criterion of the nodes of the generalized CFA is based on the complete register and memory content. Then, the generalized CFA of the hello-world program, depicted in Figure 2.3, only contains one possible path. This is because a node is no longer a group of instructions but rather a set of register values and a set representing memory content, thus accurately representing a concrete state.
Consequently, state 2, 11 and 92 are distinct as they differ in the $edi$ value. More specifically, in this example, state 2, 11 and 92 correspond to $edi = 10$, $edi = 9$ and $edi = 0$ respectively. Note, that the conditional jump instruction `je quit` does not have to correspond to two possible edges as the condition can be fully determined by the state.

A problem with the usage of BBGs when representing control flow is when conducting control flow integrity enforcement \cite{14}. When Control flow integrity enforcement is performed, the auditing software performing this enforcement uses information about what instructions can transfer control flow to which locations. It then audits executing programs to verify that all control flow transfers are performed according to these targets. If, however, a BBG is used, an attacker could enter a basic block from one edge and exit from an edge that should not be feasible in practice when the entry edge was used.

For example, if an attacker could manipulate the control flow of the hello world program so that it executed start, check and quit, this would be undetected by the control flow integrity enforcement. This problem is not solved by simply converting the BBG to a CFA representation of the control flow. Rather, it would be required to generate and use a generalized CFA as this representation could be able to distinguish between different concrete states at the same location.

Two desirable properties of CFGs are soundness and completeness, introduced by Shoshtaiashvili et al. \cite{7}. Soundness is defined as the extent to which the CFG contains the correct control flow transitions. Thus a CFG is said to be sound if and only if, it contains all the possible control flow transfers.

Similarly, completeness of a CFG is the extent to which the CFG only contains possible control flow transitions. Consequently, a CFG is said to be accurate if and only if, it only contains possible control flow transfers. In this work, completeness and the property of being complete will be referred to as accuracy and the property of being accurate respectively as we believe these terms are more intuitive.
Figure 2.4: An example of soundness and accuracy in CFGs. Graph a is the ideal CFG, graph b is an accurate approximation of the ideal CFG and graph c is a sound approximation of the ideal CFG. The transparent nodes and arrows denote unidentified parts of the graph. Dashed yellow arrows denote falsely identified edges.

In Figure 2.4 the ideal CFG, an accurate under-approximation of the ideal CFG and a sound over-approximation of the CFG for some fictional binary program, is presented. Graph b is accurate since it contains all edges of the ideal graph. However, during reconstruction of graph b, the edge between node 1 and 2 was missed. Consequently, all nodes after node 2 were missed as well. There could possibly exist more instructions after node 2 that could only be reached through the edge between node 1 and 2. Thus, missing one edge during the control flow graph reconstruction can lead to a cascading loss of precision.

Graph c is a sound over-approximation of the ideal CFG. The problem with graph c is that the edge between node 2 and 5 has been added. This might, at first glance, not seem very problematic. However, it can, for example, be a security risk during control flow integrity enforcement. Furthermore, if there are a large amount of falsely identified nodes or edges, the reconstruction time and memory usage can be significantly affected. In other words, over-approximation can consume significantly more time and memory resources than under-approximation since it has to explore more nodes and edges [10].
As there are currently no known polynomial time algorithms for reconstructing the optimal CFG of an arbitrary binary, several researchers have resorted to under and/or over-approximation approaches \[1\][7][9][12]. As purely over-approximating approaches, by definition, does not miss any edges of the ideal CFG, they are sound. Conversely, as under-approximation approaches never include superfluous edges, they are accurate. In this thesis, however, the primarily desire is to the maximize the precision.

The preciseness of a CFG can informally be thought of as the difference in the amount of edges between the subject CFG and the ideal CFG. Thus, an accurate CFG with 10 superfluous edges is more precise than an accurate CFG with 20 superfluous edges. A formal definition of preciseness of a CFG is provided in section 3.5.

### 2.3 Static and Dynamic Analysis

The goal of static and dynamic analysis techniques are to determine properties of a program \[15\]. Static analysis is an umbrella term for all methods of program analysis which are conducted by examining a program without subjecting it to any concrete executions. Conversely, dynamic analysis comprises all of the program analysis techniques which are based on concrete executions of the studied program. The disadvantage of static analysis techniques is that they are limited in precision because of the difficulty in statically resolving indirect branches \[9\]. On the other hand, dynamic analysis techniques suffer from poor coverage and scalability \[9\].

Binary analysis platforms which leverage static analysis techniques usually constitute of a hardware-independent representation, a mechanism to translate architecture dependent binaries to this representation as well as several architecture independent analyses that processes the hardware-independent representation \[5\]. The intermediate representation can be analyzed using abstract interpretation \[11\]. In this thesis, abstract interpretation is applied to over-approximate the control flow of the subject binary. For readers unfamiliar with abstract interpretation, it will be briefly introduced in section 2.4.
2.3.1 Disassembly in Static Analysis

A core issue related to the analysis of programs is the problem of distinguishing code from data [16]. As a consequence, static analysis techniques require some way to identify what bytes of a binary should be disassembled. These techniques are referred to as disassembly techniques. Disassembly techniques can, in general, be categorized as either being based on a linear sweep approach or a recursive traversal approach [17]. It should, however, be noted that none of these two approaches are 100% precise [16]. Furthermore, there are also disassembly techniques which cannot be categorized into these two categories, such as speculative disassembly [1] or on-demand disassembly.

Linear sweep approaches start by disassembling the first byte at the start of the code section and then simply disassemble one byte after the other until an illegal instruction is encountered [16]. This makes linear sweep-based disassemblers easy to thwart as an attacker can simply place a jump in front of some malformed instructions. This would make the control flow follow the jump instruction to pass the malformed code but could stop linear sweep disassemblers as they would be unable to disassemble the malformed instructions [16]. Some examples of linear disassembly tools are objdump, WinDbg and SoftICE [18].

Recursive traversal approaches start at the beginning of the code section as linear sweep approaches. However, instead of treating branch instructions as fall-through edges, recursive traversal approaches proceed by following each branch instruction encountered in a depth-first or breadth-first manner. Some examples of popular tools that use recursive disassembly are IDA Pro, OllyDbg and PEBrowse Professional [18].

2.3.2 Challenges of Static Analysis Based Control Flow Reconstruction

Apart from the difficulties related to disassembly, static analysis also faces other challenges. One such challenge is the number of instructions in CISC architectures, such as x86, as these architectures normally have a very large amount of instructions and contains many special-
ized instructions for various specific tasks \cite{19}. For example, there are over 300 SIMD instructions in x86 for performing fast vector operations on multiple bytes or words at once \cite{20}. A static analysis which aims to over-approximate control flow can not simply ignore instructions but has to over-approximate all possible instructions on at least a coarse level.

In addition to the large amount of instructions, some architectures, such as x86, allows instructions of varying lengths. As such, instructions do not have to be aligned and overlapping instructions may thus exist. For example, if a 4 byte instruction exists at address $x$, a 3 byte instruction could possibly be hidden at address $x+1$. This is challenging for recursive and linear disassemblers but can be handled easier using on-demand disassembly as performed by Jakstab which is used to perform the over-approximation in this thesis.

Static analysis can be further complicated when analyzing malware as malware can use techniques that obfuscate the binary representation of a program \cite{21}. As malware does not have to comply to calling conventions, they can abuse calls and returns to complicate attempts of reverse engineering. For example, a jump instruction such as `jmp eax` can be expressed as a push to the stack `push eax` followed by a return instruction `ret`. Additionally, malware sometimes leverages self-modification techniques where the instructions are modified on the fly \cite{11}. As such, all instructions do not exist in the binary file but are synthesised during execution, making this part of the execution troublesome to analyze.

Finally, a last challenge is analyzing instructions which use data stored in registers or memory whose content is unknown. These type of instructions are normally memory updates using pointer dereferences or indirect jump instructions which was described in section 2.1 \cite{11}. Memory updates to unknown locations are particularly bad as they imply that an over-approximation has to assume that any location in memory might have been modified. As such, all known memory content has to be discarded if the approximation is to be kept sound.
2.3.3 Dynamic Control Flow Reconstruction

An approach to under-approximating the control flow of a binary is to use dynamic analysis. This can be performed by executing the binary with some carefully generated input and adding the execution trace to the CFA. To craft this input, it is possible to use fuzzing techniques.

Fuzzing techniques are in general categorized as black-box, gray-box or white-box techniques [22]. Black-box techniques are techniques which treats the binary as a black box. Thus, black-box techniques only observes the input and output of the binary. Conversely, white-box techniques are techniques which exploit knowledge of the internals of the binary. Furthermore, Gray-box techniques are techniques which can not be categorized as purely white or black-box as they uses a mixture of the two techniques. As black box fuzzing typically exhibits low coverage, black-box techniques are typically not of interest in the context of control flow reconstruction [22].

A popular gray-box technique is mutation-based fuzzing. Mutation based fuzzers require an initial seed which is an initial well-formed input. The seed is given to the binary and some information from the execution is obtained. This information is then used to create new seeds by mutating existing ones. Common mutation techniques are bit-flipping, arithmetic mutation, block-based mutation and semantic mutation [22].

White-box techniques are usually some sort of guided fuzzing, mutation or concolic execution [22]. Guided fuzzing encompasses all techniques which leverage static or dynamic program analysis techniques for enhancing the effectiveness of the fuzzing process. Mutation includes techniques which modify the binary in a way that benefits the generated input seeds. For example, mutation can be used to remove a checksum check to ensure that all input pass the check [22].

During concolic execution, which is also known as dynamic symbolic execution, the program is initially executed with an initial concrete input. The input is then given to the binary in what is denoted as a concrete execution. During the concrete execution, symbolic expressions are recorded for the passed branches. Thereafter, an SMT solver
Figure 2.5: An example where random black-box fuzzing will have a low probability of exploring all possible branches.

can be given a variation of the obtained constraints to create a set of inputs that would take a specific path in the binary. This technique has the advantage of being more likely to generate inputs that improve coverage than random inputs [22]. On the other hand, a disadvantage of using white box techniques, in general, is that they are often slower than gray or black-box techniques [22].

Constraint-based fuzzing techniques, such as concolic execution, focus on solving constraints to create inputs that take different paths in the binary. Consequently, this types of approaches could potentially be a more attractive technique than mutation based fuzzing when reconstructing the control flow of a binary as they make it is easier to analyze narrow input ranges.

For example, consider the c code in Figure 2.5. This figure contains an if statement which is only taken if the value of the input x equals 25. Assume that x is supplied directly from standard input as the first 4 bytes. Then, for random black-box testing, assuming 32-bit integers, there would be a probability of $\frac{1}{2^{32}}$ that x would be 25 and the first print statement would be executed. However, if white-box fuzzing was used, this probability could be increased dramatically by examining the internals of the program.

In this thesis, DSE is applied to under-approximate successors of indirect jumps which could not be precisely over-approximated using abstract interpretation. The difference between DSE and conventional symbolic execution is that DSE guides the symbolic execution along a set of paths. For instance, in the example above, a path to the check function and if statement could be followed to obtain a symbolic state at the if statement. Then, the symbolic constraints for the next value

```c
void check(int x):
    if x == 25:
        printf("x is 25\n");
    else:
        printf("x is not 25\n");
```
of the IP could be sent to an SMT solver which would return a set of solutions to the constrains corresponding to successor locations.

### 2.4 Abstract Interpretation

Abstract interpretation is a technique where concrete objects are represented as abstract objects. In general, there is a function, denoted by $\alpha$, converting a concrete element into its corresponding abstract representation. This function is normally referred to as the abstraction or representation function. Conversely, there is a function, denoted by $\gamma$, converting an abstract object into its corresponding concrete object. This function is referred to as the concretization function.

The reason for not carrying out analysis directly using concrete semantics is that this results in a state explosion as analysing a program in all of its possible execution environments is an undecidable problem. Consequently, all non-trivial questions about the concrete semantics of a program are undecidable. However, if abstraction is used to only analyze properties which are of interest to the analysis, it can be possible to analyze the selected properties in finite time.

To be able to understand abstract interpretation, we introduce partially ordered sets and Galois connections. A partially ordered set (poset) consists of a set and a binary relation such that the binary relation, given two elements, indicates which of the elements should precede the other or that neither of them precedes the other. Additionally, the binary relation must be reflexive, anti-symmetric and transitive. The difference between partially and totally ordered sets is that the former allows elements in the set to be incomparable while the latter requires every pair of elements, belonging to the set, to be comparable.

A Galois connection is a binary relation between two partially ordered sets. There are two types of Galois connections: monotone and antitone. This thesis uses monotone Galois connections. Consequently, when a Galois connection is mentioned, it refers to a monotone Galois connection.
**Definition. Galois connection**
Let \((A, \sqsubseteq_A)\) and \((B, \sqsubseteq_B)\) be two partially ordered sets. Furthermore, let \(\gamma\) and \(\alpha\) be monotone functions such that \(\gamma : A \to B\) and \(\alpha : B \to A\). Then, \((A, \sqsubseteq_A), (B, \sqsubseteq_B)\), \(\gamma\) and \(\alpha\) form a Galois connection if for all \(a \in A\) and \(b \in B\):

\[\gamma(a) \sqsubseteq_B b \text{ if and only if } a \sqsubseteq_A \alpha(b)\]

In abstract interpretation, a Galois connection is established between a concrete and an abstract domain. The concretization function \(\gamma\) and the abstraction function \(\alpha\) used to map elements in the abstract domain with elements in the concrete domain and vice versa. Furthermore, the two posets in the definition correspond to the abstract and concrete domain. In abstract interpretation, these posets are typically bounded lattices.

A lattice is a poset where every pair of elements have a unique least upper bound and a unique greatest lower bound. The least upper bound is also known as the supremum or join. Similarly, the greatest lower bound is also known as the infimum or meet. Furthermore, if a poset satisfies the requirement that each pair of elements have a unique least upper bound it is a join-semilattice.

Similarly, if a poset satisfies the requirement that each pair of elements have a unique greatest lower bound it is a meet-semilattice. Thus, a lattice could also be defined as a poset which is both a join-semilattice and a meet-semilattice. A bounded lattice is a lattice which has a top element \(\top\) and a bottom element \(\bot\) such that, for each lattice element \(x\), \(\bot \leq x \leq \top\). Equivalently, a lattice is a bounded lattice if and only if every finite set of elements has a join and a meet. In this work, the posets of the abstract domains are join semi-lattices.

In abstract interpretation, states transitions are normally represented by a transfer function. The transfer function of the concrete semantics maps an element of the concrete domain to other elements of the concrete domain. Similarly, the transfer function of the abstract semantics maps an element of the abstract domain to other elements of the abstract domain.

In addition to a transfer function, an abstract domain normally includes a widening operator \([26]\). The widening operator combines two elements of the abstract domain into another element of the abstract
domain such that the resulting element is an upper bound to the first two elements. As such, a widening operator can be used to increase the performance of an abstract interpretation based analysis at the expense of accuracy.

In this thesis, we form a Galois connection between a concrete and abstract domain. Each element of the poset for the concrete domain corresponds to a set of concrete states, where a concrete state is an actual state of the CPU and its execution environment. More formally, each element of the poset for the concrete domain is an element of $\mathcal{P}(S)$ where $S$ is the set of all possible concrete states and $\mathcal{P}$ is the power set of $S$. Furthermore, the binary relation for the concrete domain is set inclusion.

Each element in the poset of the abstract domain is an abstraction of a set of concrete states. The binary relation of the abstract domain indicates if one abstract domain element is subsumed by another. The semantics of this binary relation is dependent on what abstract domain is used. Additionally, the abstract transfer function is represented by the $\hat{posl}$ operator of the selected abstract domain. As such, different abstract domains has different abstract transfer functions. The abstract domains that were used in this thesis were based on constant propagation and strided intervals which will be explained in further details in section 2.7.

### 2.5 Data Flow Analysis

Data flow analysis is the problem of, for each program location, assigning a lattice element which over-approximates the possible concrete states at that program location [27]. Usually data flow analysis uses the program’s BBG to determine to which parts of the program, values of variables might propagate. The most precise over-approximation can be determined by finding the least fixpoint. This can be performed by applying the transfer relation to abstract states and join the result with previous results at the corresponding program location. To determine whether the fixpoint has been reached or not, it is common to use a worklist which stores data flow facts [27].
Techniques for data flow analysis can be categorized into two categories; forward flow and backward flow analysis. In forward flow analysis, each exit node of a basic block is expressed as a function of the entry node of the basic block. Conversely, in backward flow analysis, entry nodes are expressed as functions of exit nodes of the corresponding basic blocks. This function is referred to as the transfer function.

The semantics of the transfer function is defined by the semantics of the instructions inside the basic blocks. Forward analysis typically requires an initial entry state to be defined. This entry state is used as the starting point of the propagation of data flow facts and can, for example, contain the fact that no variables have any known values. Similarly, backward flow analysis requires an initial exit state to be specified. Examples of forward and backward flow analysis techniques are reaching definitions [28] and liveness analysis [29] respectively.

It is possible to conduct data flow analysis techniques on a different granularity than basic blocks. For example, they can be applied on the instruction level by using a relation between the entry node and exit node of each instruction. This is normally referred to as local analysis [30]. However, it is more common to work at the basic block level and then use local analysis inside basic blocks when instruction-level data flow information is desired [30]. In this thesis, we do not reconst-

\begin{figure}[h]
\begin{center}
\begin{verbatim}
in[B] := X_0
for each basic block B
  out[B] := ⊥

worklist := \{B: \forall basic blocks B\}
while(worklist ≠ ∅)
  B := remove(worklist)
in[B] := △{out[B']: B' ∈ pred(B)}

if out[B] ≠ F_B(in[B])
  worklist := worklist \cup succ(B)
out[B] := F_B(in[B])
\end{verbatim}
\end{center}
\caption{Example of a forward flow analysis worklist algorithm.}
\end{figure}
ruct a BBG. Rather, we aim to reconstruct a precise CFA. As such, the transfer function of our abstract domain is defined by semantics at the instruction level.

An example of a worklist algorithm for a forward flow analysis is provided in Figure 2.6. This algorithm assumes that a BBG is available to determine the predecessors pred($B$) and successors succ($B$) of a basic block $B$. Furthermore, the information of the entry and exit of a basic block $B$ is denoted by in[$B$] and out[$B$] respectively. Initially, the input information of the starting block $B_s$ is set to a specific pre-defined value $X_0$. For each basic block, the exit information is then set to the empty lattice element $\bot$, signifying that no information is known. The worklist is then initialized with all basic blocks of the BBG and the while-loop is entered.

In the while loop, a random basic block $B$ is removed from the worklist. The entry information of this block is then recalculated depending on the information of its predecessors using the join operator. Given a set of lattice element, the join operator creates a lattice element which is the least upper bound of the lattice element in the given set. Thus, the resulting element is an over-approximation of the possible data flow facts at the basic block $B$. Then, the algorithm checks if the new output of $B$, obtained by applying the transfer function $F_B$ to the input information of $B$, is different from the previous output information of $B$. If this is the case, the output information of $B$ is updated with the new generated information and all successors of $B$ are re-added to the worklist as their input information is dependent on the output information of $B$.

Eventually, the join will not result in any new information for the in[$B$] of a basic block $B$. Consequently, the output of the basic block is unchanged and no blocks are added to the worklist. When this has happened to all basic blocks and the worklist is empty, a fixpoint has been reached. This means that for each basic block $B$, out[$B$] over-approximates the possible data flow facts outputted from $B$. 
As data flow requires the BBG whose reconstruction is dependent of data flow facts, it is not trivial how to reconstruct one without the other. However, Kinder [11] devised an algorithm that can perform CFA reconstruction and deductions of data flow facts simultaneously. In this thesis, this algorithm is used for the over-approximation part of the alternating approach presented in chapter 3.

2.6 Over-Approximation with Jakstab

Jakstab [11] is an abstract interpretation based framework which combines control flow and data flow analysis to solve the chicken and egg problem of control flow reconstruction. It is highly configurable and thus allows for a wide range of analyses. Additionally, the disassembly is performed on-demand and can thus, contrary to conventional disassemblers, disassemble overlapping instructions.

To abstract the details of assembly language while still capturing its relevant branching behaviour, an intermediate language (IL) is leveraged. The author of the platform defines a set of basic and abstract statements denoted by $Stmt$. Assume that $e_1, e_2 \in Exp$ where $Exp$ is the set of possible expressions. Then, the set of basic statements consists of b-bit memory assignments $m_b[e_1] := e_2$ to a location $e_1$, conditional indirect jumps $if \ e_1 \ jmp \ e_2$ where the IP is set to $e_2$ if $e_1$ evaluates to true, assume statements $assume \ e_1$ and a halt statement $halt$.

Furthermore, the abstract statements are statements which do not correspond to regular assembly instructions. Rather, they are used to abstract certain behavior of the execution environment [11]. Finally, as the intermediate language is free from side-effects, each assembly instruction of the binary is mapped to one or more basic and abstract statements. As such, each statement can be identified by a program location and an index.

The only data type of the IL are integers. Consequently, booleans are represented by 0 and 1 corresponding to false and true respectively. Furthermore, the finite set of program locations is denoted by $L \subseteq \mathbb{N}$. This set contains all addresses of the program. A program is denoted as $< \ell_0, P >$ where $\ell_0$ is the starting location and $P$ is a finite mapping.
from program locations to statements and successors. More formally, 
\( P \) is defined as \( P : L \rightarrow (Stmt \times L) \). Furthermore, the statement \( stmt \) at 
location \( \ell \in L \) with successor \( \ell' \) is denoted by \([stmt]_{\ell'}\).

Jakstab operates according to the guarded command language which 
assumes guard conditions to hold or not hold and bases the subsequent 
analysis on these assumption. As such, assume statements results from 
various types of jump instructions. For example, they can result from 
a \textit{je} instruction which succeeds a \textit{cmp} instruction which compares \( eax \) 
to the value 2. This would create two possible transitions, one where 
\( eax \) is equal to 2 and the jump is taken as well as one where \( eax \) is not 
equal to 2 and the jump is not taken. If the location of the \textit{je} instruction 
is denoted by \( \ell \), the location of the immediately following instruction 
by \( \ell' \) and the target of the jump by \( \ell'' \), the two resulting statements are 
denoted by \([\text{assume } eax = 2]_{\ell'}\) and \([\text{assume } eax \neq 2]_{\ell'}\).

As Jakstab is based on abstract interpretation, it is configured by an 
abstract domain. The abstract domain is defined as \((\mathcal{A}, \bot, \top, \sqcap, \sqcup, \sqsubseteq, \hat{\text{post}}, \hat{\text{eval}}, \gamma)\). The first six components \((\mathcal{A}, \bot, \top, \sqcap, \sqcup, \sqsubseteq)\) constitute a 
bounded lattice where \(\mathcal{A}\) is the set of lattice elements. The remaining 
components of the lattice \(\bot, \top, \sqcap, \sqcup, \sqsubseteq\) are the bottom element, top 
element, meet, join and partial order respectively. The next component 
is the abstract post operator \(\hat{\text{post}} : Stmt \rightarrow \mathcal{A} \rightarrow \mathcal{A}\) which maps a 
statement and an abstract state to a new abstract state. In other words, 
it over-approximates the concrete transfer function.

The subsequent component is the abstract eval operator \(\hat{\text{eval}} : Exp \rightarrow \mathcal{A} \rightarrow 2^\mathbb{Z}\) which maps an expression and an abstract state to a set of 
integers such that the set of integers over-approximates the evaluation of 
the expression in the corresponding states of the concrete domain. 
Finally, the last component is the concretization function \(\gamma : \mathcal{A} \rightarrow 2^\text{State}\) 
which maps a lattice element to a set of concrete states. The least ele-
ment of the abstract domain is mapped to the empty set.

An analysis of control flow should be able to determine the set of 
successors for indirect jumps based on the knowledge it acquires. In 
Jakstab, this is performed by the \textit{resolve} : \(L \rightarrow \mathcal{A} \rightarrow 2^\text{Edge}\) operator 
which, given a location and abstract state, computes a set of edges 
from this state. The semantics of the \textit{resolve} operator is expressed us-
ing the $\text{post}$ and $\text{eval}$ operators of the abstract domain. Its definition is presented below. Note that the $\perp$ element represents that the analysis has not reached the location yet and thus that nothing is known about the abstract states at this location. Additionally, note that the third case evaluates the successor locations in the state $\text{post}[\text{assume}(e_1 \neq 0_1)](a)$ rather than $a$ as this means that only states which fulfill the branch condition are included.

$$
\text{resolve}_{\ell}(a) := \begin{cases}
\emptyset & \text{if } a = \perp \text{ or } [\text{stmt}]_{\ell} is [\text{halt}]_{\ell} \\
\{(\ell, \text{stmt}, \ell')\} & \text{if } a \neq \perp \text{ and } ([v := e]_{\ell} \text{ or } [m[e_1] := e_2]_{\ell}) \\
\{(\ell, \text{assume}(e_1 \neq 0_1 \land e_2 = \ell'), \ell')\} & \text{if } a \neq \perp \text{ and } [e_1 \text{ jmp } e_2]_{\ell} \\
\ell' \in \text{eval}[\text{post}[\text{assume}(e_1 \neq 0_1)](a)] & \text{if } a \neq \perp \text{ and } [e_1 \text{ jmp } e_2]_{\ell} \\
\cup \{(\ell, \text{assume}(e_1 = 0_1), \ell')\} & \text{if } a \neq \perp \text{ and } [e_1 \text{ jmp } e_2]_{\ell}
\end{cases}
$$

In some cases, the $\text{resolve}$ operator might not be able to deduce one or more successors for a location $\ell \in L$. This can occur when the statement $\text{stmt}$ is an indirect jump for which the target could not be over-approximated without resorting to the usage of the $\top$ element. When this happens, Jakstab warns the user that the analysis will be unsound and continues exploring the binary at other locations where the analysis has yet to reach a fixpoint. Additionally, the unresolved location $\ell$ is marked to have the successor $\top$, which signifies that the successor location $\ell'$ can be any location in the program. The $\top$ element is used as it is an upper bound for any possible lattice element in the location domain, which will briefly be introduced in section 2.7.1.
2.7 Abstract Domains

In this section the abstract domains used for the over-approximation are briefly and informally introduced. All of the abstract domains have a corresponding formal definition in Kinder’s dissertation [11]. First, the location analysis domain is briefly described in section 2.7.1. Thereafter, the constant propagation domain is explained in section 2.7.2. Finally, the strided interval analysis is detailed in section 2.7.3. These sections will contain assembly examples to illustrate when they are useful. For these and other assembly code examples, each line of code will be paired with a comment to help readers unfamiliar with x86 assembly.

2.7.1 Location Analysis

The location analysis domain allows to omit location information from other abstract domains. It contains a label of an intermediate level instruction, which is an address to a concrete instruction and an index as each concrete instruction can correspond to multiple intermediate level instructions. The location Analysis is never used on its own. Instead, it is always combined with another abstract domain.

2.7.2 Constant Propagation

The constant propagation domain consists of constant propagation and constant folding. Constant propagation signifies that constants are propagated through instructions so that register operands can be substituted with concrete values. Furthermore, constant folding signifies that constant expressions are calculated and substituted by the result of their evaluation.

For example, consider the synthetic program jmp.asm depicted in Figure 2.7. The text section is the section containing the instructions of a binary. Its start is declared at line 1. Then, line 2 declares the _start label to be global, making it possible for the linker to know where the binary should start. The binary starts at line 5 by moving the constant value 0 into the register eax. Thereafter, through line 6 to 10, a series of registers operations are performed. These operations result in the

---

2For more information, see previous work by Kinder [11].
values 0 and 22 being stored in the eax and edi register respectively. The cmp instruction at line 11 is then executed to set the flags according to the comparison between eax and 0. Since eax is 0, the zero flag ZF is set to one\(^3\). The instruction at line 12 performs a jump to exit if the ZF flag is set and thus results in a jump to exit where the program terminates.

Evaluation using the constant propagation domain starts with an empty state. The first instruction is then parsed into an instruction eax = 0 and the value of 0 is stored in the register eax. Then, the next instruction is parsed, resulting in the instruction eax = eax + 30. At this point, the value eax = 0 is propagated to this instruction, turning it into the instruction eax = 0 + 30 which is simplified to eax = 30 and stored in the new state. The next instruction, at line 7, is parsed and the state becomes \{eax=20,edi=12\}.

\(^3\)The ZF flag is set when the subtraction performed in the cmp instruction results in zero. In essence, the ZF flag is set if the two compared values are equal.
The next instruction \( eax = eax - 30 \) is loaded, \( eax \) is substituted with \( 30 \) and constant folding is performed to obtain the state \( \{ eax = -10, edi = 12 \} \). Thereafter, the same procedure repeats for the last two instructions \( edi = edi + 10 \) and \( eax = eax + 20 \) resulting in the state \( \{ eax = 0, edi = 22 \} \). Now, the constant value of \( eax \) can be propagated to the succeeding compare instruction substituting \( eax \) in the expression and resulting in the instruction \( cmp 0,0 \). Consequently, the \(ZF\) flag can be determined to be one and the jump instruction at line 12 can be determined to only have the successor at line 16, eliminating a potential false positive edge in the CFA to the unreachable jump instruction.

While constant propagation has the benefit of being able to scale well to larger programs [10], it has the disadvantage of not being able to resolve successors of return instructions. The reason is that constant propagation does not assume any initial values for memory locations and registers and thus does not know the initial value of the stack pointer which is in turn required to capture the effect of the call instruction. Consequently, when the ret instruction is later executed, the address at the top of the stack is unknown. Another limitation of constant propagation is that it only allows each state to have one possible value per register and memory location. This limitation will be illustrated by the example in the next section where it will be shown when it can be more appropriate to use the strided interval domain rather than the constant propagation domain.

### 2.7.3 Strided Intervals

The elements of the strided interval domain consist of tuples with three elements. These three elements are integers for a minimum, maximum and a stride value. More formally, a strided interval is defined as:

**Definition. Strided Interval**

A strided interval is an interval \( s[l, u] = \{ l + s \cdot n | l \leq l + s \cdot n \leq u, n \in \mathbb{N}_0 \} \) where \( s, l, u \in \mathbb{N}_0 \) and \( \mathbb{N}_0 \) is the set of natural numbers including the zero element.

The stride of a strided interval can be thought of as the difference between two adjacent elements of the interval. For example, the interval \( 2[4, 8] \) is equivalent to the set \( \{4, 6, 8\} \) since it contains the lower bound 4 and values separated by a stride of 2 up to the upper bound 8.
As a consequence, conventional intervals can be represented as strided intervals where the stride is equal to 1. Furthermore, a stride of 0 signifies a singleton set containing only the lower bound of the interval, for example, \(0[2, 2] = 2\).

Strided intervals are useful to represent states at program locations where a register or memory location can contain more than one value. This will be illustrated through an example. Consider the assembly code of _branch.asm_ depicted in Figure 2.8. In addition to the text section, the Basic Service Set (BSS) section is instructed to reserve four bytes

---

**Figure 2.8: branch.asm - An example of when strided intervals can be more useful than constant propagation.**

---

```
1 SECTION .bss
2 buf resb 4 ; Reserve 4 bytes of
3 ; memory
4 SECTION .text
5 global _start
6
7 increment:
8    add ebx, 1 ; ebx = ebx + 1
9    jmp continue ; Jump to <continue>
10 _start:
11    mov edx, 4 ; Length of buffer
12    mov ecx, buf ; Pointer to buffer
13    mov ebx, 0 ; Standard input
14    mov eax, 3 ; sys_read
15    int 0x80 ; Perform syscall
16
17    mov eax, dword [buf] ; eax = T
18    mov ebx, 0 ; ebx = 0
19    cmp eax, 1 ; Compare eax with 1
20    je increment ; If eax = 1 jump
21 ; to <increment>
22 continue:
23    add ebx, exit ; ebx = ebx + <exit>
24    jmp ebx ; Jump to ebx
25 exit:
26    nop ; No operation (1 byte)
27    mov ebx, 0 ; Set exit code to 0
28    mov eax, 1 ; sys_exit
29    int 0x80 ; Perform syscall
```
for the program at line 2. When executed, the program begins at the _start label and starts by setting up the registers to perform a system call using sys_read. At line 15, the CPU is instructed to perform the system call to read four bytes from stdin into the buffer buf which is located in the BSS section. This is done by performing a context-switch where the CPU is put in kernel mode where it has additional privileges and can perform the read into the buffer. The CPU then performs the read followed by a transition into user mode and a context switch resuming the execution of the program at the instruction after the syscall instruction.

At line 17 the content of buf, which contains the first 32 bits of the user’s input, are copied into the 32-bit register eax. Thereafter, the ebx register is initialized to 0, as it will be used as a counter. Then, eax is compared with 1 to determine if control should be transferred to the increment label or directly to the continue label. In the first case, the CPU executes line 8 to increase ebx by 1 and then jumps to line 23. At line 23 the offset of the exit label is added to the ebx register. Afterwards, a jump to the content of ebx is performed. At this point, ebx is either equal to exit or exit + 1. Note, however, that the instruction located at exit is a nop instruction of size 1 byte. Consequently, the CPU will execute either the nop instruction and continue from line 27 or continue from line 27 directly. Thus, the semantics of the program are independent of the user input.

At the start of execution the interval analysis starts with a state only containing a strided interval with a stride of 0 for the stack pointer. After executing the syscall, each of the four registers which are used to pass parameters to the syscall, are represented by intervals of a stride of 0. Then, the mov instruction at line 17 is executed to load the content of the buffer into the eax register. However, as it is impossible to determine what user input is entered without actually executing the program, it is not possible to know what buf will contain after the syscall and thus not what will be loaded into the eax register at line 17. Consequently, the strided interval for eax will be removed from the state, i.e \{eax=0[3,3], ebx=0[0,0], ecx=0[buf,buf], edx=0[4,4]\} becomes \{ebx=0[0,0], ecx=0[buf,buf], edx=0[4,4]\}. 
After loading the content of buf into eax, the ebx register is set to 0 and then the eax register is compared with 1. However, as there is currently no knowledge of eax in the state, it has to be assumed that all different flag values are possible after this statement. Consequently, when the \textit{je increment} statement is reached, it has to be assumed that execution can continue on either line 8 or 23. Consequently, the state is split into one state where $ZF=1$ and the execution continues at line 8 as well as one where $ZF=0$ and the execution continues at line 23.

The analysis which continued on line 8 will increase the value of ebx by 1 by changing the strided interval $0[0,0]$ to $0[1,1]$. Then, the jump instruction is taken to line 23. Now there are two states which can be merged at this location, resulting in a state containing a wider strided interval $ebx=1[0,1]$. The \textit{exit} label is then added to the interval of $ebx$ and the indirect jump to the content of $ebx$ is performed. Since, a strided interval can model the two possible values of ebx, it can be determined that \textit{jmp ebx} results in a jump to either \textit{nop} or \textit{mov ebx, 1} at line 26 and 27 respectively. The state is then propagated through the last instructions to the system call \textit{sys_exit} at line 29.

If constant propagation would have been used to analyse the binary, the two states at line 23 would not have been possible to merge. The reason is that they would have two different values for ebx and constant propagation only allows a state to hold at most one value per register and memory location.

\section*{2.8 Related Work}

There have been many approaches to control flow graph reconstruction through the last couple of centuries. However, to our best knowledge, no one has succeeded in developing an algorithm that can construct the ideal CFG for an arbitrary binary. There are, however, many platforms that can create approximations of the ideal CFG. The approach described in this thesis differs from others in the sense that it gives up on properties such as soundness and accuracy to focus on precision. Below, other previous approaches to control flow reconstruction are described.
angr [7] is a state-of-the-art binary analysis platform for exploit generation. It was created as part of the DARPA challenge and was used by the team Shellphish. It is heavily modularized and has borrowed the intermediate language VEX from Valgrind, a platform which focuses on finding memory leaks in programs. The angr project contains two CFG reconstruction algorithms named CFGFast and CFGAccurate. The CFGFast algorithm is a purely static analysis algorithm while CFGAccurate leverages dynamic analysis through its dynamic symbolic execution engine.

The CFGAccurate algorithm uses techniques such as forced execution, backwards slicing, symbolic execution and value set analysis to create an accurate representation of the CFG. The angr CFGAccurate algorithm is similar to our approach in the sense that it does not provide any soundness or accuracy guarantees and uses symbolic execution to under-approximate the control flow. However, a difference is that our approach represents the control flow by a CFA rather than a BBG and thus could be able to express control flow more precisely. Additionally, the approach presented in this thesis works with a different set of abstract domains.

Another approach, presented by Xu et al. [1], leverages forced execution to force the execution of specific control flow paths. Their algorithm approximates the control flow by manipulating concrete executions and distinguishes itself from many other approaches by working directly with machine code rather than using an intermediate representation of the binary. More specifically, the algorithm executes the program on a selected starting input and records snapshots of the program state at every jump instruction. Once the initial concrete execution finishes, the program state is reset to one of the earlier snapshots and resumed.

This process of restoring snapshots and resuming execution continues until every possible execution has been performed. A disadvantage with their approach is that the algorithm does not accurately under-approximate the control flow since it can force execution of infeasible edges. On the other hand, if the infeasible edges added through the forced execution of infeasible paths would be excluded, their algorithm would, in theory, reconstruct the optimal control flow. However, due to
several problems such as infinite loops, their algorithm can not be guaranteed to finish in finite time. Consequently, they adapt the algorithm to be more practical at the expense of the guarantee of exploring every possible CFG edge. Our approach presented in this thesis also becomes complicated when loops are introduced, as will be seen in section 4.4.2.

Another approach, introduced by De Sutter et al. [15], attempts to represent infeasible branches through hell nodes and hell edges. The paper defines a hell node as a node which represents all possible targets of an unresolved indirect jump. Further, they define hell edges to be edges connected to the hell node. They proceed with their analysis by noting that indirect jumps have five major sources: switch-statements implemented with a table lookup and an indirect jump, exception handling, goto statements to pointer assigned labels as well as the use of procedure pointers and dynamic method invocation in object oriented languages.

They are able to resolve all indirect jumps of switch cases by trying to match program slices of the part of the program calculating the jump target, with common instruction sequences for switches. For all other jumps they try to obtain the targets using constant propagation. Their work shows that matching known sequences of assembly instructions is a good way to resolve indirect branches stemming from switch statements.

An alternative to program slicing and constant propagation is to use abstract interpretation as in the CFG reconstruction algorithm developed by Bogdan Mihaila[12]. This algorithm soundly over-approximates the control flow in a top-down manner. Their analysis heavily focuses on resolving indirect jumps stemming from jump tables. They define an interval domain and a set domain using abstract interpretation.

These domains are then used to over-approximate the targets of the indirect jumps. A similarity between their work and ours is that they represent the CFG as a CFA rather than a BBG. Conversely, a difference is that they assume data structures in the binary to conform to source-code-level data structures, which is not a requirement for the approach presented in this thesis.
Among the static analysis approaches there are also approaches which
do not rely on abstract domains as their primary analysis method. One
such approach was presented by Reinbacher et al. [9]. In their work,
they linearly disassemble the binary into instructions that are then
grouped into basic blocks. Afterwards, they express the semantics of
each basic block using propositional Boolean logic. Thereafter, each
basic block is converted to its corresponding CNF form using Tseitin
conversion. Based on these encodings, they implement forward and
backward value-set analyses using existential quantification and incre-
mental SAT solving.

The forward and backward traversal analyses can be applied to gen-
erate pre and post conditions for each binary block. Each pre and post
condition contains a set of possible values for each register before and
after the block respectively. The backward traversal is limited to k basic
blocks, where k is a tunable parameter. Consequently, it is possible to
tune to what extent previous blocks should be used when calculating
pre and post conditions for a basic block. Furthermore, this offers a
trade-off between speed and precision which can be useful in various
applications which require less of one or the other.

As they use incremental SAT solving to over-approximate value sets
formulated as pre and postconditions, an advantage of their approach
is that the performance of the algorithm will benefit from perform-
ance increases of SAT-solvers in the future. Finally, the results of their
empirical experiments indicate that the forward-backward analysis
introduced can, not only be more precise, but also faster than pure
forward analysis. The authors concluded that this is because the value
sets propagated around the program tend to be smaller.

A state of the art platform for static analysis and control flow recon-
struction is Jakstab [31], developed by Kinder [11]. This platform uses
abstract interpretation to, under very general assumptions, simultane-
ously determine the control flow and data flow properties of a binary.
This is conducted by using an intermediate language, on-demand dis-
assembly, an extended version of the classic worklist algorithm and
bounded address tracking. Bounded Address Tracking is a highly pre-
cise abstract domain that models registers and memory locations as
both pointers and integer values.
In a later work, Kinder et al. extended Jakstab to work with alternating over/under-approximation [10]. In this work, they created an abstract domain representing the combination of their over- and under-approximation approaches. For the over-approximation they used the bounded address tracking domain of the Jakstab platform. Furthermore, for the under-approximation, they extended Jakstab to support replaying execution traces. The execution traces were recorded from executions of the binary with different input in qemu. The targets of branches which could not be approximated through over-approximation could then potentially be under-approximated with the traces obtained from the emulation in qemu.

In this thesis, the Jakstab tool is extended by using symbolic execution techniques for the under-approximation part of the alternating over/under-approximation approach. More specifically, directed symbolic execution is applied to determine successors of a set of unresolved locations. The successors of the instructions are obtained by following paths towards the unresolved locations, obtaining a symbolic expression for the addresses of the successors for each location. Solutions for these symbolic expressions are then obtained using an SMT solver. This approach of directing symbolic execution has the benefit of avoiding the path explosion problem of naive symbolic execution approaches.
Chapter 3

Methodology

Reconstructing the CFA of an arbitrary binary is generally considered to be hard [11]. As there appears to be a lack of earlier work performing alternating CFA reconstruction using DSE and abstract interpretation, this was perceived as an attractive approach to explore. In this chapter, our approach of alternating over/under-approximation is presented. Initially, the assumptions of the analysis are stated and examples of use cases are provided. Thereafter, the required modifications of the CPA algorithm are detailed and subsequently, the under-approximating directed symbolic execution is explained. Afterwards, examples are given of when DSE can be useful. Finally, the last sections provide details of the metrics used for the evaluation, an overview of the implementation as well as details of the experiments.
3.1 Limitations and Target Binaries

Since there are no restrictions on the target binaries except for the assumptions of Jakstab and Manticore, the presented approach can target all types of binaries that satisfy these assumptions. The following are the assumptions made by Jakstab:

- The global memory region, the stack, and the heap are assumed to not overlap.
- The stack pointer is initialized to a value of \((\text{stack}, 0)\)
- No pointers escape their allocated memory bounds
- Values of arbitrary bit length can be stored at a single store address and no memory locations overlap

These assumptions are required for Jakstab to output a sound approximation of the control flow. However, they are not required for Jakstab to output a useful CFA. In other words, even if one or more assumptions are broken, the reconstructed CFA might still be not too far from the ideal one.

As for Manticore, we do not fully understand the assumptions and limitations of the tool as the documentation lacks in this aspect. However, one of the limitations is that it only models some of the system calls and symbolic execution of binaries using other system calls will fail \([32]\). Additionally, it loads libraries from the host system, which could lead to different results on different hosts if the libraries differ \([32]\).

As the final CFA will not necessarily be sound or accurate, it will not be of use for binary analysis which requires these properties. For example, it is not suitable for formal verification of binaries as this field requires sound over-approximations. Instead, it is of more use when the goal is to recreate a precise CFA at the cost of the soundness and accuracy properties. For example, more precise CFAs at the cost of soundness are useful in fields such as reverse engineering as reverse engineers’ main desire often is a close to the ideal CFA.
3.2 Modifications to the CPA Algorithm

The Jakstab tool, which is used to over-approximate the control flow, builds upon the Configurable Program Analysis (CPA) framework devised by Beyer et al. [27]. The novelty of the CPA framework was that it was capable of combining model checking and program analysis. The framework was parameterized by one or more abstract domains, a merge operator \( \text{merge} \) and a termination check \( \text{stop} \). The merge operator was used to determine if two abstract states should be merged or not. Furthermore, the termination check indicated if a state should be explored or not by checking if it is a subset of the states that have already been reached.

1 **Input**: A CPA with dynamic precision adjustment
2 \( D := (\mathcal{D}, \Pi, \rightsquigarrow, \text{merge}, \text{stop}, \text{prec}) \), an initial abstract state \( a_0 \in \mathcal{A} \) with precision \( \pi_0 \in \Pi \) and a CFA as a set of edges \( G \).
3 **Output**: A set of reachable abstract states.
4 **worklist**: \( \{ (a_0, \pi_0) \} \)
5 **reached**: \( \{ (a_0, \pi_0) \} \)
6 while **worklist** \( \neq \emptyset \)
7     pop \( (a, \pi) \) from **worklist**
8     \( (\hat{a}, \hat{\pi}) := \text{prec}(a, \pi, \text{reached}) \)
9     \textbf{foreach} \( a' \) with \( \exists g \in G. \hat{a} \overset{g}{\rightsquigarrow} (a', \hat{\pi}) \)
10       // Combine with existing abstract states
11       \textbf{foreach} \( (a'', \pi'') \in \text{reached} \)
12         \( a_{\text{new}} := \text{merge}(a', a'', \hat{\pi}) \)
13         \textbf{if} \( a_{\text{new}} \neq a'' \)
14             worklist := (worklist \cup (a_{\text{new}}, \hat{\pi})) \setminus \{ (a'', \pi'') \}
15             reached := (reached \cup (a_{\text{new}}, \hat{\pi})) \setminus \{ (a'', \pi'') \}
16       \textbf{// Add new abstract state?}
17       \textbf{if} \( \neg \text{stop}(a', \{ a(a, \cdot) \in \text{reached}, \hat{\pi} \}) \)
18         worklist := worklist \cup (a', \hat{\pi})
19         reached := reached \cup (a', \hat{\pi})
20 \textbf{return} \{ a(a, \cdot) \in \text{reached} \}

*Figure 3.1: The original CPA+ Algorithm.*
Later on, Beyer et al. extended their algorithm to also include dynamic precision adjustment and referred to the new version of the algorithm as the CPA+ algorithm \cite{33}. The CPA+ algorithm, presented in Figure 3.1, is a variant of a standard worklist algorithm. The algorithm is parameterized by a configurable program analysis \( \mathcal{D} = (D, \Pi, \rightsquigarrow, \text{merge}, \text{stop}, \text{prec}) \) which consists of an abstract domain \( D \), a precision domain \( \Pi \), a transfer function \( \rightsquigarrow \), a merge operator \( \text{merge} \), a stop operator \( \text{stop} \) and a precision operator \( \text{prec} \). These components influence the cost of the analysis and the precision of the resulting set of reached states.

Apart from the configurable program analysis, the CPA+ also requires a CFA as input. The output of the algorithm is, as for the original CPA, a set of reached abstract states. The algorithm works with a worklist and a set of reached abstract states initialized with only the first abstract state and its corresponding precision element. After the initialization, the algorithm contains a loop which loops until the worklist is empty, at which point, the set of reached abstract states is fully populated.

The loop starts by popping an abstract state and precision element of the worklist at line 8. It then uses the \( \text{prec} \) operator to refine the precision of the abstract state and precision element by using information available in the already reached abstract states. Thereafter, at line 10, the algorithm iterates over each successor of the current abstract state \( \hat{a} \). Each successor \( a' \) of the abstract state corresponds to an edge \( g \) in the CFA \( G \). Furthermore, the \( \rightsquigarrow \) represents the transfer function which corresponds to the edge \( g \).

For each successor \( a' \) of the current state, the analysis proceeds by iterating over each reached state. For each reached state, the algorithm merges this state with the successor state using the merge operator, creating the merged state \( a_{\text{new}} \). The algorithm then checks if this merged state is equal to the successor state. If this is not the case, the merged state and its precision element is added to the worklist and the set of reached states.

Once the algorithm has checked if the successor state can be merged with each reached state, it proceeds to perform a termination check using the stop function. The stop function returns a boolean indicating
Input: A CPA $\mathcal{D} := (D, \Pi, \leadsto, \text{merge}, \text{stop}, \text{prec})$, an initial abstract state $a_0 \in A$ with precision $\pi_0 \in \Pi$ and a map $P$ from locations to statements.

Output: A CFA of $P$ and a set of reachable states.

$worklist := \{(a_0, \pi_0)\}$

$reached := \{(a_0, \pi_0)\}$

$G := \{\}$

while $worklist \neq \emptyset$

pop $(a, \pi)$ from $worklist$

$(\hat{a}, \hat{\pi}) := \text{prec}(a, \pi, reached)$

foreach $g \in \text{getTransformers}(\hat{a}, P)$

foreach $a'$ with $\hat{a} \xrightarrow{\cdot} (a', \hat{\pi})$

$G := G \cup g$

// Combine with existing abstract states

foreach $(a'', \pi'') \in reached$

$a_{new} := \text{merge}(a', a'', \hat{\pi})$

if $a_{new} \neq a''$

$worklist := (worklist \cup (a_{new}, \hat{\pi})) \setminus \{(a'', \pi'')\}$

$reached := (reached \cup (a_{new}, \hat{\pi})) \setminus \{(a'', \pi'')\}$

// Add new abstract state?

if $\neg \text{stop}(a', |a(a, \cdot) \in reached|, \hat{\pi})$

$worklist := worklist \cup (a', \hat{\pi})$

$reached := reached \cup (a', \hat{\pi})$

return $G, \{a | a(a, \cdot) \in reached\}$

---

Figure 3.2: The CPA+ Algorithm of Jakstab

If the analysis should continue with the successor state $a'$ or if the data flow facts of this state has already been included in the analysis. If the stop function determines that analysis should continue with the successor state, the successor state and its precision element are added to the worklist and the set of reached states. Otherwise, the algorithm ignores the successor state and the analysis continues with the next edge.

---

1In the PhD dissertation which introduced Jakstab [11], line 6 of the algorithm was originally "reached(a0(pc)) := (a0, π0);". We believe that this is a mistake as the variable reached is treated as an unindexed set and have thus fixed this typo in the pseudocode above.
Both the original CPA algorithm and the CPA+ algorithm required a CFA to propagate data flow facts. The contribution by Kinder [11] was that the CFA would be rebuilt simultaneously to the propagation of the data flow facts. Thus, Kinder’s contribution removes the requirement of already having a CFA for data flow analysis and hence provides a potential solution to the circular dependency between data flow analysis and CFA reconstruction.

The modified CPA+ algorithm used in Jakstab, which will be referred to as the Jakstab algorithm, is presented in Figure 3.2. The main difference between Jakstab’s version of the CPA+ algorithm and the original CPA+ algorithm is that the Jakstab algorithm performs control flow reconstruction on the fly rather than assuming a CFA to be available at the start of the analysis. This is conducted by integrating the resolve operator as a call to a transformer factory which provides state transformers.

The transformer factory uses a statement map $P$ which maps program locations to IL statements. At line 10, the Jakstab algorithm uses the getTransformer function which, given the statement map $P$ and an abstract state $a$, returns a transformer which maps an abstract state to a set of succeeding abstract states with respect to the transfer relation. Each transformer is equivalent to an edge in the CFA which is added to the set of edges $G$, which represents the CFA, if it is not already a part of the graph.

By using different abstract domains, the semantics of the resolve operator is altered. This does, in turn, affect the getTransformer function. Consequently, a switch from an abstract domain to another can potentially imply that different edges are returned by the transformer factory which, in turn, may result in a different CFA. For jump instructions, the transformer factory applies the resolve operator which then leverages the eval operator to concretize the addresses of the succeeding instructions from the abstract states at the current location.
**Input**: A CPA $\mathcal{D} := (D, \Pi, \rightarrow, \text{merge}, \text{stop}, \text{prec})$, an initial abstract state $a_0 \in A$ with precision $\pi_0 \in \Pi$ and a map $P$ from locations to statements.

**Output**: A CFA of $P$ and the set of reachable states.

1. $\text{worklist} := \{(a_0, \pi_0)\}$
2. $\text{reached} := \{(a_0, \pi_0)\}$
3. $G := \emptyset$
4. $\text{unresolved} := \emptyset$
5. $\text{DSEEdges} := \emptyset$

**while** $\text{worklist} \neq \emptyset$

1. pop $(a, \pi)$ from $\text{worklist}$
2. $(\hat{a}, \hat{\pi}) := \text{prec}(a, \pi, \text{reached})$
3. $\text{DSET} := \{(l_i, \cdot) | (l_i, \cdot) \in \text{DSEEdges} \cap l_i = L(\hat{a})\}$
4. $\text{transformers} := \text{getTransformers}(\hat{a}, P) \cup \text{DSET}$
5. if $\text{transformers} = \emptyset$
6. $\text{unresolved} := \text{unresolved} \cup (\hat{a}, \hat{\pi})$

7. foreach $g \in \text{transformers}$

8. foreach $a'$ with $\hat{a} \rightarrow (a', \hat{\pi})$
9. $G := G \cup g$
10. // Attempt to merge with existing abstract states

11. foreach $(a'', \pi'') \in \text{reached}$
12. $a_{\text{new}} := \text{merge}(a', a'', \hat{\pi})$
13. if $a_{\text{new}} \neq a''$
14. $\text{worklist} := (\text{worklist} \cup (a_{\text{new}}, \hat{\pi})) \setminus \{(a'', \pi'')\}$
15. $\text{reached} := (\text{reached} \cup (a_{\text{new}}, \hat{\pi})) \setminus \{(a'', \pi'')\}$
16. // Add new abstract state
17. if $\neg \text{stop}(a', \{a | (a, \cdot) \in \text{reached}\}, \hat{\pi})$
18. $\text{worklist} := \text{worklist} \cup (a', \hat{\pi})$
19. $\text{reached} := \text{reached} \cup (a', \hat{\pi})$

20. if $\text{worklist} = \emptyset$
21. $\text{paths} := \text{getPaths}(G, \text{unresolved})$
22. $\text{DSEEdges} := \text{DSE}(\text{paths})$
23. $\text{fixpoint} := (G = G \cup \text{DSEEdges})$
24. if $\text{fixpoint} = \text{false}$
25. for $(a, \pi) \in \text{unresolved}$ such that $(L(a), \cdot, \cdot) \in \text{DSEEdges}$
26. $\text{worklist} := \text{worklist} \cup (a, \pi)$
27. $\text{unresolved} := \emptyset$

28. return $G, \{a | (a, \cdot) \in \text{reached}\}$

**Figure 3.3**: The modified version of the Jakstab algorithm which leverages DSE to resolve unresolved instructions.
In this work, the Jakstab algorithm was modified to be able to include resolved successors of instructions marked as having unknown successors by Jakstab, through directed symbolic execution. Furthermore, as this work uses the constant propagation and strided interval domains which do not require the precision domain, the precision component of the CPA+ framework was set to be a singleton set containing only the null element throughout the analysis.

The first modified version of the Jakstab algorithm, which was adjusted to alternatingly include an under-approximation component, can be seen in Figure 3.3. In this pseudocode, which will be referred to as the first ACFR algorithm, the under approximation approach is assumed to be DSE. However, one could equivalently use another under-approximation approach such as fuzzing since the only thing changing would be the semantics of the DSE function and potentially the naming of the variables.

In addition to the global variables of the Jakstab algorithm, the first ACFR algorithm requires an empty set of unresolved abstract states unresolved and a set of DSE edges DSEEdges. The unresolved set holds states which do not have any known successors and DSEEdges contains edges which have been added by the under-approximation. The idea behind the loop that follows is to empty the worklist and ask DSE for successors when the worklist is empty but before checking the loop condition. If DSE finds new edges, their corresponding unresolved abstract states are put back into the worklist, thus ensuring that the loop condition holds for the next iteration.

The loop starts by popping an element from the worklist and adjusts its precision, as performed originally in the Jakstab algorithm. Then, the set DSET, which stands for DSE transformers, is populated to include all DSE edges which starts at the location of the precision adjusted abstract state ˆa. Subsequently, the transformers variable is set to be equal to the union of both the DSE transformers DSET and the transformers obtained through the getTransformers function.

At line 14, the if condition checks if any transformers were found for the location of the precision adjusted state. If this is not the case, the precision adjusted state is added to the set of unresolved states.
After the if condition, the two foreach loops at line 16 and 17, ensures that the algorithm loops over each successor state $a'$ of $\hat{a}$. In the inner for loop, $g$ is added to $G$ if it is not already contained by $G$. Thereafter, between line 20 and 24, the algorithm proceeds with the merge processes similarly to the Jakstab algorithm. Furthermore, the termination check, stop, is used as in the Jakstab algorithm to check if the analysis should continue with the state $a'$ or not.

After the loop over all transformers, an if statement was added. This if statement checks if the worklist is empty or not. If this is not the case, the algorithm will continue re-executing the code between line 10 and 28 until the worklist is empty. If the worklist is empty, we enter the if block which aims to obtain CFA edges through DSE. Initially, the getPaths function is called to obtain a set of paths $paths$ from the CFA $G$ and the set of unresolved abstract states $unresolved$ which was populated during the analysis of the abstract states in the worklist at line 15. Note that the getPaths function can be any algorithm which finds a set of paths between a start node and a set of target nodes in a graph. In this work, it was set as a limited depth first search so that the analysis would be able to finish in finite time when binaries contained loops.

After obtaining the paths, the DSE function is called at line 31. This function takes a set of paths and sends them to the under-approximation tool, in this case the symbolic execution engine of Manticore. The DSE function returns a set of edges which are stored in the variable $DSEEdges$. Once the new DSE edges have been obtained, the boolean $fixpoint$ is used to represent if the analysis has reached a fixpoint or not. It is calculated by checking if the set $DSEEdges$ contains any edges which are not yet present in the CFA $G$. If a fixpoint has not yet been reached, the worklist is populated with all unresolved abstract states which have a new edge starting at the location of the abstract state. Note that the notation $L(a)$ is used to represent the location of an abstract state $a$. When the worklist has been re-filled, the unresolved set is emptied to avoid re-evaluating previously unresolved abstract states in future DSE executions.
1 **Input**: A CPA $\mathcal{D} := (D, \Pi, \sim, \text{merge}, \text{stop}, \text{prec})$, an initial abstract state $a_0 \in A$ with precision $\pi_0 \in \Pi$ and a map $P$ from locations to statements.

2 **Output**: A CFA of $P$ and the set of reachable states.

3 worklist := \{(a_0, \pi_0)\}

4 reached := \{(a_0, \pi_0)\}

5 $G := {}$

6 unresolved := {}  

7 tops := {}  

8 $DSEEdges := {}$

9 while worklist $\neq {}$

10  

11 pop $(a, \pi)$ from worklist  

12 $(\hat{a}, \hat{\pi}) := \text{prec}(a, \pi, \text{reached})$

13 $DSET := \{(l_1, \cdot, \cdot) | (l_1, \cdot, \cdot) \in DSEEdges \cap l_1 = L(\hat{a})\}$

14 transformers := $\text{getTransformers}(\hat{a}, P) \cup DSET$

15 if transformers $= {}$

16  

17 unresolved := unresolved $\cup (\hat{a}, \hat{\pi})$

18  

19 foreach $g \in$ transformers  

20  

21 foreach $a'$ with $\hat{a} \xrightarrow{g} (a', \hat{\pi})$

22  

23 $G := G \cup g$

24  

25 //Attempt to merge with existing abstract states

26 foreach $(a'', \pi'') \in \text{reached}$

27  

28  

29 if $a_{new} \neq a''$

30  

31 worklist := (worklist $\cup (a_{new}, \pi_{new})$) $\setminus \{(a'', \pi'')\}$

32 reached := (reached $\cup (a_{new}, \hat{\pi})$) $\setminus \{(a'', \pi'')\}$

33  

34 //Add new abstract state

35 if $\neg \text{stop}(a', [a(a, \cdot)] \in \text{reached}, \hat{\pi})$

36 worklist := worklist $\cup (a', \hat{\pi})$

37 reached := reached $\cup (a', \hat{\pi})$

38  

39 if worklist $= {}$

40  

41 tops := tops $\cup$ unresolved

42 paths := $\text{getPaths}(G, \text{tops})$

43 $DSEEdges := DSE(\text{paths})$

44 fixpoint := $(G = G \cup DSEEdges)$

45 if fixpoint $= false$

46 for $(a, \pi) \in$ tops such that $(L(a), \cdot, \cdot) \in DSEEdges$

47 worklist := worklist $\cup (a, \pi)$

48 unresolved := {}  

49 return $G, [a(a, \cdot) \in \text{reached}]$

**Figure 3.4**: The second version of the ACFR algorithm which resolves all tops at each DSE invocation.
By waiting until the worklist is completely empty before asking DSE for help, the amount of DSE edges that will be returned from the DSE function is maximized since the number of unresolved states at the time of the invocation is maximized. This is because it is more likely to have more tops to resolve the more abstract states that have already been analyzed.

The second version of the ACFR algorithm, hereby referred to as the second ACFR algorithm, is presented in Figure 3.4. The main difference between the second and first version is that the second version always re-resolves unresolved states. Consequently, it has the advantage of finding new successors of old tops when new edges have been added. Thus, this version should result in a higher or equal soundness compared to the previous version. However, as it has to symbolically execute paths to all tops that have ever been discovered at each DSE invocation, it could be slower.

Psuedocode wise, the only difference between the first and second version of the algorithm is that the second version uses an extra variable `tops`. The `tops` variable is a set containing all abstract states whose location is marked as having the successor $\top$. These type of locations will hereby be denoted as top locations. Furthermore, at line 31, the `tops` set is populated with the content of the `unresolved` set which, at each DSE invocation, contains the set of unresolved abstract states that resulted from the last time the worklist was emptied. As the `tops` set is sent to the `getPaths` function rather than the `unresolved` set, the obtained set of paths will be at least as large and lead to all tops rather than only the ones in the `unresolved` set.

### 3.3 Directed Symbolic Execution

The under-approximation of the CFA was performed through directed symbolic execution (DSE). More specifically, the Manticore platform was extended to act like a server. This server would listen to a user-specified port on localhost and wait for a request to arrive. Requests were required to contain a path to a binary and a set of paths defined by
1 **Input**: A program $Pr$, an initial state $\sigma_{\text{init}}$, a set of paths $P$

2 **Output**: A dictionary $T$ mapping a path to a set of possible successors of this path.

3 \[ A[\sigma_{\text{init}}] := P \]

4 \[ C[\sigma_{\text{init}}] := 1 \]

5 \[ \text{worklist} := \{ \sigma_{\text{init}} \} \]

6 \[ T := \{ \} \]

7 **while** (worklist ≠ $\emptyset$)

8 \hspace{1em} pop $\sigma_{\text{curr}}$ from worklist

9 \hspace{1em} $T := T \cup \text{extract}(P, \sigma_{\text{curr}}, \sigma_{\text{curr}}^-\text{IP}, \sigma_{\text{curr}}\text{.nextIP}, C[\sigma_{\text{curr}}])$

10 \hspace{1em} for $\sigma_{\text{next}} \in \text{fork}(Pr, \sigma_{\text{curr}})$

11 \hspace{2em} $C[\sigma_{\text{next}}] := C[\sigma_{\text{curr}}] + 1$

12 \hspace{2em} $A[\sigma_{\text{next}}] := \text{update}(A[\sigma_{\text{curr}}], C[\sigma_{\text{next}}], \sigma_{\text{next}}\cdot\text{IP})$

13 \hspace{2em} if ($A[\sigma_{\text{next}}] \neq \emptyset$)

14 \hspace{3em} worklist := worklist $\cup$ $\sigma_{\text{next}}$

---

**Figure 3.5**: Pseudocode for the directed symbolic execution.

A sequence of instruction addresses. The DSE server symbolically executed the given paths and used an SMT solver to calculate the possible successors for the last instruction of each path. We will now proceed to explain how the symbolic execution is directed along the supplied paths and how successors are extracted. Let $C$ be a mapping from a state to an integer-valued constant. This constant is used to track the index of the instruction being executed in a certain state. Furthermore, let $A$ be a mapping from a state to a list of paths that this state can be part of, which will be referred to as alive paths. The pseudocode of the directed symbolic execution is presented in Figure 3.5.

Initially, the alive paths for the initial state $\sigma_{\text{init}}$ is set to all supplied paths. This is because the initial state corresponds to the first instruction in the binary which must be the first instruction in each path. Thereafter, the counter of the initial state is set to 1 as the initial state’s instruction must be the instruction which is executed first when executing the binary. For other states, this counter will correspond to the number of symbolically executed instructions after the execution of the current state’s instruction. Furthermore, the worklist is initially...
Input: A set of alive paths $P$, a counter $C$ and the current IP value $IP$.

Output: A set of paths denoted by $P_{new}$ which is a subset of $P$ satisfying the condition that the addresses at index $C$ of each path equals $IP$.

$P_{new} := \{\}$

foreach $p \in P$ such that $C <= \text{length}(p)$
    if $p[C] := IP$
        $P_{new} := P_{new} \cup \{p\}$

Figure 3.6: The algorithm which, given a set of paths, returns a set of paths which satisfy the condition that the address at index $C$ is equal to the value of the IP register.

Input: A set of paths $P$, a state $\sigma$, the current IP $IP$, a set of symbolic constraint representing the next IP value $nextIP$ and a counter value $C$. Each path is a list of instruction addresses.

Output: A map $T$ mapping a path to a set of possible successors of the last instruction of this path.

$T := \{\}$

foreach path $p$ in $P$ such that $\text{length}(p) = C \cap \text{last}(p) = IP$
    foreach $\text{pcValue} \in \text{solve}(\sigma, nextIP)$
        if $T[p] = \emptyset$
            $T[p] := \{\}$
        $T[p] := T[p] \cup \{\text{pcValue}\}$

Figure 3.7: The algorithm which extracts successors of paths.

set to only contain the init state and the mapping $T$, which maps paths to successors, is initially empty. The while loop iterates until there are no more elements in the worklist. It starts by retrieving a state from the worklist at random. It then updates the alive paths for this state using the update algorithm presented in Figure 3.6. This algorithm filters the set of paths $A[\sigma_{curr}]$ to only contain paths that contain the address IP at index $C$. Note that a symbolic state contains symbolic expressions or concrete values for registers and memory locations. Thus, the IP value can be obtained from $\sigma_{curr}$. Since this state has already been reached, the IP field will contain a concrete value rather than a symbolic expression.
After updating the set of alive paths, the algorithm checks if this set is empty. If the set is empty, the state is simply dropped and the algorithm continues by iterating over the remaining states. Otherwise, the map $T$, containing successors of the paths, is updated using the extraction algorithm presented in Figure 3.7.

The extraction algorithm uses the set of desired paths, a state, the current IP value, a symbolic expression for the next IP value and the counter of the state to deduce the possible successors of the paths ending in this state. This is done by iterating over all paths which contains the state $\sigma$ at index $C$ and checking if this index matches the length of the path. If this is the case, the symbolic expression for the nextIP value is sent to the underlying SMT solver using the solve function. The SMT solver returns a set of solutions which are then put in the mapping of successors.

After the worklist algorithm has extracted the path successors and merged them into the map $T$, the algorithm performs a symbolic fork which generates succeeding symbolic states. Thereafter, the counter for these states are increased by 1 since the instruction of $\sigma_{\text{curr}}$ has been executed. Furthermore, the set of alive paths is set to the set of alive path of $\sigma_{\text{curr}}$ updated with the instruction of the new state. Thereafter, the new states are added to the worklist.

### 3.4 Motivating Examples for Using DSE

This section contains four examples which show how DSE can be useful when combined with an abstract interpretation based approach. The first example can be seen in Figure 3.8. In this binary, a buffer $\text{buf}$ of size four bytes, is reserved in the BSS section. The execution of the binary starts at the _start label. Line 7 to 11 is used to read a double word from stdin into the buffer $\text{buf}$ and copy this value into the register $\text{eax}$. However, as the user input can not possibly be known, the content of the $\text{eax}$ register after line 11 is unknown. After loading the unknown value into the $\text{eax}$ register, the content is copied from the $\text{eax}$ register to the $\text{ebx}$ register. Then, the two registers are subtracted and the result is stored in $\text{eax}$. Thereafter, the address of the exit label is added to $\text{eax}$. Then, a jump is performed to the content of $\text{eax}$. Since
the two unknown registers with the same value were subtracted from each other at line 14, the content of eax should be 0 added with the location corresponding to the exit label. Thus, the indirect jump directs the execution to line 18 where the sys exit is performed with the exit status 0, signifying no errors.

The problem this binary causes for both the strided interval and constant propagation domains is that they can not properly model the values of the eax register after the execution of line 12. More specifically, after line 12 constant propagation will claim to not know anything about the content of eax since the content can not be modeled by one constant value. Thus, no information will be possible to propagate to determine the target of the indirect jump at line 16. Similarly, the strided interval will encounter problems as it will try to model the content of the eax register with an infinite interval. This infinite interval will then propagate through all instructions to the indirect jump, which will then be unresolved and thus marked as having \( \top \) as its successor.
SECTION .text
global _start

_start:
call function1 ; Call <function1>
jmp exit ; Jump to <exit>

function1:
call function2 ; Call <function2>
ret ; Return from <function1>

function2:
ret ; Return from <function2>

exit:
mov ebx, 0 ; Set exit code to 0
mov eax, 1 ; sys_exit
int 0x80 ; Perform syscall

Figure 3.9: nestedCall.asm - An example of two nested function calls.

If DSE is used to determine the successor of the indirect jump, it will start by marking the unknown content with a symbol, say $s$. Then, this symbol will be propagated to $ebx$ such that $ebx$ is represented by the same symbol. Then, when performing the subtraction, the $eax$ register is set to contain the expression $s - s$ which can be solved for the constant value 0, but will not, as the concrete value of $eax$ register is not required to determine the control flow yet.

The symbolic expression is then propagated to the indirect jump where the expression will be $s - s + <exit>$ where $<exit>$ is the location of the $exit$ label. This symbolic expression will then be sent to the SMT solver which will solve the expression for a concrete value, namely the address of the $exit$ label. Consequently, as DSE knows the value of the $eax$ register to be $<exit>$ at line 16, it can determine that the analysis should continue at line 18 after the indirect jump. The second example is depicted in Figure 3.9. This binary contains two nested function calls. The binary starts by calling the function $function1$ at line 5. In $function1$ the first instruction will call the second function $function2$. Then, the ret instruction at line 11 is executed to transfer the control flow back to line 9. The ret instruction of the first function is then executed to return to line 6. Finally, the direct jump to $<exit>$ is performed and the binary exits with status 0.
While the control flow of this binary can be fully captured with strided interval analysis, this is not the case for constant propagation as constant propagation does not model the initial value of the \textit{esp} register. Consequently, constant propagation can not possibly know what return address is popped of the stack when returning from a function. Thus, the \textit{ret} instructions at line 9 and 11 can not be resolved by constant propagation.

However, if constant propagation is combined with DSE, the possible control transfers can be captured. First, constant propagation is executed until no new information can be acquired with this method. At this point, the control flow between line 5,8 and 11 have been discovered. The ACFR algorithm then performs the limited DFS from line 5 to obtain a path reaching line 11 through line 5 and 8. Note that this DFS does not require the fully reconstructed CFA but rather can be performed on the CFA that is being constructed.

After obtaining the path, the path is sent to the symbolic execution engine which performs the directed symbolic execution along the path and determines a possible successor to be line 9. The edge between line 11 and 9 is sent back to the ACFR algorithm which continues the analysis along this edge to discover that line 9 is also a location with unknown successors. The process repeats itself and the edge between line 9 and 6 is established.

The ACFR algorithm resumes the over-approximation which proceeds to find all edges until line 15. At this point, the worklist is empty and the path extraction finds no paths since there are no locations with unknown successors. Thus, no new edges are added to the CFA. Consequently, it is determined that a fixpoint has been reached and the CFA is written to disk. This example shows the necessity of alternating back and forth between the over-approximation and under-approximation rather than only executing the under-approximation once. Additionally, it illustrates how the CFA can be used while it is being constructed.
SECTION .text
global _start

_start:
call function ; Call <function>
call function ; Call <function>
jmp exit ; Jump to <exit>

function:
ret ; Return from <function>

exit:
mov ebx, 0 ; Set exit code to 0
mov eax, 1 ; sys_exit
int 0x80 ; Perform syscall

Figure 3.10: sequentialCallRet.asm - An example where one function is called more than once.

The third example is presented in Figure 3.10. This binary contains two calls to the same function. The function <function> is first called at the beginning of the binary at line 5. Then the ret instruction at line 9 is executed to return to line 6. Line 6 contains a call instruction to the same function function. However, when the ret instruction is executed this time, it returns to line 7 instead of line 6. Thus, the ret instruction has two successors depending on the context. Finally, the jump to <exit> is performed and the binary performs the system exit.

This example is a good illustration of why the second ACFR algorithm can achieve a larger soundness than the first. The idea behind the second ACFR algorithm is that it should always resend all top locations every time a DSE invocation is performed. This should increase soundness at the expense of performance.

In the case when the first version is executed with constant propagation, the analysis only finds the edge between line 5 and 9 before symbolic execution has to be invoked. The symbolic execution returns the edge between line 9 and 6 which permits the analysis to continue. The constant propagation then finds the edges between line 6 and 9 before reaching the ret instruction. However, as the first ACFR algorithm only performs DSE when there are no known successors and the CFA is only location sensitive, the algorithm determines that the successor of the
Figure 3.11: trueTop.asm - An example of a true top.

instruction is line 5 and no request to DSE is necessary. Consequently, the first ACFR algorithm never finds the edge between line 9 and 7.

When the second ACFR algorithm is used with constant propagation, it starts at line 5 and also encounters a $\top$ successor at the `ret` instruction. Similarly to the first version, the second version extracts and sends the path to DSE which responds that line 6 is a successor to the `ret` instruction. Then, the ACFR algorithm continues the analysis until it has the same CFA as the first version ended at. At this point, the algorithm has no completely unresolved locations but has the location of the `ret` instruction as a top location. It thus searches for paths to send to DSE. Since the CFA now contains the edge between line 9 and 6, the search can find paths to the `ret` instruction using this edge.

Among other paths, the path through line 5,9,6 and 9 is sent to DSE. This path results in another edge than the previous path over line 5 and 9, namely the edge between line 9 and 7. This successor is sent back from DSE and the ACFR algorithm is resumed. The algorithm now explores line 7, 11, 12 and 13. At this point, the ideal CFA has been found and the analysis should thus be terminated. However, the algorithm needs to determine that a fixpoint has been reached and thus extracts all possible paths to the top location at line 9 and sends them to DSE. DSE answers with a set of edges where each of them starts at
the top location. However, as the algorithm notes that all these edges have already been added to the CFA, a fixpoint has been reached. Consequently, the algorithm terminates and the CFA is written to disk.

Note that the first ACFR algorithm can still find multiple successor of a top since the SMT solver searches for more than one solution to the constraints. The drawback is special cases such as the example above, where a successor of a top depends on another successor of the same top.

Finally, a last example is presented in Figure 3.11. At line 14, this binary contains a true top, an indirect jump which can have any possible successor. Line 8 to 12 are used to fill the buffer buf with an unknown value read from stdin. Then, the unknown value is copied into the eax register and a jump is performed to the address stored in eax.

Since this is a true top and abstract interpretation over-approximates successors, there is no abstract domain that could be used to not classify this instruction as a top. However, when paired with DSE, abstract interpretation can ask for the successors of the top. DSE would then return a set of edges which constitute an under-approximation of the control flow. Consequently, the analysis would be able to continue along these edges rather than stopping at the seemingly unresolvable location.

### 3.5 Metrics for Evaluation

The performance of the devised algorithm was evaluated by studying the soundness, accuracy and precision of its generated CFAs. These three metrics were measured relative to the ideal CFA which was created manually for the synthetic inputs and generated using the CFGAccurate algorithm of angr for non-synthetic inputs. All the metrics were defined only over edges as nodes can not have a degree of zero unless the CFA only contains a single node.

The first metric is accuracy. Accuracy is pragmatic for quantifying to what extent the generated graph contains superfluous edges with respect to the ideal graph. More formally, accuracy is defined as:
Definition. Accuracy
The accuracy of two sets of edges $E_I$ and $E_G$ representing an ideal and generated graph respectively, is defined as:

$$A_{E_I,E_G} = \frac{|E_I \cap E_G|}{|E_G|}$$

Furthermore, the second metric is soundness. Soundness is suitable for quantifying to what extent the edges of the ideal graph are included in the generated graph. More specifically, soundness is defined as:

Definition. Soundness
The soundness of two sets of edges $E_I$ and $E_G$ representing an ideal and generated graph respectively, is defined as:

$$S_{E_I,E_G} = \frac{|E_I \cap E_G|}{|E_I|}$$

Finally, precision combines the accuracy and soundness metrics and represents how far the generated graph is from the ideal graph, measuring both false positives and false negatives. The Precision of a generated graph with respect to an ideal graph, is defined as:

Definition. Precision
Let $E_I$ be the set of edges of the ideal CFA. Conversely, let $E_G$ be the set of edges of the generated CFA. Then, the edge precision is defined as:

$$P_{E_I,E_G} = \frac{A_{E_I,E_G} + S_{E_I,E_G}}{2} = \frac{|E_I \cap E_G|}{2|E_G|} + \frac{|E_I \cap E_G|}{2|E_I|}$$

The division by 2 is used to normalize the expression to ensure that it is still a percentage. Defining metrics as percentages rather than absolute values has the benefit that a miss/addition of an edge/node will impact the precision relatively to the size of the CFA. For example, wrongly adding one false edge to a CFA with 10 edges will have a larger impact on the soundness than wrongly adding one false edge to a CFA of 10000 edges.

As Jakstab’s algorithm can result in top nodes that may or may not be resolved by our under-approximation, the generated CFA might contain top nodes. A top node results in one edge for every possible instruction in the text section\footnote{Note that the number of possible successors will be the same as the amount of bytes in the .text section as instructions in x86 are prefix-closed but can have varying length.}. These type of edges will hereby be
denoted as top edges. Since top nodes represent nodes which have unknown successors, it makes sense to compare the ideal CFA with both the generated CFA including top edges and the generated CFA excluding top edges.

As there are, to our best knowledge, currently no algorithms that can guarantee the creation of the ideal CFA, the generated CFA had to be evaluated relative to CFAs obtained through other state-of-the-art approaches such as angr’s \texttt{CFGAccurate} algorithm, which was chosen to be used in this thesis\footnote{The community behind later renamed the \texttt{CFGAccurate} algorithm to the \texttt{CFGEmulated} algorithm.} It should be noted that \texttt{CFGAccurate} can not, as other state-of-the-art algorithms, guarantee the creation of the ideal CFA without errors. However, as it is considered a state-of-the-art algorithm, it was assumed to be reasonably precise.

Now, consider the three graphs from Figure 2.4 again, depicted above for convenience. For graph b, denoted by $G_b$, the number of edges in the generated graph and the number of intersecting edges is 2. Consequently, the accuracy, soundness and precision for graph b evaluates to the values below. Note that the accuracy evaluates to 100% and the graph is accurate since it does not contain any superfluous edges.

\begin{align*}
\mathcal{A}_{E_i,E_g} &= \frac{|E_i \cap E_g|}{|E_g|} = \frac{2}{2} = 100\% \\
\mathcal{S}_{E_i,E_g} &= \frac{|E_i \cap E_g|}{|E_i|} = \frac{2}{4} = 50\% \\
\mathcal{P}_{E_i,E_g} &= \frac{\mathcal{A}_{E_i,E_g} + \mathcal{S}_{E_i,E_g}}{2} = \frac{1+0.5}{2} = 75\%
\end{align*}
For graph c, which is denoted by $G_c$, the amount of edges in the generated graph is 5 and the amount of intersecting edges is 4. Thus, the accuracy, soundness and precision for graph c becomes as presented in the equations below. For this graph, the soundness evaluates to 100% and the graph is sound as it contains all edges of the ideal graph.

\[
\mathcal{A}_{E_I,E_{G_c}} = \frac{|E_I \cap E_{G_c}|}{|E_{G_c}|} = \frac{4}{5} = 80%
\]

\[
\mathcal{S}_{E_I,E_{G_c}} = \frac{|E_I \cap E_{G_c}|}{|E_I|} = \frac{4}{4} = 100%
\]

\[
\mathcal{P}_{E_I,E_{G_c}} = \frac{\mathcal{A}_{E_I,E_{G_c}} + \mathcal{S}_{E_I,E_{G_c}}}{2} = \frac{0.8 + 1}{2} = 90%
\]

The calculations of the metrics presented above require the knowledge of which instructions a binary contains and the control flow transitions between these. For the synthetic binaries, the ideal CFA was manually reconstructed. For instructions containing top nodes, we assumed that no overlapping instructions existed and thus only added edges to the explicitly created instructions.

For the case study, we evaluated our algorithm on the five smallest GNU coreutils binaries. For these binaries, the ideal CFA was assumed to be the CFA obtained through the use of angr [7]. It should be noted that there are no guarantees that angr can find all instructions or that it will not accidentally announce data as instructions. However, determining the instructions of a program is as hard as determining the control flow of the program as they depend on each other. Consequently, this approach of approximating the ideal control flow with another state-of-the-art approach is not an uncommon evaluation method [1][10]. The evaluation proceeded as follows for each binary. First, the ACFR algorithm was executed on the binary to produce a generated CFA. Thereafter, angr was executed to generate the, presumably, ideal CFA. Finally, the accuracy, soundness and precision was calculated for the generated CFA with and without top edges with respect to the ideal CFA, where top edges were defined as edges originating from a program location whose successors are unknown.

### 3.6 Implementation

An illustration of the implementation is presented in Figure 3.12. Each node in the figure represent a module and each edge represents data transitioning between the components. The figure consists of one block
representing Jakstab and one block representing Manticore. Our contributions consist of the ACFR algorithm in Jakstab and the two plugin modules developed for Manticore. Both of the plugin modules communicate intensively with Manticore’s Symbolic Execution Engine which also communicates with other components which were omitted for simplicity. Additionally, some of the arrows for the Symbolic Execution Engine node have been omitted as they are not relevant for understanding our implementation.

The process starts with the execution of the ACFR algorithm illustrated in the Jakstab box. The over-approximation conducts on demand disassembly to obtain instructions given an offset into the binary. The first offset is set to the program location that corresponds to the entrance of the binary and the subsequent offsets corresponds to the locations of subsequently obtained instructions.

When the over-approximation stagnates, a limited depth first search is performed towards the unresolved program locations to obtain all possible paths starting at the program entrance and ending in these locations. The unresolved locations and paths are then sent to Manticore where they are used in the Direction Plugin and Extraction Plugin. The reasons for using plugins for Manticore, rather than editing the source code directly, was to enable compatibility for future versions of the software with our approach. For Jakstab, plugins were not possible due to the required modifications to the Jakstab algorithm.
The Symbolic Execution Engine is started and informed about the plugins. Before each symbolic execution of an instruction, the Symbolic Execution Engine consults the Direction Plugin. This plugin receives the location of the instruction that is to be executed and the number of instructions that were executed to reach the current instruction. The plugin then responds to the Symbolic Execution Engine if the location should be analyzed or not. This decision is performed according to the pseudocode in Figure 3.6 presented in section 3.3.

After each analyzed symbolic state, the Symbolic Execution Engine sends the state to the Extraction Plugin which operates according to the pseudocode presented in Figure 3.7 introduced in section 3.3. The extractor plugin checks if the state corresponds to the last location of any of the paths and that it has executed the instructions according to the path. If this is the case for any path, the plugin sends the symbolic expression for the next IP value to an SMT solver which responds with a set of possible successors. The plugin use these to create a set of CFA edges which are sent to Jakstab until the symbolic execution has completely terminated. Once the symbolic execution has completely terminated, the CFA edges are sent to Jakstab which adds them to the CFA and resumes the over-approximation.

### 3.7 Experiments

Two sets of experiments were performed. The first set of experiments were executed on our own synthetic binaries. The second set of experiments were performed on the five smallest GNU coreutils binaries. Due to Manticore’s preference for statically linked binaries over dynamically linked binaries, all programs were linked statically. Furthermore, during our experiments, only one core was used to reduce the effect of nondeterministic task scheduling on the results. A fundamental problem in research, which is a great obstacle for the scientific method, is the difficulty in reproducing other researchers’ results. This ongoing methodological crisis was originally coined as the "replication crisis" [34]. As such, in this work, we aim to pay extra attention to provide the tools and information required for any scientist who desires to reproduce our results.
Architecture: x86_64
CPU op-modes: 32-bit, 64-bit
CPU(s): 2
Vendor ID: GenuineIntel
CPU family: 6
CPU Model: 23
CPU Model Name: Pentium(R) Dual-Core CPU E5300@ 2.60GHz
RAM: 4GB
L1d cache: 32KB
L1i cache: 32KB
L2 cache: 2048KB

Figure 3.13: Hardware specs of the host on which the experiments were performed.

The tool developed in this thesis is available online[^4]. It was executed with python version 3.6.8, Manticore version 0.3.0 and java version 11.0.4. Jakstab was obtained from the original author online[^31] and modified for our purposes. Furthermore, all input binaries were compiled into statically linked x86_32 executables. The scripts for compiling input binaries, generating results and extracting metrics are all available online[^5]. As for the hardware, the relevant specs are provided in Figure 3.13. More information concerning reproducibility is available in the wiki of the project[^6].

For the experiments, Manticore was configured to assume a symbolic input from stdin with a maximum of 256 characters. Additionally, Manticore was configured for at most 3 arguments of 20 characters each. The reason for limiting the size of these input sources was to reduce the amount of required computation. Finally, Manticore was used with the SMT solver Z3 as this was the default SMT solver of the tool.

[^4]: https://github.com/tpetersonkth/AlternatingControlFlowReconstruction
[^6]: https://github.com/tpetersonkth/AlternatingControlFlowReconstruction/wiki/Reproducibility
Originally, Manticore supported multithreaded symbolic execution. However, multithreading had to be disabled as a race condition bug was discovered\(^7\). As such, all symbolic execution was performed using only one thread. The time spent performing DSE can be expected to be reduced by a constant factor when Manticore is executed with multiple threads as multiple paths can be evaluated in parallel.

\(^7\)https://github.com/trailofbits/Manticore/issues/1528
Chapter 4

Results

This chapter presents the results of our evaluations as well as the unplanned changes that had to be made to the strided interval domain of Jakstab. Initially, we present the changes that had to be made to the strided interval domain of Jakstab as it was essentially equivalent to the constant propagation domain due to an over-conservative widening operator. Thereafter, the results of the evaluations of the synthetic binaries and the GNU coreutils binaries are presented. Finally, a section is provided where the conclusions of the results are described.

In the tables presented in this chapter, different abbreviations are used for different analysis modes. More specifically, $c$ and $i$ are used to denote constant propagation and strided interval analysis respectively. Furthermore, $cD$ and $iD$ denotes constant propagation with DSE and strided interval analysis with DSE respectively. For simplicity, benchmarking was omitted from these tables. Instead, performance details for the different components can be found in appendix A.
4.1 Modifications to the Widening Operator of the Strided Interval Domain

The original strided interval domain used an over-conservative widening operator. More specifically, when performing widening, it would always default to top unless the strided intervals represented the same value. Thus the original strided interval domain was essentially equivalent to the constant propagation domain since strided interval domains could only exists if they had a stride of 0.

To be able to use intervals of other strides than 0, the widening operator was modified to not over-approximate to $\top$ whenever two intervals did not have the same constant value. Rather, the widening operator was modified to combine the two strided intervals by creating a strided interval which did not include $\top$ unless necessary. Let $I_1 = s_1[l_1, u_1]$ and $I_2 = s_2[l_2, u_2]$ be two strided intervals. Furthermore, let $I_w = s_w[l_w, u_w]$ be the interval resulting from widening $I_1$ towards $I_2$. Then, $l_w$ and $u_w$ was defined as below. Note that $l_w$ is the minimum of the left bounds and $r_w$ is the maximum of the upper bounds.

$$
\begin{align*}
l_w &= l_1 \text{ if } l_1 < l_2, \text{ otherwise } l_2 \\
r_w &= r_1 \text{ if } r_1 > r_2, \text{ otherwise } r_2
\end{align*}
$$

For the stride $s_w$, however, things were more complicated as it needs to ensure that $I_w$ includes all elements of $I_1$ and $I_2$. This can essentially be broken down into two requirements. Firstly, $s_w$ must divide both $s_1$ and $s_2$. Secondly, $s_w$ must be set such that the lower bounds $l_1$ and $l_2$ are aligned. In essence, the second requirement can be phrased as $s_w \mid |l_1 - l_2|$. Now, let $gcd(x, y)$ be a function that returns the greatest common divisor of two integers $x$ and $y$ if $x \neq 0$ and $y \neq 0$. Otherwise, if one of the two parameters is zero, $gcd(x, y)$ returns the other parameter. The stride of the widened interval can now be defined as follows:

$$s_w = \begin{cases} 
|l_1 - l_2| & \text{if } s_1 = 0 \text{ and } s_2 = 0 \\
gcd(gcd(s_1, s_2), |l_1 - l_2|) & \text{otherwise}
\end{cases}$$

By these definitions, it should be noted that the widening operator is symmetrical. In essence, widening $I_1$ towards $I_2$ or $I_2$ towards $I_1$ yields the same strided interval.
4.2 Evaluation of Synthetic Binaries

In this section the results of the synthetic evaluations are presented. All of the synthetic binaries are available online. Thus, this section only describes the parts of the binaries that are of relevance for understanding our conclusions. Table 4.1 and 4.2 present the results of executing the first ACFR algorithm on all synthetic binaries with a timeout of 2 hours and DFS depth of 200 instructions. The depth was set to 200 instructions as there might be loops in the binaries and thus, even if a binary only contains a small amount of instructions, there might be longer paths.

The first column of the tables denotes the name of the binary. Then, the second is the analysis mode that was used. Here, c and i signifies constant propagation and strided intervals respectively. Further, a D signifies that the analysis was executed with DSE. The third column is the number of identified instructions. Thereafter, the next three columns are the accuracy, soundness and precision of the generated CFA, measured in percent, with respect to the ideal CFA.

Thereafter, uTops and Tops denote the number of unresolved tops and total amount of Tops. Note that an unresolved top is defined as a top where no successor could be determined. As such, a top which have multiple successors where only one of these could be determined, is not considered as an unresolved top. The top stats are followed by the accuracy, soundness and precision of the generated graph, without top edges and expressed as percentages, with respect to the ideal graph. Note that the ideal graph, the generated graph and the top edge free version of the generated graph are denoted by \( E_I \), \( E_G \) and \( E_{TEF} \) respectively.

---

[1] https://github.com/tpetersonkth/AlternatingControlFlowReconstruction/tree/thesis/input/synthetic/bin
Table 4.1: Results of the synthetic evaluation for the first ACFR algorithm (Part 1). Analyses which had to be interrupted as they did not finish within 2 hours are marked with $\Delta_T$.

The relevant instructions of the first binary, `badCall`, are presented in Figure 4.1 below. The binary contains push to the stack with a return address and a jump to a location with a `ret` instruction. Thus, a call is performed without using the `call` instruction. As can be seen in the table, the constant propagation could only resolve the instructions up to the `ret` instructions since it does not assume an initial `esp` value. However, with the help of DSE, constant propagation was able reconstruct a sound CFA. Note, however, that the top edge free version of
the generated graph did not include the edge from the resolved top to its successor and thus could not achieve 100% soundness. On the other hand, the top edge free version had a higher precision since the reconstructed CFA had a higher accuracy. Finally, the interval domain did not encounter any tops and thus did not need to use DSE.

```
1 function:
2     ret   ; Return to <exit>
3 _start:
4     mov eax, exit ; Set eax to <exit>
5     push eax  ; Push <exit>
6     jmp function ; Perform the artificial call
7 exit:
8   ...
```

**Figure 4.1:** The relevant instructions of badCall.asm.

The branch binary corresponds to the assembly code presented in section 2.7.3. For this binary, the constant propagation based analyses generated a CFA which was sound but whose top edge free version was unsound since it excluded all edges from top nodes. Furthermore, the constant propagation analysis had the same accuracy, precision and soundness independently of if it took help from DSE even though a top was resolved when DSE was used.

DSE contributed with one extra top edge which, however, did not increase the precision since Jakstab can not know if the new set of edges is an over-approximation of the true edges from the top location and thus still must include one edge from the top location to each other program location. Furthermore, for the strided interval analysis, there were no tops and thus no difference between when DSE was used and not used. Additionally, the precision was fairly high compared to the precision achieved for other binaries. The reason that a CFA with a precision of 100% was not reconstructed was that one edge was falsely identified as being part of the CFA.

The third binary is callRet which is a binary containing a simple function call and return statement. Similarly to the badCall binary, constant propagation could not resolve the ret instruction since it does not assume an initial esp value. Thereafter, the subsequent binary corres-
Table 4.2: Results of the synthetic evaluation for the first ACFR algorithm (Part 2). Analyses which had to be interrupted as they did not finish within 2 hours are marked with $\Delta_T$.

responds to the example illustrating the capabilities of constant propagation in section 2.7.2. For this binary, there were no tops and all modes resulted in the same CFA. Then, the analysis of the $cjmpBitOp$ binary suggests that constant propagation can be more accurate than strided intervals. The relevant instructions of this binary are presented in Figure 4.2 below. The binary contains a $je$ instruction which performs a jump if the two operands of a previous $cmp$ instruction were equal. As the $cmp$ compares two equal values, the $je$ instruction should always result in a jump. However, the first operand, $eax$, was shifted before the comparison. This was problematic for the interval domain which over-approximated the new value of the register while the constant propagation could handle the shifting without over-approximation.
The next binary, \textit{conditionalTop}, did not exhibit any significant differences between the analysis modes. Furthermore, the \textit{doubleCallRet} binary did not show anything particular except that constant propagation needed DSE to handle \textit{ret} instructions as had already been determined. Thereafter, the \textit{espAssignment}, \textit{indMemJump}, \textit{infiniteLoop}, \textit{int}, \textit{kindConditionalTop} and \textit{longRegisterEquals} binaries did not show any variation in the quality of the reconstructed CFAs between the analysis modes. However, during the analysis of \textit{infiniteLoop}, the interval timed out after 2 hours. The reason for this timeout was a loop in the reconstructed CFA which had an unequal number of \textit{call} and \textit{ret} instructions. As a consequence, the strided interval of the \textit{esp} register was decreased by 4 byte for each iteration of the loop. Thus, the analysis could not reach a fixpoint. This limitation of the strided interval domain will be explained in further detail in section \ref{sec:limitations}.

The subsequent binaries; \textit{memCallRet}, \textit{minimalistic}, \textit{nestedCallRet} and \textit{registerEquals}, did not exhibit anything out of the ordinary concerning precision apart from constant propagation’s dependence on DSE. However, the analysis of \textit{minimalistic} timed out at 2 hours in mode \textit{id}. The reason was the same as for the \textit{infiniteLoop} binary presented earlier. Note, however, that the timeout only occurred when the strided interval domain was combined with DSE. From the log files of our experiments, we could determine that the problem was not explicitly caused by DSE. Rather, DSE contributed with an edge that permitted the analysis to continue and incorrectly identify a cycle with an unequal amount of \textit{call} and \textit{ret} instructions at a later point.

For the next two binaries, \textit{sequentialCallRet} and \textit{stackBO}, it can be observed that the strided interval domain based analyses had a higher precision than the constant propagation based analyses both with and without DSE. The former binary corresponds to the third example in

\begin{verbatim}
1 mov eax, 0x7fffffff ; Set eax to 0x7fffffff
2 shr eax, 31       ; Shift eax right by 31 bits
3 cmp eax, 0        ; Compare eax with 0
4 je exit           ; Jump if eax was 0
\end{verbatim}

\textit{Figure 4.2: The relevant instructions of cjmpBitOp.asm.}
CHAPTER 4. RESULTS

<table>
<thead>
<tr>
<th>Binary</th>
<th>Mode</th>
<th>Instructions</th>
<th>( \mathcal{A}_{cD} )</th>
<th>( \mathcal{S}_{cD} )</th>
<th>( \mathcal{P}_{cD} )</th>
<th>( % )</th>
<th>Tops</th>
<th>( \mathcal{A}_{cD} )</th>
<th>( \mathcal{S}_{cD} )</th>
<th>( \mathcal{P}_{cD} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>minimalistic</td>
<td>c</td>
<td>10.51</td>
<td>50.00</td>
<td>20.26</td>
<td>5</td>
<td>1</td>
<td>100</td>
<td>20.00</td>
<td>60.00</td>
<td>63.53</td>
</tr>
<tr>
<td>minimalistic</td>
<td>cD</td>
<td>10.53</td>
<td>100.00</td>
<td>95.26</td>
<td>9</td>
<td>1</td>
<td>49.06</td>
<td>80.00</td>
<td>63.53</td>
<td></td>
</tr>
<tr>
<td>minimalistic</td>
<td>i</td>
<td>19.35</td>
<td>60.00</td>
<td>59.88</td>
<td>1</td>
<td>0</td>
<td>100</td>
<td>50.00</td>
<td>79.00</td>
<td></td>
</tr>
<tr>
<td>minimalistic</td>
<td>iD</td>
<td>13.58</td>
<td>60.00</td>
<td>66.67</td>
<td>1</td>
<td>1</td>
<td>100</td>
<td>29.00</td>
<td>52.50</td>
<td></td>
</tr>
<tr>
<td>sequential, all</td>
<td>c</td>
<td>10.34</td>
<td>42.86</td>
<td>56.60</td>
<td>1</td>
<td>1</td>
<td>100</td>
<td>14.29</td>
<td>59.14</td>
<td></td>
</tr>
<tr>
<td>sequential, all</td>
<td>cD</td>
<td>20.59</td>
<td>100.00</td>
<td>90.29</td>
<td>0</td>
<td>1</td>
<td>83.33</td>
<td>71.43</td>
<td>77.38</td>
<td></td>
</tr>
<tr>
<td>sequential, all</td>
<td>i</td>
<td>26.50</td>
<td>100.00</td>
<td>93.75</td>
<td>0</td>
<td>0</td>
<td>93.75</td>
<td>100.00</td>
<td>93.75</td>
<td></td>
</tr>
<tr>
<td>sequential, all</td>
<td>iD</td>
<td>26.50</td>
<td>100.00</td>
<td>93.75</td>
<td>0</td>
<td>0</td>
<td>93.75</td>
<td>100.00</td>
<td>93.75</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Results of the synthetic evaluation for the second ACFR algorithm which differed from the results obtained with the first version. Analyses which had to be interrupted as they did not finish within 2 hours are marked with \( \Delta T \).

section 3.4 and contains two calls to one function in sequence. For constant propagation with DSE and the first ACFR algorithm, the successors of the \texttt{ret} instruction are only requested once. As such the analysis with the \texttt{cD} mode could not achieve 100% soundness for the generated graph like the strided interval domain.

For the latter binary, \texttt{stackBo}, the constant propagation based analyses had higher soundness than those based on strided intervals. This binary contains a function vulnerable to a stack buffer overflow which can overflow the return pointer, located on the stack, with an arbitrary value. By comparing the soundness of the original version of the generated graph and the top edge free version for the constant propagation based analyses, it can clearly be seen that the top edges contributed significantly to the soundness of the graph.

The reason was that the only top was located at the \texttt{ret} instruction in the vulnerable function and thus this top was actually a true top since the return pointer could be arbitrarily modified. Furthermore, as the buffer overflow violates the assumptions of Jakstab, the interval domain based analyses claimed that no tops were discovered.

The next binary, \texttt{trueTop}, which corresponds to the fourth example in section 3.4, exhibited no differences between the CFAs over the different analysis modes. Finally, the last two binaries, \texttt{twoVars} and \texttt{xyz} (Which corresponds to the first example in section 3.4), exhibited an increase of precision when using DSE for both of the abstract domains. This shows that there are cases which can not be evaluated with any of the two abstract domains but can be handled with DSE.
The results of the analysis of synthetic binaries using the second ACFR algorithm can be observed in Table 4.3. This table only includes the two binaries which had a different precision when executed with the second version compared to the first version of the algorithm. The results of the second ACFR algorithm is similar to the first. In fact, the only time the analyses did not reconstruct the same CFA as the first version was for the sequentialCallRet and minimalistic. As the former binary was the example of why the second algorithm was better than the first, illustrated in section 3.4, this should not appear as a surprise. The second binary was a minimalistic c program compiled statically without stdlib. For this binary, the soundness of the CFA resulting from the cD mode increased from 60% to 100% for the CFA containing top edges.

Furthermore, for the top edge free version of the CFA, the soundness increased from 50% to 80% in this mode. However, due to a large number of false positives, the accuracy decreased by 8.82 and 52.94 percentage points for the top edge including and top edge free version of the CFA respectively. This resulted in the somewhat strange result that the usage of the second ACFR algorithm created a CFA which was more precise when including top edges but less precise when excluding top edges. From the precision uncertainties, it can be seen that the second ACFR algorithm does not guarantee an increase in precision. Rather, it guarantees the soundness to be equal or higher than the soundness resulting from the usage of the first version of the algorithm.

Another somewhat surprising aspect concerning the analysis of this binary is that the constant propagation with DSE identified 35 instructions while only 19 instructions actually existed in the binary. The minimalistic binary was compiled without the c standard library and with the main method set as the entry point of the binary. As such, the binary ended with a ret instruction which should not have any well-defined successors. However, when the over-approximation reached this instruction, it asked DSE for a possible successor which was then provided. The over-approximation then progressed by disassembling instructions at the new location, continuing to ask for successors of any encountered tops. This proceeded until the analysis reached a sequence of bytes which did not correspond to an instruction.
Note that it could possibly be argued that the manually reconstruc-
ted CFA was wrong since it is actually possible to execute the last `ret`
instruction. Furthermore, it could then be argued that the preciseness
of the reconstructed CFA using the cD mode would be higher than the
other modes. However, we chose to limit out definition of the ideal
control flow to instructions with well-defined behaviour.

4.3 Evaluation of GNU Coreutils

Due to a limited amount of computational resources, the evaluation
was limited to the 5 smallest GNU coreutils binaries. The results of the
evaluations using the first ACFR algorithm are presented in Table 4.4.
The results of the evaluation using the second ACFR algorithm did not
differ in accuracy, soundness or precision for any of the binaries and
are thus not presented.

As could have been expected, the constant propagation finished quickly
but was not useful on its own, only managing to identify the first 10
instruction of each binary. However, with the help of DSE, constant
propagation was able to increase the soundness of the reconstructed
CFA. On the other hand, during the extraction of possible paths for
DSE, the analysis had an out of memory exception. This occurred be-
cause of the large amount of possible paths due to loops in the CFA. For
example, for a loop which has to be traversed, there is at least one path
for each iteration of the loop. Moreover, if there are multiple loops,
the number of paths can be significantly larger, as will be explained in
section 4.4.2.

As can be seen in the table, for each binary, analyses based on the
strided interval did not finish within 2 hours. After 2 hours, these
analyses had to be interrupted and the graph available at this point
was used for the calculations of the metrics. It should be noted that the
over-approximation stalled and thus DSE was thus never used. The
reason for not finding a fixpoint could be non-zero sums of call and ret
instructions, as described in section 4.4.1. Additionally, another thing
to note is that the soundness was higher when using strided intervals
as opposed to constant propagation with DSE.
Table 4.4: Evaluation of the 5 smallest GNU coreutils binaries using the first ACFR algorithm. Analyses which had to be interrupted after 2 hours and analyses that terminated because of insufficient memory are marked with $\Delta_T$ and $\Delta_M$ respectively.

<table>
<thead>
<tr>
<th>Binary</th>
<th>Mode</th>
<th>Instructions</th>
<th>$A_{c,D}$</th>
<th>$S_{c,E}$</th>
<th>$P_{c,E}$</th>
<th>uTops</th>
<th>Tops</th>
<th>$A_{c,E}$</th>
<th>$S_{c,E}$</th>
<th>$P_{c,E}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>echo</td>
<td>c</td>
<td>211</td>
<td>0.0011</td>
<td>0.0192</td>
<td>0.0057</td>
<td>1</td>
<td>100.0</td>
<td>0.0139</td>
<td>51.08548</td>
<td>50.10452</td>
</tr>
<tr>
<td>echo $\Delta_T$</td>
<td>c</td>
<td>59</td>
<td>0.0358</td>
<td>0.08103</td>
<td>0.04216</td>
<td>2</td>
<td>3.123</td>
<td>1.86452</td>
<td>48.83598</td>
<td>47.01353</td>
</tr>
<tr>
<td>echo $\Delta_T$</td>
<td>t</td>
<td>1253</td>
<td>0.0359</td>
<td>1.86452</td>
<td>0.94583</td>
<td>3</td>
<td>3.123</td>
<td>1.86452</td>
<td>48.83598</td>
<td>47.01353</td>
</tr>
<tr>
<td>false</td>
<td>c</td>
<td>1346</td>
<td>0.0359</td>
<td>0.01315</td>
<td>0.00763</td>
<td>1</td>
<td>100.0</td>
<td>0.01315</td>
<td>50.00609</td>
<td>50.00609</td>
</tr>
<tr>
<td>false $\Delta_M$</td>
<td>c</td>
<td>59</td>
<td>0.0359</td>
<td>0.08103</td>
<td>0.04216</td>
<td>2</td>
<td>3.123</td>
<td>1.86452</td>
<td>48.83598</td>
<td>47.01353</td>
</tr>
<tr>
<td>false $\Delta_M$</td>
<td>t</td>
<td>1253</td>
<td>0.0359</td>
<td>1.86452</td>
<td>0.94583</td>
<td>3</td>
<td>3.123</td>
<td>1.86452</td>
<td>48.83598</td>
<td>47.01353</td>
</tr>
<tr>
<td>make-prime-list</td>
<td>c</td>
<td>1346</td>
<td>0.0359</td>
<td>0.01315</td>
<td>0.00763</td>
<td>1</td>
<td>100.0</td>
<td>0.01315</td>
<td>50.00609</td>
<td>50.00609</td>
</tr>
<tr>
<td>make-prime-list $\Delta_T$</td>
<td>t</td>
<td>1253</td>
<td>0.0359</td>
<td>1.86452</td>
<td>0.94583</td>
<td>3</td>
<td>3.123</td>
<td>1.86452</td>
<td>48.83598</td>
<td>47.01353</td>
</tr>
<tr>
<td>printf</td>
<td>c</td>
<td>10</td>
<td>0.0359</td>
<td>0.01315</td>
<td>0.00763</td>
<td>1</td>
<td>100.0</td>
<td>0.01315</td>
<td>50.00609</td>
<td>50.00609</td>
</tr>
<tr>
<td>printf $\Delta_T$</td>
<td>c</td>
<td>1253</td>
<td>0.0359</td>
<td>1.86452</td>
<td>0.94583</td>
<td>3</td>
<td>3.123</td>
<td>1.86452</td>
<td>48.83598</td>
<td>47.01353</td>
</tr>
<tr>
<td>printf $\Delta_T$</td>
<td>t</td>
<td>1253</td>
<td>0.0359</td>
<td>1.86452</td>
<td>0.94583</td>
<td>3</td>
<td>3.123</td>
<td>1.86452</td>
<td>48.83598</td>
<td>47.01353</td>
</tr>
<tr>
<td>true</td>
<td>c</td>
<td>10</td>
<td>0.0359</td>
<td>0.01315</td>
<td>0.00763</td>
<td>1</td>
<td>100.0</td>
<td>0.01315</td>
<td>50.00609</td>
<td>50.00609</td>
</tr>
<tr>
<td>true $\Delta_T$</td>
<td>c</td>
<td>1253</td>
<td>0.0359</td>
<td>1.86452</td>
<td>0.94583</td>
<td>3</td>
<td>3.123</td>
<td>1.86452</td>
<td>48.83598</td>
<td>47.01353</td>
</tr>
<tr>
<td>true $\Delta_T$</td>
<td>t</td>
<td>1253</td>
<td>0.0359</td>
<td>1.86452</td>
<td>0.94583</td>
<td>3</td>
<td>3.123</td>
<td>1.86452</td>
<td>48.83598</td>
<td>47.01353</td>
</tr>
</tbody>
</table>

The analysis sometimes resulted in a different CFA when executing the strided interval domain with and without DSE. Since DSE was not used in $iD$ mode, we believe that this could be a result of nondeterministic behaviour in Jakstab. For example, the worklist of the CPA algorithm was implemented with a set, which is a data structure that does not guarantee any particular order of its stored elements. As such, elements might have been retrieved from the worklist in a different order, leading to a different sequence of widenings and thus potentially more or less widenings being performed. As such, the analysis could require a different amount of time when executed multiple times in the same environment.

As a final note, the reader is invited to notice that, for all binaries, the top edge free version of the CFA of the constant propagation analysis had a higher precision than the strided interval based analyses. The reason is that pure constant propagation results in very few edges which leads to having less false positives and thus to a very high accuracy. Hence, only looking at the precision metric to determine if a CFA is useful or not can be misleading. Rather, it is preferable to consider both the accuracy and the soundness when making this decision.
4.4 Conclusions

In this section we elaborate on our conclusions concerning the reasons for the timeout when using the strided interval domain and why the out of memory exceptions was a result of the large amount of paths in a CFA with loops. In the first subsection, the limitations our modifications to the widening operator imposed on the strided interval domain are described. Furthermore, an example binary which can not be analyzed within a reasonable amount of time using the strided interval based analyses, is explained. In the second subsection, an intuition to why CFAs with loops enable a large number of possible paths to the unresolved locations, is provided.

4.4.1 Limitations of Strided Intervals

The problems concerning the termination of the strided interval based analyses was due to the widening operator only widening as much as necessary and the over-approximation resulting in infeasible cycles in the CFA. More specifically, the infeasible cycles contained a different amount of call and ret instructions. As such, a strided interval representing the stack pointer at a location in one of these cycles would not reach a fixpoint. This was the reason why the analysis of the infinite-Loop and minimalistic binaries never finished.

To understand how these loops occur, consider the simplified version of the minimalistic binary presented in figure 4.3. This binary contains two functions: a and b. Initially, the analysis can determine that there are two edges from the location corresponding to line 9. The first edge goes from line 9 to line 6 and the second from line 9 to line 12. For a CFA where nodes are only locations, as in this work, control flow can propagate through the edges independently of earlier instructions. In other words, the analysis is path insensitive.

To find the two edges and trigger the illustrated problem for this binary in practice, the strided interval analysis has to be executed with DSE. Otherwise, the location corresponding to line 9 is marked as a top location.
SECTION .text
global _start

_start:
call a ; Push next IP and go to line 9
call b ; Push next IP and go to line 11
jmp exit ; Jump to exit

a:
    ret ; Return to line 7 or 12

b:
call a ; Push next IP and go to line 9
    ret ; Return to line 7

exit:
    mov ebx, 0 ; Set exit code to 0
    mov eax, 1 ; Set eax to sys_exit
    int 0x80 ; Syscall

Figure 4.3: A minimalistic example containing a loop which is problematic for the strided interval analysis.

<table>
<thead>
<tr>
<th>Line</th>
<th>Instruction</th>
<th>Strided Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>call a</td>
<td>0[x,x]</td>
</tr>
<tr>
<td>9</td>
<td>ret</td>
<td>0[x-4,x-4]</td>
</tr>
<tr>
<td>6</td>
<td>call b</td>
<td>0[x,x]</td>
</tr>
<tr>
<td>11</td>
<td>call a</td>
<td>0[x-4,x-4]</td>
</tr>
<tr>
<td>9</td>
<td>ret</td>
<td>4[x-8,x-4]</td>
</tr>
<tr>
<td>6</td>
<td>call b</td>
<td>4[x-4,x]</td>
</tr>
<tr>
<td>11</td>
<td>call a</td>
<td>4[x-8,x-4]</td>
</tr>
<tr>
<td>9</td>
<td>ret</td>
<td>4[x-12,x-4]</td>
</tr>
<tr>
<td>6</td>
<td>call b</td>
<td>4[x-8,x]</td>
</tr>
<tr>
<td>11</td>
<td>call a</td>
<td>4[x-12,x-4]</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.4: The changes of the strided interval for the value of the esp register when the problematic loop is analysed. The value x is the initial value of the esp register.
The analysis can falsely identify a path which is not possible in practice. This path is the sequence of program locations corresponding to the path through lines 5, 9, 6, 11, 9, 6 and so on. This example thus contains a loop in the CFA that is not possible in practice but enabled by the path insensitivity of the analyses. In a concrete execution, control flow can only be propagated through the edge between line 9 and 6 if the last call instruction was the call instruction at line 5.

To see why this path creates a problem, an execution trace of the program will be explained. Let $x$ be the initial stack value, then the strided interval of the esp register for the first nine instructions can be observed in figure 4.4. Note that the strided intervals represent the possible values of the esp register before executing the instruction at the line number. Furthermore, bear in mind that the studied loop poses a problem to the strided interval analysis since it contains a different amount of call and ret instructions.

Initially, the strided interval for the esp register is $0[x, x]$ as the initial value is $x$. Then, the call instruction at line 5 pushes the 32-bit return address to the stack. Hence, the esp register is decremented by 4 byte. Then, the first instruction of the loop is executed at line 9. As this is a ret instruction, the stack is popped for the return address and the esp register is increased by 4 byte, changing the strided interval back to $0[x, x]$. Subsequently, the call instruction at line 6 is executed, decrements the interval by 4 byte.

Thereafter, the last instruction of the loop is executed. This instruction, located at line 11, is a call instruction and thus decrements the strided interval by 4 byte. Then, the ret instruction at line 9 is reached once again. Note, however, that this time, the strided interval will be different than the last time the instruction at line 9 was executed. The merge operator in the ACFR algorithm returns the strided interval $4[x - 8, x - 4]$ as the over-approximation of possible values of the esp register at this location is the merge of all reached states at the location. Since the merge of all reached states changed with this new state, the new state is determined to contribute with new information and the analysis continues with this state. The same happens for the next two instructions at line 6 and 11.
The \textit{ret} instruction at line 9 is now reached for a third time. The two previous strided intervals for the \textit{esp} register at this location are merged to obtain the strided interval $4[x - 12, x - 4]$. Again, the ACFR algorithm checks if the new interval $4[x - 12, x - 4]$ contains new information by checking if it differs from the strided interval obtained by merging all reached states at this location. Since $4[x - 12, x - 4] \neq 4[x - 8, x - 4]$ the analysis continues.

This pattern repeats itself over and over again until the smallest possible 32-bit integer is reached. As such, the analysis might continue for an unreasonable amount of time. Especially if the loops are large. Additionally, the singleton representation of the \textit{esp} value at all locations in the loop is lost. As such, further locations which can only be reached through these locations will not be able to resolve \textit{ret} instructions.

### 4.4.2 Number of Possible Paths in a CFA

In section 4.3 we saw that the constant propagation experienced an out of memory error. This happened during the path extraction from the CFA. The reason was the large amount of possible paths a CFA with multiple loops enables.

![Figure 4.5: Two CFAs with two loops each but structured differently. Circles represent one location corresponding to a single instruction while squares represent subgraphs whose locations correspond to fall-through instructions.](image)

Figure 4.5 illustrates a CFA which contains two loops in serie and a CFA which contains two nested loops. The circles represent locations of single instructions while squares represent subgraphs only containing locations of fall-through instructions. In Figure 4.5a, the first loop is between $A$ and $B$ while the second loop is between $T$ and $C$ where
the $T$ node represents a top location. Let the length of the two loops, including the edges between the nodes in the illustration, be $L_{\text{loop}}$. Additionally, let the maximum allowed length of the paths be denoted by $L_{\text{lim}}$.

If no loops are used, there is only one path along the edge from $A$ to $T$. Otherwise, if only the loop between $A$ and $B$ is used, the number of possible paths is approximately $L_{\text{lim}}/L_{\text{loop}}$ since each iteration of the loop results in a new path. Since $L_{\text{loop}}$ is a constant, it is possible to see that the number of paths is linear in $L_{\text{lim}}$ for a CFA with only one loop. Furthermore, if both loops are allowed, for each number of iterations in the $AB$ loop $I_{AB}$, there are $I_{TC}(I_{AB}) = (L_{\text{lim}} - I_{AB} \cdot L_{\text{loop}} - 1)/L_{\text{loop}}$ iterations in the $TC$ loop. Thus, the total number of paths using both loops is:

$$
\sum_{i=0}^{L_{\text{lim}}/L_{\text{loop}}} I_{TC}(i) = \sum_{i=0}^{L_{\text{lim}}/L_{\text{loop}}} \left(\frac{L_{\text{lim}} - i \cdot L_{\text{loop}} - 1}{L_{\text{loop}}}\right)
$$

Since $L_{\text{loop}}$ is a constant, the order of magnitude is proportional to:

$$
\sum_{i=0}^{L_{\text{lim}}} L_{\text{lim}} - C
$$

where $C$ is a constant.

Since this scales proportionally to $L_{\text{lim}}^2$, the number of paths in a CFA, where two loops are in series, is quadratic in the maximum length of the paths $L_{\text{lim}}$.

With the same reasoning, it can be seen that the the amount of paths scale similarly, albeit with one important difference, for nested loops. Consider the CFA in Figure 4.5b. In this CFA, there are two nested loops. Similarly to the CFA with the loops in series, without using any loops, there is only one path between $A$ and $T$. Furthermore, if only the first loop is used, there are around $L_{\text{lim}}/L_{\text{loop}}$ possible paths since there is one possible path for each iteration of the loop. Moreover, if both loops are used and $I_{AB}$ denotes the number of iterations in the first loop, the number of possible iterations in the second loop is $I_{BC} = (L_{\text{lim}} - I_{AB} \cdot L_{\text{loop}} - 1)/L_{\text{loop}}$.

In the first CFA, the number of iterations in the first loop was already determined when the second loop was reached. For the second CFA, however, this is not necessarily the case. For example, a path might iterate 1 time in the $AB$ loop, 2 times in the $BC$ loop followed by another iteration in the $AB$ loop. Hence, the number of paths is not
only dependent on the number of iterations in the loops but also on the permutations of these. As such, for CFAs with nested loops, the number of paths scales exponentially in $L_{\text{lim}}$. For CFAs corresponding to larger programs, the structure can be more complicated and thus these CFAs can have a much larger amount of permutations between loop iterations. Consequently, they are likely to have a large amount of paths.
For example, consider the small program presented in Figure 4.6. This program contains a function `print` which outputs a string to stdout. The `print` function is called three times from three different locations. As such, the `ret` instruction at line 25 has three successors. These successors are line 12, 15 and 18. However, since each node in the CFA only corresponds to a location, it is possible to identify paths which enter through a specific `call` instruction but exits through an edge from the location of the `ret` instruction which is not possible if that specific `call` instruction was the last executed `call` instruction. For example, a path in the CFA could use the `call` instruction at line 14 to enter the `print` function and then use the edge from line 25 to line 12 to arrive back at line 12. While this path is not possible in practice, it is possible in the CFA since states at the same locations are merged.

To illustrate how this creates a large number of paths, consider Figure 4.7 which is a simplification of the CFA for the program in Figure 4.6. This simplified CFA represents locations for groups of fall through instructions by a square for ease of illustration. The `start0` corresponds to line 9 to 11, `start1` corresponds to line 12 to 14, `start2` corresponds to line 15 to 17 and `start3` corresponds to line 18. Furthermore, `print` and `quit` represent line 20 to 25 and line 27 to 29 respectively. Finally, assume that the unresolved location is the location of the `ret` instruction of the `print` function.

As can be seen in the CFA, it is possible for a path to loop multiple times in either of the two loops. In fact, the paths may even constitute a mixture of the two loops in any particular order and with any number of iterations as long as the length of the path is lower than the limit on the amount of instructions. Executing a DFS limited to a depth of 100 instructions on this CFA, with the `ret` instruction marked as an unresolved location, yields 2047 unique paths. Furthermore, increasing the depth by 10 and 20 instructions increases the number of unique paths to 4095 and 8191 respectively.

Moreover, by studying the graphs generated by angr for the five smallest GNU coreutils binaries, it is possible to see that the number of instructions in these types of binaries are in the tens of thousands. As such, our earlier experiments would probably require a larger depth than 500 instructions for our approach to perform better than the state
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Figure 4.7: A simplified illustration of the CFA for the small program with a large amount of possible paths.

of the art. However, as can be observed in the example above, the number of unique paths to an unresolved location can grow rapidly with the length limit of the paths even for small examples. As such, our approach is not pragmatic unless it is possible to perform an efficient path extraction and storage.
Chapter 5

Discussion and Future Work

In this section we summarize what has been performed in the thesis as well as what conclusions could be drawn. Additionally, we discuss how our approach can be modified for other under-approximation techniques. Thereafter, we describe possible future work to our contribution. Among other things, we suggest using white-box fuzzing for under-approximation as well as evaluating other abstract domains than the constant propagation and strided interval domain.

5.1 Discussion

In this thesis, we addressed the problem of control flow reconstruction in the presence of indirect jumps. Initially, the differences between various types of instructions were explained. We then described the difference between a BBG and a CFA as well as why a CFA can be extended to be more expressive than a BBG, hence motivating our design choice of reconstructing a CFA rather than a BBG. Subsequently, the various static and dynamic analysis techniques were described and we motivated why DSE could be an interesting under-approximation candidate. Then, we introduced data flow analysis and the Jakstab tool that was applied to over-approximate control flow using abstract interpretation. Thereafter, we discussed advantages and disadvantages of adopting strided intervals as the abstract domain rather than constant propagation. Subsequently, the CPA, CPA+ and Jakstab algorithms were explained and we introduced our own modifications to the Jakstab algorithm to enable the inclusion of additional control flow edges stemming from DSE.
The modifications we performed to the Jakstab algorithm enabled the usage of under-approximation with DSE to improve the soundness of the reconstructed control flow automaton. In fact, the two versions of the ACFR algorithm that we introduced in section 3.2 abstract from the under-approximation in a modular form. As such, it is possible to integrate another under-approximation technique into the alternating algorithms simply by modifying the semantics of the DSE function at line 31 and line 33 in the pseudocodes presented in Figure 3.3 and 3.4 respectively.

After explaining the required modifications to the Jakstab algorithm, we provided and explained pseudocodes for ensuring that the symbolic execution would follow a set of provided paths and extract the successors of a set of target program locations. Then, we presented a small set of handcrafted examples that were used to illustrate the differences between the two versions of our algorithm as well as the advantages of using DSE for under-approximation of control flow. Thereafter, our abstract interpretation and DSE based alternating approach was implemented \(^1\) and evaluated using a set of metrics derived from earlier work in the field.

Throughout the thesis, we presented a set of synthetic binaries. These binaries were used for an initial evaluation of the tool. The results of the experiments with the synthetic binaries suggested that our algorithm can be advantageous for multiple challenging binaries. Furthermore, we then proceeded to evaluate our alternating approach on the five smallest binaries of the GNU coreutils.

The results of the GNU coreutils evaluations showed no difference between the two version of our algorithm. Moreover, they suggested that the strided interval analysis suffered in performance when encountering particularly challenging loops and that the requirement of extracting all possible paths from the program entry to a set of targets was not feasible in practice. Additionally, for constant propagation, it showed that the soundness could be increased by applying constant propagation with DSE rather than pure constant propagation. Finally, we explained the challenging type of loops that could thwart

\(^1\) https://github.com/tpetersonkth/AlternatingControlFlowReconstruction
the strided interval based analyses and described why a large amount of possible paths was the reason for the high memory requirements of our algorithm.

From our results, a first conclusion was that our modifications to the widening operator resulted in strided interval analyses which could not reach a fixpoint within a reasonable amount of time when the subject program contained loops with a different amount of \textit{call} and \textit{ret} instructions. This suggested that strided intervals are not suitable for over-approximations of CFAs unless they use an overly conservative widening operator.

A second conclusion we drew was that alternating approaches which are dependent on extractions of paths are very limited since the amount of possible paths in the CFA can be very large. In fact, this conclusion implies that any approach which requires path extraction in a CFA will be very limited as the number of paths can scale exponentially in the maximum path length. Hence, future work should probably be focused on approaches which do not require paths towards unresolved locations. A possibility to avoid the path explosion problem could be to only study a program slice. This would require to manually identify the path conditions for the entry of the program slice. Then, a path extraction algorithm could be initialized with the path conditions and the search for paths could be limited to only the program slice.

\section*{5.2 Future Work}

As the strided interval based analyses struggled with loops with a different amount of \textit{call} and \textit{ret} instructions, it could be interesting to detect and exclude those. This would require the execution of an algorithm for detection of cycles in a graph such as Tarjan’s or Kosaraju’s algorithm \cite{Tarjan, Kosaraju}. Once a cycle is found, it could trivially be determined if it should be excluded by counting its \textit{call} and \textit{ret} instructions. This would, however, add the assumption that the binary does not contain any loops with a different amount of \textit{call} and \textit{ret} instructions since they have to be assumed to be a product of the over-approximation. This kind of assumption would exclude malware and other types of malicious binaries as viable target binaries.
Another approach could be to identify these loops and force the widening operator to over-approximate the possible \( esp \) values to \( \top \). This would enable the analysis to continue without getting stuck infinitely. However, this would require some heuristic to determine at which instruction the widening operator should be over-approximated to \( \top \). For example, a loop might contain a different number of \textit{call} and \textit{ret} instructions but there might exist a path that uses only a small portion of the loop and continues the execution with some other instructions.

Thus, at the execution of each instruction, it would be required to know if an instruction in a problematic loop is being revisited. However, to determine if this is the case, it would be required to know previously executed instructions leading to the current one. As this does not scale well in terms of memory usage, some heuristic would be required that can determine if the instruction in a problematic loop is revisited with less saved information than all previously executed instructions. For example, a CFA node could consists of program location and a call-stack which only contains a fixed number of entries.

An additional problem that was encountered was the large memory requirement as a result of unrolling the loops in the CFA into a large amount of length limited paths. To limit this memory usage, one alternative could be to determine how many iterations are possible for each loop and only extract the paths with that particular number of iterations. This could possibly be conducted by identifying loop variants and bounding these. However, this is an undecidable problem in general since its solution would mean a solution to the halting problem. As such, loops which can not be determined to have a fixed number of possible iterations would require unrolling. Nevertheless, it could be interesting to investigate to what extent this method could decrease the memory requirements of our approach as it could still decrease memory usage even if it could not determine the number of possible iterations for all loops.

Another alternative could be to find a more efficient storage method than to simply store all paths shorter than a fixed length as done in this thesis. For example, it could be interesting to utilize a cycle detection algorithm to detect the cycles to avoid multiple entries for paths which
only different in the number of loop iterations performed. Thus, the loop would only have to be stored once together with some meta data marking the sequence of instructions as a loop. This would require further modifications to the pseudocodes presented in section 3.3 but would decrease the storage requirements of the paths.

In addition to studying how to avoid the storage of a large amount of paths, it could also be interesting to study different abstract domains for the over-approximation. When the ACFR algorithms were developed, it was ensured that they would not disable the usage of abstract domains which require precision elements and precision refinement. As such, it could be interesting to evaluate our alternating approach using some of the other abstract domains that were originally developed for Jakstab. Furthermore, Jakstab also includes the possibility to combine multiple abstract domains into a combined abstract domain. As such, it might also be of interest to study which groups of abstract domains perform best with DSE.

Moreover, it could also be of value to study other under-approximation approaches than DSE in the context of our alternating algorithms. As briefly discussed in the previous section, this should not be more complicated than to modify the semantics of the DSE function. For example, the DSE function could instead utilize the provided paths and targets for performing white box fuzz testing [37] to acquire successor locations of the target locations. It could then be interesting to evaluate if the white-box fuzzing can determine more successors than DSE.
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Appendix A

Benchmarking

This appendix contains tables presenting the execution times for all the experiments which were presented in the Results chapter. Each table consists of seven columns. The first column is the name of the binary and also contains a $\Delta_T$ if the analysis had to be interrupted after 2 hours or a $\Delta_M$ if the analysis experienced an out of memory error. The second column represents the analysis mode. A c denotes constant propagation while an i represents strided interval analysis. Furthermore, a cD and iD denotes constant propagation with DSE and strided interval analysis with DSE respectively. Finally, the last four columns show the time spent executing the over-approximation, DFS, DSE and time spent executing everything outside of these three components, in milliseconds.
<table>
<thead>
<tr>
<th>Binary</th>
<th>Mode</th>
<th>Instructions</th>
<th>$T_{\text{finish}}$</th>
<th>$T_{\text{exc}}$</th>
<th>$T_{\text{exc}}$</th>
<th>$T_{\text{exc}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>badCall</td>
<td>c</td>
<td>4</td>
<td>295</td>
<td>0</td>
<td>0</td>
<td>113</td>
</tr>
<tr>
<td>badCall</td>
<td>cD</td>
<td>7</td>
<td>294</td>
<td>0</td>
<td>680</td>
<td>196</td>
</tr>
<tr>
<td>badCall</td>
<td>i</td>
<td>7</td>
<td>296</td>
<td>0</td>
<td>0</td>
<td>145</td>
</tr>
<tr>
<td>branch</td>
<td>c</td>
<td>17</td>
<td>296</td>
<td>0</td>
<td>0</td>
<td>246</td>
</tr>
<tr>
<td>branch</td>
<td>cD</td>
<td>17</td>
<td>323</td>
<td>0</td>
<td>0</td>
<td>123</td>
</tr>
<tr>
<td>branch</td>
<td>i</td>
<td>17</td>
<td>441</td>
<td>0</td>
<td>0</td>
<td>119</td>
</tr>
<tr>
<td>branch</td>
<td>iD</td>
<td>17</td>
<td>474</td>
<td>0</td>
<td>0</td>
<td>210</td>
</tr>
<tr>
<td>callRet</td>
<td>c</td>
<td>2</td>
<td>266</td>
<td>0</td>
<td>0</td>
<td>136</td>
</tr>
<tr>
<td>callRet</td>
<td>cD</td>
<td>6</td>
<td>267</td>
<td>3</td>
<td>657</td>
<td>208</td>
</tr>
<tr>
<td>callRet</td>
<td>i</td>
<td>6</td>
<td>294</td>
<td>0</td>
<td>0</td>
<td>148</td>
</tr>
<tr>
<td>callRet</td>
<td>iD</td>
<td>6</td>
<td>285</td>
<td>0</td>
<td>0</td>
<td>213</td>
</tr>
<tr>
<td>jmp</td>
<td>c</td>
<td>11</td>
<td>291</td>
<td>0</td>
<td>0</td>
<td>127</td>
</tr>
<tr>
<td>jmp</td>
<td>cD</td>
<td>11</td>
<td>290</td>
<td>0</td>
<td>0</td>
<td>203</td>
</tr>
<tr>
<td>jmp</td>
<td>i</td>
<td>11</td>
<td>279</td>
<td>0</td>
<td>0</td>
<td>175</td>
</tr>
<tr>
<td>jmp</td>
<td>iD</td>
<td>11</td>
<td>269</td>
<td>0</td>
<td>0</td>
<td>252</td>
</tr>
<tr>
<td>jmpWithOp</td>
<td>c</td>
<td>7</td>
<td>277</td>
<td>0</td>
<td>0</td>
<td>122</td>
</tr>
<tr>
<td>jmpWithOp</td>
<td>cD</td>
<td>7</td>
<td>278</td>
<td>0</td>
<td>0</td>
<td>174</td>
</tr>
<tr>
<td>jmpWithOp</td>
<td>i</td>
<td>8</td>
<td>267</td>
<td>0</td>
<td>0</td>
<td>174</td>
</tr>
<tr>
<td>jmpWithOp</td>
<td>iD</td>
<td>8</td>
<td>252</td>
<td>0</td>
<td>0</td>
<td>244</td>
</tr>
<tr>
<td>conditionalTop</td>
<td>c</td>
<td>11</td>
<td>305</td>
<td>0</td>
<td>0</td>
<td>129</td>
</tr>
<tr>
<td>conditionalTop</td>
<td>i</td>
<td>11</td>
<td>312</td>
<td>0</td>
<td>0</td>
<td>136</td>
</tr>
<tr>
<td>conditionalTop</td>
<td>cD</td>
<td>11</td>
<td>297</td>
<td>1</td>
<td>186</td>
<td>241</td>
</tr>
<tr>
<td>doubleCallRet</td>
<td>c</td>
<td>17</td>
<td>304</td>
<td>0</td>
<td>0</td>
<td>149</td>
</tr>
<tr>
<td>doubleCallRet</td>
<td>cD</td>
<td>22</td>
<td>301</td>
<td>0</td>
<td>794</td>
<td>223</td>
</tr>
<tr>
<td>doubleCallRet</td>
<td>i</td>
<td>22</td>
<td>287</td>
<td>0</td>
<td>0</td>
<td>166</td>
</tr>
<tr>
<td>doubleCallRet</td>
<td>iD</td>
<td>22</td>
<td>288</td>
<td>0</td>
<td>0</td>
<td>239</td>
</tr>
<tr>
<td>espAssignment</td>
<td>c</td>
<td>9</td>
<td>324</td>
<td>0</td>
<td>0</td>
<td>124</td>
</tr>
<tr>
<td>espAssignment</td>
<td>cD</td>
<td>9</td>
<td>297</td>
<td>4</td>
<td>528</td>
<td>343</td>
</tr>
<tr>
<td>espAssignment</td>
<td>i</td>
<td>9</td>
<td>326</td>
<td>0</td>
<td>0</td>
<td>129</td>
</tr>
<tr>
<td>espAssignment</td>
<td>iD</td>
<td>9</td>
<td>313</td>
<td>13</td>
<td>568</td>
<td>361</td>
</tr>
<tr>
<td>indMemJmp</td>
<td>c</td>
<td>6</td>
<td>269</td>
<td>0</td>
<td>0</td>
<td>123</td>
</tr>
<tr>
<td>indMemJmp</td>
<td>cD</td>
<td>6</td>
<td>281</td>
<td>0</td>
<td>0</td>
<td>196</td>
</tr>
<tr>
<td>indMemJmp</td>
<td>i</td>
<td>6</td>
<td>255</td>
<td>0</td>
<td>0</td>
<td>178</td>
</tr>
<tr>
<td>indMemJmp</td>
<td>iD</td>
<td>6</td>
<td>249</td>
<td>0</td>
<td>0</td>
<td>220</td>
</tr>
<tr>
<td>infiniteLoop</td>
<td>c</td>
<td>10</td>
<td>310</td>
<td>0</td>
<td>0</td>
<td>127</td>
</tr>
<tr>
<td>infiniteLoop</td>
<td>cD</td>
<td>10</td>
<td>297</td>
<td>0</td>
<td>0</td>
<td>205</td>
</tr>
<tr>
<td>infiniteLoop</td>
<td>iD</td>
<td>10</td>
<td>7143985</td>
<td>0</td>
<td>0</td>
<td>63</td>
</tr>
<tr>
<td>infiniteLoop</td>
<td>i</td>
<td>10</td>
<td>7143985</td>
<td>0</td>
<td>0</td>
<td>105</td>
</tr>
<tr>
<td>int</td>
<td>c</td>
<td>9</td>
<td>265</td>
<td>0</td>
<td>0</td>
<td>138</td>
</tr>
<tr>
<td>int</td>
<td>cD</td>
<td>9</td>
<td>265</td>
<td>0</td>
<td>0</td>
<td>190</td>
</tr>
<tr>
<td>int</td>
<td>i</td>
<td>9</td>
<td>265</td>
<td>0</td>
<td>0</td>
<td>141</td>
</tr>
<tr>
<td>int</td>
<td>iD</td>
<td>9</td>
<td>265</td>
<td>0</td>
<td>0</td>
<td>216</td>
</tr>
<tr>
<td>kindcD,conditionalTop</td>
<td>c</td>
<td>8</td>
<td>285</td>
<td>0</td>
<td>0</td>
<td>120</td>
</tr>
<tr>
<td>kindcD,conditionalTop</td>
<td>cD</td>
<td>8</td>
<td>282</td>
<td>0</td>
<td>659</td>
<td>190</td>
</tr>
<tr>
<td>kindcD,conditionalTop</td>
<td>i</td>
<td>8</td>
<td>306</td>
<td>0</td>
<td>0</td>
<td>118</td>
</tr>
<tr>
<td>kindcD,conditionalTop</td>
<td>iD</td>
<td>8</td>
<td>250</td>
<td>1</td>
<td>664</td>
<td>254</td>
</tr>
</tbody>
</table>

Table A.1: Execution times for the synthetic evaluation with the first ACFR algorithm (Part 1). Analyses which had to be interrupted as they did not finish within 2 hours are marked with $\Delta_T$. 

The table lists the execution times for different binary instructions and their modes, along with the times for different analyses that were performed. The times are given in milliseconds ($T_{\text{finish}}$), excitation times ($T_{\text{exc}}$), and other times ($T_{\text{exc}}$). The analyses that were interrupted are marked with $\Delta_T$. 

The table shows a variety of binary instructions, including calls, branches, and comparisons, along with their respective modes (c for call, i for invocation, cD for call with dynamic analysis, iD for invocation with dynamic analysis). The times for each analysis are given in columns, with values for different instructions and modes.
<table>
<thead>
<tr>
<th>Binary</th>
<th>Mode</th>
<th>Instructions</th>
<th>$\bar{T}_{\text{break}}$</th>
<th>$T_{\text{CI}}$</th>
<th>$T_{\text{Total}}$</th>
<th>$T_{\text{Bulk}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>longRegisterEq</td>
<td>c</td>
<td>14</td>
<td>315</td>
<td>0</td>
<td>0</td>
<td>119</td>
</tr>
<tr>
<td>longRegisterEq</td>
<td>D</td>
<td>14</td>
<td>304</td>
<td>0</td>
<td>0</td>
<td>139</td>
</tr>
<tr>
<td>longRegisterEq</td>
<td>t</td>
<td>14</td>
<td>319</td>
<td>0</td>
<td>0</td>
<td>142</td>
</tr>
<tr>
<td>memCallRet</td>
<td>c</td>
<td>8</td>
<td>285</td>
<td>1</td>
<td>369</td>
<td>196</td>
</tr>
<tr>
<td>memCallRet</td>
<td>D</td>
<td>8</td>
<td>285</td>
<td>0</td>
<td>0</td>
<td>204</td>
</tr>
<tr>
<td>memCallRet</td>
<td>t</td>
<td>8</td>
<td>281</td>
<td>0</td>
<td>0</td>
<td>141</td>
</tr>
<tr>
<td>minimalistic</td>
<td>c</td>
<td>5</td>
<td>256</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>minimalistic</td>
<td>D</td>
<td>11</td>
<td>280</td>
<td>0</td>
<td>0</td>
<td>215</td>
</tr>
<tr>
<td>minimalistic</td>
<td>t</td>
<td>11</td>
<td>280</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>minimalistic $\Delta_T$</td>
<td>D</td>
<td>15</td>
<td>7148928</td>
<td>9</td>
<td>626</td>
<td>291</td>
</tr>
<tr>
<td>minimalistic</td>
<td>D</td>
<td>8</td>
<td>261</td>
<td>3</td>
<td>761</td>
<td>230</td>
</tr>
<tr>
<td>memCallRet</td>
<td>c</td>
<td>8</td>
<td>270</td>
<td>1</td>
<td>1160</td>
<td>199</td>
</tr>
<tr>
<td>memCallRet</td>
<td>D</td>
<td>8</td>
<td>280</td>
<td>0</td>
<td>0</td>
<td>134</td>
</tr>
<tr>
<td>memCallRet</td>
<td>t</td>
<td>8</td>
<td>280</td>
<td>0</td>
<td>0</td>
<td>134</td>
</tr>
<tr>
<td>registerEq</td>
<td>c</td>
<td>8</td>
<td>285</td>
<td>0</td>
<td>0</td>
<td>142</td>
</tr>
<tr>
<td>registerEq</td>
<td>D</td>
<td>8</td>
<td>285</td>
<td>0</td>
<td>0</td>
<td>142</td>
</tr>
<tr>
<td>registerEq</td>
<td>t</td>
<td>8</td>
<td>289</td>
<td>0</td>
<td>0</td>
<td>142</td>
</tr>
<tr>
<td>registerEq</td>
<td>D</td>
<td>8</td>
<td>281</td>
<td>3</td>
<td>761</td>
<td>230</td>
</tr>
<tr>
<td>registerEq</td>
<td>t</td>
<td>8</td>
<td>281</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>sequentialCallRet</td>
<td>c</td>
<td>7</td>
<td>273</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>sequentialCallRet</td>
<td>D</td>
<td>7</td>
<td>273</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>sequentialCallRet</td>
<td>t</td>
<td>7</td>
<td>273</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>sequentialCallRet</td>
<td>D</td>
<td>7</td>
<td>273</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>sequentialCallRet</td>
<td>t</td>
<td>7</td>
<td>273</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>stackBO</td>
<td>c</td>
<td>15</td>
<td>303</td>
<td>0</td>
<td>0</td>
<td>138</td>
</tr>
<tr>
<td>stackBO</td>
<td>D</td>
<td>13</td>
<td>291</td>
<td>0</td>
<td>0</td>
<td>138</td>
</tr>
<tr>
<td>stackBO</td>
<td>t</td>
<td>13</td>
<td>291</td>
<td>0</td>
<td>0</td>
<td>138</td>
</tr>
<tr>
<td>trueTop</td>
<td>c</td>
<td>7</td>
<td>291</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>trueTop</td>
<td>D</td>
<td>7</td>
<td>273</td>
<td>1</td>
<td>1055</td>
<td>201</td>
</tr>
<tr>
<td>trueTop</td>
<td>t</td>
<td>7</td>
<td>273</td>
<td>1</td>
<td>1055</td>
<td>201</td>
</tr>
<tr>
<td>trueTop</td>
<td>D</td>
<td>7</td>
<td>273</td>
<td>1</td>
<td>1055</td>
<td>201</td>
</tr>
<tr>
<td>trueTop</td>
<td>t</td>
<td>7</td>
<td>273</td>
<td>1</td>
<td>1055</td>
<td>201</td>
</tr>
<tr>
<td>twoVars</td>
<td>c</td>
<td>7</td>
<td>305</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>twoVars</td>
<td>D</td>
<td>7</td>
<td>255</td>
<td>0</td>
<td>0</td>
<td>130</td>
</tr>
<tr>
<td>twoVars</td>
<td>t</td>
<td>7</td>
<td>305</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>twoVars</td>
<td>D</td>
<td>7</td>
<td>255</td>
<td>0</td>
<td>0</td>
<td>130</td>
</tr>
<tr>
<td>twoVars</td>
<td>t</td>
<td>7</td>
<td>305</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>xyz</td>
<td>c</td>
<td>10</td>
<td>289</td>
<td>0</td>
<td>0</td>
<td>139</td>
</tr>
<tr>
<td>xyz</td>
<td>D</td>
<td>15</td>
<td>280</td>
<td>1</td>
<td>742</td>
<td>218</td>
</tr>
<tr>
<td>xyz</td>
<td>t</td>
<td>10</td>
<td>289</td>
<td>0</td>
<td>0</td>
<td>139</td>
</tr>
<tr>
<td>xyz</td>
<td>D</td>
<td>15</td>
<td>282</td>
<td>0</td>
<td>0</td>
<td>200</td>
</tr>
</tbody>
</table>

**Table A.2:** Execution times for the synthetic evaluation with the first ACFR algorithm (Part 2). Analyses which had to be interrupted as they did not finish within 2 hours are marked with $\Delta_T$. 
<table>
<thead>
<tr>
<th>Binary</th>
<th>Mode</th>
<th>Instructions</th>
<th>( T_{\text{label}} )</th>
<th>( T_{\text{pen}} )</th>
<th>( T_{\text{cmd}} )</th>
<th>( T_{\text{ref}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>badCall</td>
<td>c</td>
<td>4</td>
<td>301</td>
<td>0</td>
<td>0</td>
<td>131</td>
</tr>
<tr>
<td>badCall</td>
<td>cD</td>
<td>7</td>
<td>289</td>
<td>0</td>
<td>0</td>
<td>203</td>
</tr>
<tr>
<td>badCall</td>
<td>t</td>
<td>7</td>
<td>264</td>
<td>0</td>
<td>0</td>
<td>139</td>
</tr>
<tr>
<td>badCall</td>
<td>bT</td>
<td>7</td>
<td>247</td>
<td>0</td>
<td>0</td>
<td>209</td>
</tr>
<tr>
<td>branch</td>
<td>c</td>
<td>17</td>
<td>320</td>
<td>0</td>
<td>0</td>
<td>123</td>
</tr>
<tr>
<td>branch</td>
<td>cD</td>
<td>17</td>
<td>348</td>
<td>3</td>
<td>201</td>
<td>177</td>
</tr>
<tr>
<td>branch</td>
<td>t</td>
<td>17</td>
<td>473</td>
<td>0</td>
<td>0</td>
<td>208</td>
</tr>
<tr>
<td>callRet</td>
<td>c</td>
<td>4</td>
<td>280</td>
<td>0</td>
<td>0</td>
<td>134</td>
</tr>
<tr>
<td>callRet</td>
<td>cD</td>
<td>7</td>
<td>269</td>
<td>0</td>
<td>0</td>
<td>146</td>
</tr>
<tr>
<td>jmp</td>
<td>c</td>
<td>11</td>
<td>260</td>
<td>0</td>
<td>0</td>
<td>122</td>
</tr>
<tr>
<td>jmp</td>
<td>cD</td>
<td>11</td>
<td>282</td>
<td>0</td>
<td>0</td>
<td>209</td>
</tr>
<tr>
<td>jmp</td>
<td>t</td>
<td>11</td>
<td>278</td>
<td>0</td>
<td>0</td>
<td>136</td>
</tr>
<tr>
<td>jmp</td>
<td>tD</td>
<td>11</td>
<td>270</td>
<td>0</td>
<td>0</td>
<td>226</td>
</tr>
<tr>
<td>jmpBitOp</td>
<td>c</td>
<td>7</td>
<td>273</td>
<td>0</td>
<td>0</td>
<td>125</td>
</tr>
<tr>
<td>jmpBitOp</td>
<td>cD</td>
<td>7</td>
<td>291</td>
<td>0</td>
<td>0</td>
<td>150</td>
</tr>
<tr>
<td>jmpBitOp</td>
<td>t</td>
<td>5</td>
<td>260</td>
<td>0</td>
<td>0</td>
<td>146</td>
</tr>
<tr>
<td>jmpBitOp</td>
<td>tD</td>
<td>5</td>
<td>247</td>
<td>0</td>
<td>0</td>
<td>222</td>
</tr>
<tr>
<td>conditionalJmp</td>
<td>c</td>
<td>11</td>
<td>312</td>
<td>0</td>
<td>0</td>
<td>121</td>
</tr>
<tr>
<td>conditionalJmp</td>
<td>t</td>
<td>11</td>
<td>312</td>
<td>0</td>
<td>0</td>
<td>121</td>
</tr>
<tr>
<td>conditionalJmp</td>
<td>cD</td>
<td>11</td>
<td>311</td>
<td>0</td>
<td>0</td>
<td>121</td>
</tr>
<tr>
<td>conditionalJmp</td>
<td>tD</td>
<td>11</td>
<td>311</td>
<td>0</td>
<td>0</td>
<td>121</td>
</tr>
<tr>
<td>doubleCallRet</td>
<td>c</td>
<td>22</td>
<td>296</td>
<td>0</td>
<td>0</td>
<td>223</td>
</tr>
<tr>
<td>doubleCallRet</td>
<td>cD</td>
<td>22</td>
<td>286</td>
<td>0</td>
<td>0</td>
<td>139</td>
</tr>
<tr>
<td>doubleCallRet</td>
<td>t</td>
<td>22</td>
<td>284</td>
<td>0</td>
<td>0</td>
<td>146</td>
</tr>
<tr>
<td>doubleCallRet</td>
<td>tD</td>
<td>22</td>
<td>268</td>
<td>0</td>
<td>0</td>
<td>150</td>
</tr>
<tr>
<td>espAssignment</td>
<td>c</td>
<td>9</td>
<td>311</td>
<td>0</td>
<td>0</td>
<td>126</td>
</tr>
<tr>
<td>espAssignment</td>
<td>cD</td>
<td>9</td>
<td>328</td>
<td>0</td>
<td>0</td>
<td>138</td>
</tr>
<tr>
<td>espAssignment</td>
<td>t</td>
<td>9</td>
<td>281</td>
<td>0</td>
<td>0</td>
<td>128</td>
</tr>
<tr>
<td>espAssignment</td>
<td>tD</td>
<td>9</td>
<td>284</td>
<td>0</td>
<td>0</td>
<td>138</td>
</tr>
<tr>
<td>indMemJmp</td>
<td>c</td>
<td>6</td>
<td>269</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>indMemJmp</td>
<td>cD</td>
<td>6</td>
<td>270</td>
<td>0</td>
<td>0</td>
<td>232</td>
</tr>
<tr>
<td>indMemJmp</td>
<td>t</td>
<td>6</td>
<td>246</td>
<td>0</td>
<td>0</td>
<td>151</td>
</tr>
<tr>
<td>indMemJmp</td>
<td>tD</td>
<td>6</td>
<td>247</td>
<td>0</td>
<td>0</td>
<td>225</td>
</tr>
<tr>
<td>infiniteLoop</td>
<td>c</td>
<td>10</td>
<td>289</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>infiniteLoop</td>
<td>cD</td>
<td>10</td>
<td>289</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>infiniteLoop</td>
<td>t</td>
<td>10</td>
<td>289</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>infiniteLoop</td>
<td>tD</td>
<td>10</td>
<td>289</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>int</td>
<td>c</td>
<td>9</td>
<td>268</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>int</td>
<td>cD</td>
<td>9</td>
<td>273</td>
<td>0</td>
<td>0</td>
<td>159</td>
</tr>
<tr>
<td>int</td>
<td>t</td>
<td>9</td>
<td>247</td>
<td>0</td>
<td>0</td>
<td>148</td>
</tr>
<tr>
<td>int</td>
<td>tD</td>
<td>9</td>
<td>285</td>
<td>0</td>
<td>0</td>
<td>219</td>
</tr>
<tr>
<td>kindConditionalJmp</td>
<td>c</td>
<td>8</td>
<td>300</td>
<td>0</td>
<td>0</td>
<td>121</td>
</tr>
<tr>
<td>kindConditionalJmp</td>
<td>cD</td>
<td>8</td>
<td>274</td>
<td>1</td>
<td>1400</td>
<td>194</td>
</tr>
<tr>
<td>kindConditionalJmp</td>
<td>t</td>
<td>8</td>
<td>254</td>
<td>0</td>
<td>0</td>
<td>122</td>
</tr>
<tr>
<td>kindConditionalJmp</td>
<td>tD</td>
<td>8</td>
<td>261</td>
<td>1</td>
<td>1547</td>
<td>209</td>
</tr>
</tbody>
</table>

Table A.3: Execution times for the synthetic evaluation with the second ACFR algorithm (Part 1). Analyses which had to be interrupted as they did not finish within 2 hours are marked with \( \Delta T \)
<table>
<thead>
<tr>
<th>Binary</th>
<th>Mode</th>
<th>Instructions</th>
<th>$T_{\text{ideal}}$</th>
<th>$T_{\text{eval}}$</th>
<th>$T_{\text{tot}}$</th>
<th>$T_{\text{Btor}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>longRegister...</td>
<td>c</td>
<td>14</td>
<td>308</td>
<td>0</td>
<td>0</td>
<td>133</td>
</tr>
<tr>
<td>longRegister...</td>
<td>D</td>
<td>14</td>
<td>301</td>
<td>1</td>
<td>302</td>
<td>136</td>
</tr>
<tr>
<td>memCallRet</td>
<td>c</td>
<td>8</td>
<td>271</td>
<td>0</td>
<td>0</td>
<td>192</td>
</tr>
<tr>
<td>memCallRet</td>
<td>D</td>
<td>8</td>
<td>277</td>
<td>1</td>
<td>278</td>
<td>212</td>
</tr>
<tr>
<td>minimalistic</td>
<td>c</td>
<td>7</td>
<td>283</td>
<td>0</td>
<td>0</td>
<td>131</td>
</tr>
<tr>
<td>minimalistic</td>
<td>D</td>
<td>8</td>
<td>269</td>
<td>0</td>
<td>0</td>
<td>139</td>
</tr>
<tr>
<td>registerEquals</td>
<td>c</td>
<td>8</td>
<td>277</td>
<td>0</td>
<td>0</td>
<td>170</td>
</tr>
<tr>
<td>registerEquals</td>
<td>D</td>
<td>8</td>
<td>284</td>
<td>0</td>
<td>0</td>
<td>204</td>
</tr>
<tr>
<td>registerEquals</td>
<td>i</td>
<td>8</td>
<td>283</td>
<td>1</td>
<td>284</td>
<td>206</td>
</tr>
<tr>
<td>registerEquals</td>
<td>D</td>
<td>8</td>
<td>283</td>
<td>1</td>
<td>284</td>
<td>216</td>
</tr>
<tr>
<td>sequentialCall...</td>
<td>c</td>
<td>7</td>
<td>277</td>
<td>22</td>
<td>299</td>
<td>541</td>
</tr>
<tr>
<td>sequentialCall...</td>
<td>D</td>
<td>7</td>
<td>277</td>
<td>3</td>
<td>279</td>
<td>216</td>
</tr>
<tr>
<td>stackBO</td>
<td>c</td>
<td>15</td>
<td>308</td>
<td>0</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>stackBO</td>
<td>D</td>
<td>15</td>
<td>308</td>
<td>0</td>
<td>0</td>
<td>182</td>
</tr>
<tr>
<td>trueTop</td>
<td>c</td>
<td>7</td>
<td>283</td>
<td>0</td>
<td>0</td>
<td>131</td>
</tr>
<tr>
<td>trueTop</td>
<td>D</td>
<td>7</td>
<td>285</td>
<td>0</td>
<td>0</td>
<td>152</td>
</tr>
<tr>
<td>trueTop</td>
<td>i</td>
<td>7</td>
<td>277</td>
<td>0</td>
<td>0</td>
<td>131</td>
</tr>
<tr>
<td>trueTop</td>
<td>D</td>
<td>7</td>
<td>277</td>
<td>2</td>
<td>279</td>
<td>206</td>
</tr>
<tr>
<td>twoVars</td>
<td>c</td>
<td>7</td>
<td>283</td>
<td>0</td>
<td>0</td>
<td>133</td>
</tr>
<tr>
<td>twoVars</td>
<td>D</td>
<td>7</td>
<td>283</td>
<td>0</td>
<td>0</td>
<td>143</td>
</tr>
<tr>
<td>twoVars</td>
<td>i</td>
<td>7</td>
<td>283</td>
<td>0</td>
<td>0</td>
<td>141</td>
</tr>
<tr>
<td>twoVars</td>
<td>D</td>
<td>7</td>
<td>283</td>
<td>0</td>
<td>0</td>
<td>174</td>
</tr>
<tr>
<td>XYZ</td>
<td>c</td>
<td>10</td>
<td>354</td>
<td>0</td>
<td>0</td>
<td>159</td>
</tr>
<tr>
<td>XYZ</td>
<td>D</td>
<td>15</td>
<td>380</td>
<td>0</td>
<td>0</td>
<td>141</td>
</tr>
<tr>
<td>XYZ</td>
<td>i</td>
<td>10</td>
<td>380</td>
<td>0</td>
<td>0</td>
<td>139</td>
</tr>
<tr>
<td>XYZ</td>
<td>D</td>
<td>15</td>
<td>380</td>
<td>0</td>
<td>0</td>
<td>141</td>
</tr>
</tbody>
</table>

**Table A.4:** Execution times for the synthetic evaluation with the second ACFR algorithm (Part 2). Analyses which had to be interrupted as they did not finish within 2 hours are marked with $\Delta_T$. 
<table>
<thead>
<tr>
<th>Binary</th>
<th>Mode</th>
<th>Instructions</th>
<th>T_{Jake}</th>
<th>T_{Fin}</th>
<th>T_{Total}</th>
<th>T_{Total}</th>
</tr>
</thead>
<tbody>
<tr>
<td>echo</td>
<td>c</td>
<td>10</td>
<td>293</td>
<td>0</td>
<td>302</td>
<td></td>
</tr>
<tr>
<td>echo <em>ΔM</em></td>
<td>clD</td>
<td>99</td>
<td>1335</td>
<td>32</td>
<td>4064</td>
<td>957</td>
</tr>
<tr>
<td>echo <em>ΔL</em></td>
<td>d</td>
<td>1253</td>
<td>71337/28</td>
<td>0</td>
<td>0</td>
<td>241</td>
</tr>
<tr>
<td>false</td>
<td>c</td>
<td>10</td>
<td>293</td>
<td>0</td>
<td>322</td>
<td></td>
</tr>
<tr>
<td>false <em>ΔM</em></td>
<td>clD</td>
<td>99</td>
<td>1396</td>
<td>56</td>
<td>4304</td>
<td>957</td>
</tr>
<tr>
<td>false <em>ΔL</em></td>
<td>d</td>
<td>1346</td>
<td>71360/28</td>
<td>0</td>
<td>0</td>
<td>287</td>
</tr>
<tr>
<td>make-prime-list</td>
<td>c</td>
<td>10</td>
<td>297</td>
<td>0</td>
<td>302</td>
<td></td>
</tr>
<tr>
<td>make-prime-list <em>ΔM</em></td>
<td>clD</td>
<td>59</td>
<td>1142</td>
<td>35</td>
<td>3633</td>
<td>644</td>
</tr>
<tr>
<td>printenv</td>
<td>c</td>
<td>10</td>
<td>283</td>
<td>0</td>
<td>328</td>
<td></td>
</tr>
<tr>
<td>printenv <em>ΔM</em></td>
<td>clD</td>
<td>99</td>
<td>1124</td>
<td>22</td>
<td>3291</td>
<td>638</td>
</tr>
<tr>
<td>true</td>
<td>c</td>
<td>10</td>
<td>290</td>
<td>0</td>
<td>302</td>
<td></td>
</tr>
<tr>
<td>true <em>ΔM</em></td>
<td>clD</td>
<td>99</td>
<td>1192</td>
<td>46</td>
<td>3409</td>
<td>756</td>
</tr>
<tr>
<td>true <em>ΔL</em></td>
<td>d</td>
<td>1253</td>
<td>71386/28</td>
<td>0</td>
<td>0</td>
<td>221</td>
</tr>
<tr>
<td>true <em>ΔL</em></td>
<td>d</td>
<td>1346</td>
<td>71390/28</td>
<td>0</td>
<td>0</td>
<td>290</td>
</tr>
</tbody>
</table>

Table A.5: Execution times for the evaluation of the 5 smallest GNU coreutils binaries using the first ACFR algorithm. Analyses which had to be interrupted after 2 hours and analyses that terminated because of insufficient memory are marked with Δ_T and Δ_M respectively.

<table>
<thead>
<tr>
<th>Binary</th>
<th>Mode</th>
<th>Instructions</th>
<th>T_{Jake}</th>
<th>T_{Fin}</th>
<th>T_{Total}</th>
<th>T_{Total}</th>
</tr>
</thead>
<tbody>
<tr>
<td>echo</td>
<td>c</td>
<td>10</td>
<td>293</td>
<td>0</td>
<td>302</td>
<td></td>
</tr>
<tr>
<td>echo <em>ΔM</em></td>
<td>clD</td>
<td>99</td>
<td>1397</td>
<td>47</td>
<td>3933</td>
<td>687</td>
</tr>
<tr>
<td>echo <em>ΔL</em></td>
<td>d</td>
<td>1253</td>
<td>71366/28</td>
<td>0</td>
<td>0</td>
<td>218</td>
</tr>
<tr>
<td>false</td>
<td>c</td>
<td>10</td>
<td>324</td>
<td>0</td>
<td>304</td>
<td></td>
</tr>
<tr>
<td>false <em>ΔM</em></td>
<td>clD</td>
<td>99</td>
<td>1151</td>
<td>39</td>
<td>4840</td>
<td>979</td>
</tr>
<tr>
<td>false <em>ΔL</em></td>
<td>d</td>
<td>1346</td>
<td>71368/28</td>
<td>0</td>
<td>0</td>
<td>265</td>
</tr>
<tr>
<td>make-prime-list</td>
<td>c</td>
<td>10</td>
<td>297</td>
<td>0</td>
<td>302</td>
<td></td>
</tr>
<tr>
<td>make-prime-list <em>ΔM</em></td>
<td>clD</td>
<td>99</td>
<td>1111</td>
<td>34</td>
<td>3501</td>
<td>666</td>
</tr>
<tr>
<td>make-prime-list <em>ΔL</em></td>
<td>d</td>
<td>1346</td>
<td>71356/28</td>
<td>0</td>
<td>0</td>
<td>270</td>
</tr>
<tr>
<td>printenv</td>
<td>c</td>
<td>10</td>
<td>290</td>
<td>0</td>
<td>302</td>
<td></td>
</tr>
<tr>
<td>printenv <em>ΔM</em></td>
<td>clD</td>
<td>99</td>
<td>1196</td>
<td>34</td>
<td>4041</td>
<td>755</td>
</tr>
<tr>
<td>printenv <em>ΔL</em></td>
<td>d</td>
<td>1346</td>
<td>71365/28</td>
<td>0</td>
<td>0</td>
<td>270</td>
</tr>
<tr>
<td>true</td>
<td>c</td>
<td>10</td>
<td>305</td>
<td>0</td>
<td>305</td>
<td></td>
</tr>
<tr>
<td>true <em>ΔM</em></td>
<td>clD</td>
<td>99</td>
<td>1185</td>
<td>29</td>
<td>3595</td>
<td>745</td>
</tr>
<tr>
<td>true <em>ΔL</em></td>
<td>d</td>
<td>1346</td>
<td>71364/28</td>
<td>0</td>
<td>0</td>
<td>289</td>
</tr>
</tbody>
</table>

Table A.6: Execution times for the evaluation of the 5 smallest GNU coreutils binaries using the second ACFR algorithm. Analyses which had to be interrupted after 2 hours and analyses that terminated because of insufficient memory are marked with Δ_T and Δ_M respectively.