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A B S T R A C T

The Phase field method has been used to study Diffusion Induced Grain boundary Migration (DIGM) in binary
alloys. Simulations are performed for a simple hypothetical binary substitutional solid solution. The model is
developed by taking into account the elastic interactions arising due to changes in concentration across a grain
boundary when solutes are diffusing along the grain boundary. This gives a coupling term in the Gibbs energy
functional that acts as a driving force for grain boundary migration. Two different kinds of coupling terms are
studied: one acting on both the abutting grains and the other acting on only one grain. The former gives a
freedom of choice as to in which direction the grain boundary will move, and is considered more general,
whereas the latter only moves in one direction, regardless of the shape of the grain boundary. The results from
the model are in qualitative agreement with previous experimental studies.

1. Introduction

Many mechanical and functional properties of polycrystalline ma-
terials are influenced by grain boundaries and their kinetics [1]. It has
for a long time been known that diffusion along a grain boundary can
induce a transverse motion of that boundary. This phenomenon has
been named diffusion induced grain boundary migration (DIGM) [2],
and has been experimentally observed in a large number of different
metallic and oxide systems, both binary and multicomponent, see e.g.
Table 1 in Ref. [3]. Rhines and Montgomery [4] made one of the ear-
liest observations of DIGM when they joined two Cu-Zn single crystals
with the grain boundary being nearly perpendicular to the external
surface. This bicrystal was placed in an evacuated silica tube together
with α-brass turnings and heat treated. As a result, evaporated zinc
from the turnings diffused into the bicrystal via the single grain
boundary and they observed, besides recrystallization, regions with
grain growth.

It was later realized that DIGM should be an important component
of the discontinuous precipitation (DP) reaction [2,5]. Hillert and Purdy
[5], when seeking to shed light on the DP reaction in Fe-Zn, observed
grain growth due to diffusion of zinc along grain boundaries in poly-
crystalline iron during zincification and in Fe-Zn alloys during de-
zincification. They could show how the composition of zinc changed
behind the part of the parent grain swept by the migrating grain
boundary. More recent experimental studies include DIGM in Ni-Zn [6],

Ag-Zn [7] and in a commercial Ni-Cr-Fe alloy [8].
The question of what drives the motion of the grain boundary in

DIGM has been discussed extensively, and many different driving forces
have been suggested [9]. Hillert and Purdy [5] considered the driving
force to come from the change in Gibbs energy when zinc atoms, dif-
fusing along the grain boundary, eventually is involved in solid solution
mixing or un-mixing in the iron matrix as the grain boundary had
moved. However, although this decrease in Gibbs energy is necessary it
is not sufficient as a driving force for DIGM [9,10]. Rhines and Mon-
tgomery proposed that the grain growth was “ …induced by the strains
set up within successive layers of the copper by the expansion required
to accommodate the inwardly diffusing zinc” [4]. Similarly, when
studying DP in Cu-Cd alloys Sulonen [11,12] hypothesized that the
driving force for the motion of the growth front in DP, i.e. the former
grain boundary, could come from the relaxation of compositional
strains in a zone just in front of the moving boundary. Hillert [13],
when discussing different driving forces for DIGM, accepted that a
purely chemical driving force is not enough for DIGM to take place.
Based on Sulonen’s suggestion he derived an expression for the change
in Gibbs energy as a result of the difference in coherency strain, due to a
composition dependent lattice parameter, between the two grains on
either side of a grain boundary. Hillert treated the grain boundary as a
very thin layer of liquid in equilibrium with the two surrounding grains
and also imposed the constraint that the derived expression was valid
only for low solute contents. These assumptions were later relaxed by
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Penrose [14].
Concurrent with the discussion on the driving force for DIGM many

studies focusing on the influence of the shape of the grain boundary on
the extent of DIGM have been performed, see e.g. the references in
Sutton and Balluffi [9]. The situation for this influence is as for the
driving force equally complex, but it seems that both symmetric and
asymmetric tilt boundaries allows for DIGM [9].

The development of models for DIGM in general and for specific
systems in particular has been slow. The first models of DIGM [15,5]
were based on a model for DP [16], since the early stages of DP should
have similarities with DIGM. In these models steady state diffusion and
a planar grain boundary were assumed, but Sundquist [15] tried to
include the effect of a curved boundary in his treatment. Kajihara and
Gust [17,18] developed a model accounting for both a chemical and
coherency strain based driving force, but they did not solve for the
diffusion explicitly. Brener and Temkin [19] considered surface diffu-
sion as a possible important mechanism for DIGM. Cahn et al. [20]
developed a two-dimensional phase-field model to study the validity of
different driving forces for DIGM. They showed conclusively that me-
chanisms, e.g. differences in Gibbs energy of mixing, which do not
provide a coupling between the equations for the time evolution of the
relevant phase-field variables cannot give rise to DIGM. This work was
later followed by more mathematically oriented papers [21,22]. Re-
cently, Balakrishna et al. [23] applied a phase-field crystal model to
study the influence of interstitial solute diffusion on DIGM in materials
for battery electrodes.

The purpose of the present paper is to develop a model for DIGM in
binary substitutional alloys based on the phase-field method, suitable
for numerical simulations, assuming a driving force due to coherency
strains. The model is applied to a hypothetical binary system to study
the importance of different model parameters.

2. Phase-field model of DIGM

The phase-field method (PFM) has proved to be a versatile method
for studying microstructure evolution in many different materials
[24,25].

2.1. Governing equations

In the PFM, the fundamental ingredient is the Gibbs energy of the
system (G), which for a binary system is written as the following
functional:

∫= + ∇ + ∇G
V

g E x H ϕ dV1 [ ( ) ( ) ]
m

A0
2 2

(1)

where g0 is Gibbs energy per mole, E and H are the gradient energy
coefficients, xA and ϕ are mole fraction solute and phase-field variable
respectively, and Vm is the molar volume. Here ⩽ ⩽x0 1A and

⩽ ⩽ϕ0 1. The evolution of the phase-field variable is governed by the
Allen–Cahn equation [26]:

= −ϕ M δG
δϕ

̇ ϕ
(2)

where Mϕ is a kinetic parameter related to the interfacial mobility.
When Gibbs energy is given by Eq. (1) the evolution of the con-
centration field is governed by the Cahn–Hilliard equation [27]:
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⎣⎢

∇⎛
⎝

⎞
⎠

⎤
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x
V

L δG
δx

̇ ·A

m A (3)

where L is a kinetic parameter related to the diffusional mobility. For
convenience, g0 in Eq. (1) will be divided into two parts, viz. g1 and g2.

= +g g g ,0 1 2 (4)

where g1 is a weighted average of the molar Gibbs energies of the phases
present locally. The term g2 is defined as a function of mole fraction and

phase-field variable,

=g f ϕ x( , )A2 (5)

In order to simplify our approach, we do not require the contribu-
tion from the gradient energy of the mole fraction and therefore Eq. (1)
becomes,

∫= + ∇G
V

g H ϕ dV1 [ ( ) ] ,
m

0
2

(6)

Furthermore, we consider a hypothetical binary system with sub-
stitutional elements A and B forming a regular solution phase α. We
then simply have

=g Gm
α

1 (7)

The term g2 contains an additional interfacial energy contribution,
besides the second term on the right hand side in Eq. (6), and an in-
teraction term soon to be discussed in more detail. Therefore, g2 is di-
vided into two parts

= +g g g2 21 22 (8)

Recently, Finel et al. [28] proposed a method by which the interface
can be confined to a single grid point. Their method was adopted in the
present work and g21 is then given by,

= ⎧
⎨⎩

− − − − − ⎫
⎬⎭

g λ
d

log ϕ ϕ
4

Θ 1
Θ

[1 Θ (2 1) ] (2 1) ,21 2

2

2
2 2 2

(9)

where λ refers to the energy barrier coefficient which is simply dσ2
which also represents H in Eq. (6). Here, σ is the interfacial energy in
J/m2, and Θ is given by,

= ⎛
⎝

⎞
⎠

d
w

Θ tanh ,
(10)

and d refers to the grid spacing and w is a parameter controlling the
width of the interface.

The second term, g22, which is a contribution from interaction en-
ergy, can be explained on the basis of previous studies. When discussing
different mechanisms for DIGM, Cahn et al. [20] proposed an elastic
coupling between the concentration and the phase field variable based
on the coherency strain energy mechanism suggested by Sulonen
[11,12]. They wrote

∝ − − − ⩽ ⩽g φ x x φ(1 ) ( ) , 1 1Cahn
A A22

2 0 2 (11)

where xA
0 is the solute mole fraction in the grain not yet swept by the

grain boundary. Cahn et al. [20] noted that Eq. (11) is not an even
function in φ and that this would have important consequences for
DIGM. An interaction term ′Gint is now proposed, corresponding to Eq.
(11) by substituting φ for ϕ:

′ = = − − ⩽ ⩽G g K ϕ x x ϕ(1 ) ( ) , 0 1int A A22
2 0 2 (12)

Here, K has the unit of J/mol and it corresponds to the same pre-
factor suggested by Hillert [13]. In Eq. (12) there is a significant driving
force for DIGM inside one of two grains (i.e. when ϕ=0) as well as at
the grain boundary. However, there is no driving force in the interior of
the other grain, i.e. when ϕ=1. An alternative form of the interaction
term is,

= = − − ⩽ ⩽G g Kϕ ϕ x x ϕ(1 )( ) , 0 1int A A22
0 2 (13)

The interaction energy in Eq. (13) will only act in grain boundaries
and become insignificant in the interior of grains. However, Eq. (12)
says that there will be a driving force for DIGM in a single grain re-
gardless if there is a buildup of a concentration gradient on both sides of
the grain boundary. In this work, we will show results for both Gint and

′Gint.
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2.2. Simulations

Two different cases are considered in the simulations:
Microstructure I consists of two grains of the same phase α, in the
binary system A-B, separated by a straight grain boundary with a gra-
dient in concentration over it. Here there is no exchange of matter
between the microstructure and the surroundings i.e. closed bound-
aries. In Microstructure II we have two grains of the same phase α, with
the same concentration, separated by a slant grain boundary. In this
case we set a higher activity of solute ‘A’ at one of the surfaces com-
pared to the interior, where the grain boundary terminates. This set up
is based on the experiments by Hillert and Purdy [5], which is sche-
matically shown in Fig. 1. The encircled grain boundary in Fig. 1 shows
the initial position of the grain boundary for this case.

In Table 1 the values of the different simulation parameters are
listed. The atomic mobilities for A and B in the grain interior are based
on typical values for solid metals. They are related to the diffusivities of
A and B as =M D RT/A

α
A
α and =M D RT/B

α
B
α , where R is the gas constant

and T is temperature. The corresponding mobilities inside the grain
boundary are simply taken as a factor F times the mobilities in the
grains. To find working values of Mϕ and σ a simple diffusion controlled
phase transformation between two regular solution phases in a binary
A-B system was studied. This setup was simulated both in DICTRA [29]
and in YAPFI [30], and the values of Mϕ and σ were varied until a good
agreement was observed. A plot for the comparison of YAPFI and
DICTRA results at =t 0, 0.1, 1 and 10 s is shown in Fig. 2. The solid
lines are obtained by performing simulation by YAPFI and the dotted
lines are for DICTRA. As we can see the plots fit well with minor dif-
ferences, and the fitted values of the parameters Mϕ and σ in Table 1
were used for the simulations.

However, the parameters had to be altered for the two different
interaction terms. Table 1 is for Gint and Table 2 is for ′Gint. Note: These
values are purely hypothetical and may or may not resemble with the
corresponding values observed for real systems. One reason being the
use of hypothetical values for standard Gibbs energy and regular so-
lution parameter for α phase. The main aim was to produce a Gibbs
energy curve with respect to mole fraction of A having a single
minimum(i.e. no miscibility gap).

The molar Gibbs energy correspond to a regular solution, i.e.

= ° + ° + + +G x G x G RT x logx x logx L x x( )m
α

A A
α

B B
α

A A B B
α

A B with the regular
solution parameter = − ×L 2 10 J/molα 4 . Furthermore, the two dimen-
sional domain of size of ×10 μ m 10 μm is divided into ×60 60 grids
with each grid size (d) corresponding to × −1.67 10 m7 . Other para-
meters such as the interface thickness is chosen in such a way that it is
even smaller than the grid size. The parameter w in Finel’s expression is
directly related to the interface thickness. The value of w is chosen in
such a way that =d w/ 2. For further details on Finel’s derivation we
refer to Ref. [28].

2.3. Numerical details

The simulations were performed using YAPFI [30], which is a
software for phase-field simulations based on the Wheeler-Boettinger-
McFadden phase field model [31]. In YAPFI the governing equations
are solved in a fully implicit manner, and the implementation is based
on a finite volume approach that allows for multiple phase-field

Fig. 1. Schematic of grain boundary above and beneath the surface.

Table 1
Simulation parameters for Gint .

K Atomic Mobilities Mϕ σ F
(J/mol) (A and B) (J/m2)

(m /s)2

103 or 104 −10 16 105 −10 6 103

Fig. 2. Comparison between YAPFI and DICTRA results for one dimensional
phase transformation to obtain working values of Mϕ and σ .

Table 2
Simulation parameters for ′Gint .

K Atomic Mobilities Mϕ σ F
(J/mol) (A and B) (J/m2)

(m /s)2

103 or 104 −10 16 ×5.98 102 × −3.34 10 4 103
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variables and multiple components.

3. Results

3.1. Microstructure I

One-dimensional (1D) simulations were performed initially to more
easily show the effect of the initial concentration gradient over the
grain boundary and the interaction energy using Gint according to Eq.
(13). Fig. 3 shows the result from the 1D simulation. In Fig. 3a, the

grain boundary has migrated to the left when the Gint term is included
whereas in Fig. 3b, there is an immobile interface when Gint term is not
included. The corresponding mole fraction profiles of solute A are
shown in Fig. 3c and d, and are exactly the same.

Since the grain boundary has no curvature in this case, there will be
no curvature-induced grain boundary migration, thus the observed
movement in Fig. 3a is only due to the interaction energy Gint .

Fig. 3. Effect of Gint on grain boundary motion for
1D set up.

Fig. 4. The initial state for Microstructure II with a slant grain boundary, (a) a side view of the phase field variable ϕ differentiating two grains, (b) a top view of the
initial set up with two grains separated by a slant grain boundary.
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3.2. Microstructure II

Two-dimensional simulations were performed for this case. The
initial state of the grain boundary is shown in Fig. 4. Fig. 4a shows the
initial value of ϕ as a function of position. Initially, the composition is
uniform ( =x 0.5A ) over the whole domain, and the corresponding top
view of this plot is shown in Fig. 4b. Since this is a 2D simulation, the
curvature of the grain boundary will also play a role in the evolution of
ϕ.

As mentioned above, in this case an activity boundary condition is
imposed for ‘A’ at the surface (at = −z 10 5). Thus, the ‘A’ atoms will
diffuse along the grain boundary from the surface and impel the
boundary to move. This pouring in of A atoms results in a heap of ‘A’
near the surface. This leaves a uniform ‘A’ rich layer at the surface. This
has been observed both whenGint is included or not. However, the grain
boundary moves more rapidly when Gint is included. This is clearly

observed in Figs. 5 and 6.
The corresponding concentration profiles at = −z 0.98·10 5 after

= −t 3.2·10 4 s are shown in Fig. 7. Apparently, with Gint included, the
concentration profile of ‘A’ is more broad at the surface due to the faster
movement of the grain boundary. This results in less diffusion in the
bulk, see Fig. 7a. On the other hand, without Gint ‘A’ atoms keep piling
up at the surface and diffuse more into the bulk. This results in a narrow
concentration profile at the surface and broader inside the domain, see
Fig. 7b.

It would now be interesting to see the effect of the factor F which
represents interface diffusivity. The grain boundary migration was ob-
served to be influenced by increasing F. This means that higher inter-
face diffusion would lead to a greater concentration gradient and hence
the interaction term Gint becomes significant enough to make the grain
boundary move. The value of F is varied from 0 to 103 by increasing one
order at a time. It was observed that the mole fraction of ‘A’ piles up at

Fig. 5. Effect of Gint on the evolution of ϕ, (a) side of phase field variable ϕ whenGint is considered, (b) side of ϕ whenGint is not considered. There is an influx of ‘A’ at
= −z 10 5.

Fig. 6. Effect of Gint on the evolution of ϕ. There is an influx of ‘A’ at = −z 10 5 (a) DIGM with Gint , (b) no DIGM without Gint .
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= −z 10 m5 and also with a faster movement of the interface. Fig. 8
shows the effect of F on xA and Fig. 9 shows the interface movement in
grid space. The dotted black line represents the interface which has
moved quicker than the rest due to a higher value of F.

Simulations were also performed with the interaction energy given
by Eq. (12), i.e. using ′Gint , for two different slant boundaries: Slant1 and
Slant2. Fig. 10 shows that the boundaries have moved towards the right
due to ′Gint regardless of its initial structure. This predominant move-
ment of the boundary towards a particular direction shows that the
term ′Gint is asymmetric, i.e. it is only active in one grain and inactive in
the other.

Sectioning of the boundaries in Fig. 10, at = × −z 0.98 10 5, more
clearly shows the movement of the grain boundary for the two cases,
see Fig. 11. In the case of Slant1, the boundary moves forward and then
retracts back, Fig. 11a, i.e. the interface has moved forward after

− s2·10 4 and then reverted back after −1·10 s3 . On the other hand, for the
case of Slant2, the grain boundary has moved further without any
change in the course of direction, see Fig. 11b after −1·10 4 and −1·10 3 s.

To study how a difference in the interaction term affects the extent
of DIGM, the coefficient K in Eq. (13) was increased to 104. This resulted
in even faster movement of the grain boundary as depicted in Fig. 12.
The blue line shows the initial position of the boundary, the red line
shows the position after =t 0.5 s with =K 103 J/mol and the dashed
line for =K 10 J/mol4 after =t 0.5 s.

4. Discussion

Our simulations show that we have DIGM while there is a con-
centration gradient across the interface. This gradient develops due to
diffusion of atoms along the grain boundary, which in turn will lead to
atoms being deposited on both the abutting grains. For the interaction
energy given by Cahn et al. [20], i.e. Eq. (12), it does not matter if the
grain boundary is straight (horizontal) or slant, as soon as there is a
difference in concentration it will start to move. However, for the in-
teraction energy suggested in this work i.e. Eq. (13), the boundary
needs to be slant or have some other curvature together with a

Fig. 7. Mole Fraction profiles at = −z 0.98·10 5 m and = −t 3.2·10 s4 , (a) broader profile of xA below the surface due to a non-zero Gint , (b) not so broad profile for
=G 0int .

Fig. 8. Effects of factor F on the mole fraction profile of ‘A’ at = −z 10 m5 .

Fig. 9. Effects of factor F on the interface movement with x and y space are
represented by grid space with grid spacing, = × −d 1.67 10 m7 .
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difference in concentration over it to experience DIGM. The reason for
this is that for a horizontal boundary the concentration profile will be
the same i.e. symmetric on either side of the boundary, making the
tendency to move in either direction equally strong resulting in an
immobile grain boundary. On the other hand, an asymmetric con-
centration profile will favour the movement in the direction which has
the more pronounced or broader profile. This is illustrated in Fig. 13 for
the binary A-B system, where a top view of the concentration that has
been swept by the grain boundary is shown. The top view is taken for
Fig. 4b but rotated clockwise by °90 . A schematic is shown at the
bottom right of Fig. 13. It can be observed that a V-neck shaped con-
centration profile is obtained due to diffusion of ‘A’ into the matrix. In
this case, the initial mole fraction of ‘A’ was 0.5 in the bulk, and the V-
neck shaped profile marked with the blue grid in Fig. 13 marks a mole
fraction higher than 0.5.

The migration of the interface is favoured in a certain direction
when one of the grains exhibits higher shear modulus than the other.
According to Penrose [14], the grains will have different values of shear

modulus due to different crystallographic orientation at the interface.
Correspondingly, there will be anisotropy in the elastic properties of the
grains and therefore, an elastic force arises due to this difference. This
forces the grain boundary to move towards the grain with a higher
shear modulus. The difference in orientation has already been taken
care by the shape of the grain boundary in our consideration. In our
study, the difference in the modulus is not abundantly clear for we use a
constant value of K as suggested by Hillert [13],

=
−

K
YV η

ν(1 )
m

2

(14)

where Y is Young’s modulus, η is the misfit strain and ν is Poisson’s
ratio. The Shear modulus = −S Y ν/(1 ) should be written as ″ − ′S S( )
where, ″S is the Shear modulus of one grain which is larger than the
other ′S( ). However, this does not have any effect after the grain
boundary has set course in a certain direction. Thereafter, the driving
force will only come from the Shear modulus ″S of the shrinking grain
which is in front of the moving grain boundary. The grains with two

Fig. 10. Comparison between two different types of slant boundaries using ′Gint in Eq. (12).

D. Mukherjee, et al. Computational Materials Science 184 (2020) 109914

7



dissimilar shear moduli decides the direction of migration, however,
the freedom of choice of the grain attaining a higher modulus depends
on the coupling of phase field variable and mole fraction in the inter-
action term. The term suggested by Cahn et al. [20] in Eq. (12) is
predominantly active in one grain or, in other words, there is no
freedom of choice for a grain to achieve a higher value of shear modulus
than the other. On the other hand the term suggested by the present
authors in Eq. (13) gives a freedom of choice, i.e, either of the grains
can be influenced by the interaction term which is in agreement with
the experimental results by Li et al. [32], where they observed the same
grain boundary moving in two different directions at two different
positions of the boundary or the boundary had switched its direction
after a small displacement. Although, Cahn’s suggested interaction term
explains the direction of migration which is inspired by the same idea of
elastic strain energy and it accounts for the anisotropy by its asymmetry
regardless of the value of K, however, a freedom of choice to achieve a
higher shear modulus can only be explained with the current interac-
tion term. Furthermore, the information carried by our interaction term
also accounts for the ideas suggested by Penrose about the difference in
shear moduli. The difference can be understood simply by changing the
sign of K. A negative value of K would change the course of the di-
rection of migration. Therefore, to consider a realistic approach one
should prefer the interaction term Gint over ′Gint .

Overall, the model gives a good prediction of how the concentration
profile would manifest on either sides as well as along the grain
boundary. The results are quite similar to the ones obtained experi-
mentally by Hillert and Purdy [5] and Li et al. [32]. Therefore, we can
put forth our model as a qualitative representation of DIGM. However,
there are some areas of development which need to be addressed in
order to have a full quantitative analysis of DIGM.

5. Conclusions

The current phase field method successfully models DIGM in a
binary system. The initial conditions were in accordance with the ex-
periments performed by Hillert and Purdy [5]. The simulation para-
meters to model DIGM were obtained by comparing 1D simulations
with YAPFI and DICTRA. We can conclude the following from our
study:

1. The high interface diffusion given by the factor F is the most

Fig. 11. One-dimensional plot for Slant1 and Slant2 types of grain boundaries showing the (a) retraction and (b) repulsion of the boundary.

Fig. 12. Effect of two different K’s on the migration of the grain boundary.

Fig. 13. Mole fraction profile of A. The blue grid represents >x 0.5A and the
white area represents =x 0.5A . The grain boundary position, at =t s0 and

= × −t 2 10 s4 , is shown by its trace.

D. Mukherjee, et al. Computational Materials Science 184 (2020) 109914

8



important factor for DIGM. A higher diffusion along the grain
boundary results in a gradient in concentration across the interface.

2. The concentration gradient developed due to interface diffusion
results in an elastic strain on either side of the grain boundary, thus
the resultant is elastic strain energy, which drives DIGM. This en-
ergy is formulated as a coupling term between the concentration and
the phase field variables given by Gint .

3. The migration of the grain boundary along the surface results in a
larger volume being directly influenced by grain boundary diffusion.
This has consequences for the appearance of the concentration
profile, essentially leading to a broader concentration profile, cf.
Fig. 7a and b.

4. The pre-factor K is a material property, which decides the speed of
the interface. A higher value of K results in a faster movement of the
interface. In a hypothetical system, the value of K is altered.
However, it solely depends on the type of material while treating a
real system. A positive K will drive the interface in a certain direc-
tion, however, a negative K will reverse the direction of motion. The
term K consists of the shear modulus of the material which changes
as the solute diffuse into the matrix. The grain with a lower shear
modulus will force the grain boundary to move towards the one with
a higher modulus. This, of course, could not be observed in the
present work since constant scalar values of K were used.

5. The freedom of choice of the direction of motion is not provided in
Eq. (12) by Cahn et al. [20], whereas the choice of the grains
achieving different moduli which is based on Penrose’s idea [14] as
well as the direction of movement can only be explained by the
interaction term suggested in this work i.e. Eq. (13). Therefore, one
should prefer Eq. (13) for the interaction energy, for a realistic and
more general approach to DIGM.

CRediT authorship contribution statement

Deepjyoti Mukherjee: Conceptualization, Software, Methodology,
Writing - original draft, Visualization. Henrik Larsson:
Conceptualization, Software, Methodology, Writing - original draft,
Supervision. Joakim Odqvist: Conceptualization, Methodology,
Writing - original draft, Supervision.

Declaration of Competing Interest

The authors declare that they have no known competing financial
interests or personal relationships that could have appeared to influ-
ence the work reported in this paper.

Acknowledgement

We thank the Swedish Foundation for Strategic Research (RMA-
15–0062) for funding the research project and all who were involved in
this group project. For further information on this work, one can con-
tact our co author Henrik Larsson who developed YAPFI [30].

References

[1] J. Han, S.L. Thomas, D.J. Srolovitz, Grain-boundary kinetics: a unified approach,
Progress in Materials Science 98 (2018) 386–476 arXiv:arXiv:1803.03214v1.

[2] J. Cahn, J. Pan, R. Balluffi, Diffusion induced grain boundary migration, Scripta
Metallurgica 13 (6) (1979) 503–509, https://doi.org/10.1016/0036-9748(79)
90078-4.

[3] I. Manna, S.K. Pabi, W. Gust, Discontinuous reactions in solids discontinuous re-
actions in solids, International Materials Reviews 46 (2) (2001) 53–91, https://doi.

org/10.1179/095066001101528402.
[4] F. Rhines, A. Montgomery, A new type of structure in the alpha-copper-zinc alloys,

Nature 141 (1938) 413, https://doi.org/10.1038/141413a0.
[5] M. Hillert, G.R. Purdy, Chemically induced grain boundary migration, Acta

Metallurgica 26 (1978) 333–340.
[6] U.S. Nadiminti, S.P. Gupta, U.S. Nadiminti, S.P. Gupta, Diffusion induced grain

boundary migration in the Ni-Zn system, Canadian Metallurgical Quarterly 46
(2007) 441–454, https://doi.org/10.1179/cmq.2007.46.4.441.

[7] V.R. Chary, S.P. Gupta, Diffusion induced grain boundary migration in the Ag-Zn
system, Materials Characterization 60 (11) (2009) 1202–1213, https://doi.org/10.
1016/j.matchar.2008.08.014.

[8] L. Volpe, M.G. Burke, F. Scenini, Understanding the role of diffusion induced grain
boundary migration on the preferential intergranular oxidation behaviour of alloy
600 via advanced microstructural characterization, Acta Materialia 175 (June)
(2019) 238–249, https://doi.org/10.1016/j.actamat.2019.06.021.

[9] A.P. Sutton, R.W. Balluffi, Interfaces in crystalline materials, Journal of the
American Chemical Society 119 (9) (1997) 2343, https://doi.org/10.1021/
ja955377x.

[10] R. Balluffi, J. Cahn, Mechanism for diffusion induced grain boundary migration,
Acta Metallurgica 29 (3) (1981) 493–500, https://doi.org/10.1016/0001-6160(81)
90073-0. http://www.sciencedirect.com/science/article/pii/0001616081900730.

[11] M.S. Sulonen, On the driving force of discontinuous precipitation and dissolution,
Acta Metallurgica 12 (9) (1964) 749–753.

[12] M.S. Sulonen, Discontinuous mode of dissolution of a β phase precipitate into α Cu-
Cd solid solutions, Acta Metallurgica 8 (10) (1960) 669–676, https://doi.org/10.
1016/0001-6160(60)90197-8.

[13] M. Hillert, On the driving force for diffusion induced grain boundary migration,
Scripta Metallurgica Materialia 17 (1) (1983) 237–240, https://doi.org/10.1016/
S1359-6454(97)00285-1.

[14] O. Penrose, On the elastic driving force in diffusion-induced grain boundary mo-
tion, Acta Materialia 52 (2004) 3901–3910, https://doi.org/10.1016/j.actamat.
2004.05.004.

[15] B.E. Sundquist, Cellular Precipitation, Metallurgical and Materials Transactions B 4
(8) (1973) 1919–1934.

[16] J.W. Cahn, The kinetics of cellular segregation reactions, Acta Metallurgica 7
(1959) 18–28.

[17] M. Kajihara, W. Gust, Driving force for grain boundary migration during alloying by
DIGM and DIR in binary systems, Scripta Materialia 38 (11) (1998) 1621–1627,
https://doi.org/10.1016/S1359-6462(98)00095-5.

[18] M. Kajihara, W. Gust, Chemical composition of regions alloyed by digm or dir, Acta
Metallurgica 39 (11) (1991) 2565–2574.

[19] E.A. Brener, D.E. Temkin, Theory of diffusion induced grain boundary migration: Is
mass transport along free surfaces important? Acta Materialia 50 (7) (2002)
1707–1716, https://doi.org/10.1016/S1359-6454(02)00016-2.

[20] J.W. Cahn, P. Fife, O. Penrose, A phase-field model for diffusion-induced grain-
boundary motion, Acta Materialia 45 (10) (1997) 4397–4413, https://doi.org/10.
1016/S1359-6454(97)00074-8.

[21] P.C. Fife, J.W. Cahn, C.M. Elliot, A free-boundary model for diffusion-induced grain
boundary, Oxford 3 (2001) 291–336.

[22] K. Deckelnick, C.M. Elliott, V. Styles, Numerical diffusion-induced grain boundary
motion, Interfaces and Free Boundaries 3 (2001) 393–414.

[23] A.R. Balakrishna, Y.-M. Chiang, W.C. Carter, Phase-field model for diffusion-in-
duced grain boundary migration: An application to battery electrodes, Physical
Review Materials 3 3(6) (2019) 1–12, https://doi.org/10.1103/PhysRevMaterials.
3.065404.

[24] N. Moelans, B. Blanpain, P. Wollants, An introduction to phase-field modeling of
microstructure evolution, Calphad: Computer Coupling of Phase Diagrams and
Thermochemistry 32 (2) (2008) 268–294.

[25] P.A. Deymier, K. Runge, K. Muralidharan, Multiscale paradigms in integrated
computational, Materials Science and Engineering (2016), https://doi.org/10.
1007/978-3-319-24529-4_4.

[26] A.M. Samuel, J.W. Cahn, A microscopic theory for antiphase boundary motion and
its application to antiphase domain coarsening, Acta Metallurgica 27 (1978)
1085–1095.

[27] J.W. Cahn, J.E. Hilliard, Free energy of a nonuniform system. III. Nucleation in a
two-component incompressible fluid, The Journal of Chemical Physics 31 (3)
(1959) 688–699, https://doi.org/10.1063/1.1730447 arXiv:9809069v1.

[28] A. Finel, Y.L. Bouar, B. Dabas, B. Appolaire, Y. Yamada, T. Mohri, Sharp Phase Field
Method, Physical Review Letters 121 (2) (2018) 1–5, https://doi.org/10.1103/
PhysRevLett.121.025501 025501.

[29] J.O. Adersson, T. Helander, L. Höglund, P. Shi, B. Sundman, Thermo-calc & dictra,
Computational Tools For Materials Science, CALPHAD 26 (2) (2002) 273–312.

[30] H. Larsson, The YAPFI phase field implementation (2019) 1–8.
[31] A.A. Wheeler, W.J. Boettinger, G.B. McFadden, Phase-field model for isothermal

phase transitions in binary alloys, Physical Review A 45 (10) (1992) 7424–7440.
[32] C. Li, M. Hillert, A metallographic study of diffusion induced grain boundary mi-

gration in the Fe-Zn system, Acta Metallurgica 29 (1981) 1949–1960.

D. Mukherjee, et al. Computational Materials Science 184 (2020) 109914

9

http://refhub.elsevier.com/S0927-0256(20)30405-5/h0005
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0005
https://doi.org/10.1016/0036-9748(79)90078-4
https://doi.org/10.1016/0036-9748(79)90078-4
https://doi.org/10.1179/095066001101528402
https://doi.org/10.1179/095066001101528402
https://doi.org/10.1038/141413a0
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0025
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0025
https://doi.org/10.1179/cmq.2007.46.4.441
https://doi.org/10.1016/j.matchar.2008.08.014
https://doi.org/10.1016/j.matchar.2008.08.014
https://doi.org/10.1016/j.actamat.2019.06.021
https://doi.org/10.1021/ja955377x
https://doi.org/10.1021/ja955377x
https://doi.org/10.1016/0001-6160(81)90073-0. http://www.sciencedirect.com/science/article/pii/0001616081900730
https://doi.org/10.1016/0001-6160(81)90073-0. http://www.sciencedirect.com/science/article/pii/0001616081900730
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0055
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0055
https://doi.org/10.1016/0001-6160(60)90197-8
https://doi.org/10.1016/0001-6160(60)90197-8
https://doi.org/10.1016/S1359-6454(97)00285-1
https://doi.org/10.1016/S1359-6454(97)00285-1
https://doi.org/10.1016/j.actamat.2004.05.004
https://doi.org/10.1016/j.actamat.2004.05.004
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0075
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0075
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0080
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0080
https://doi.org/10.1016/S1359-6462(98)00095-5
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0090
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0090
https://doi.org/10.1016/S1359-6454(02)00016-2
https://doi.org/10.1016/S1359-6454(97)00074-8
https://doi.org/10.1016/S1359-6454(97)00074-8
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0105
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0105
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0110
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0110
https://doi.org/10.1103/PhysRevMaterials.3.065404
https://doi.org/10.1103/PhysRevMaterials.3.065404
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0120
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0120
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0120
https://doi.org/10.1007/978-3-319-24529-4_4
https://doi.org/10.1007/978-3-319-24529-4_4
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0130
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0130
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0130
https://doi.org/10.1063/1.1730447
https://doi.org/10.1103/PhysRevLett.121.025501
https://doi.org/10.1103/PhysRevLett.121.025501
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0145
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0145
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0150
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0155
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0155
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0160
http://refhub.elsevier.com/S0927-0256(20)30405-5/h0160

	Phase field modelling of diffusion induced grain boundary migration in binary alloys.
	Introduction
	Phase-field model of DIGM
	Governing equations
	Simulations
	Numerical details

	Results
	Microstructure I
	Microstructure II

	Discussion
	Conclusions
	CRediT authorship contribution statement
	Declaration of Competing Interest
	Acknowledgement
	References




