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a b s t r a c t 

In the present study, a multi-domain coupled computational fluid dynamics (CFD) approach is developed 

for the modeling of dryout and post-dryout heat transfer. For the fluid part, the thin film and gas core 

are modeled by the liquid film model and two-fluid model, respectively. For the solid part, the heat- 

ing process is modeled by either using a constant heat source or solving the Joule heating problem. The 

fluid-solid conjugate heat transfer is calculated by using carefully designed coupling schemes which can 

automatically determine the operation mode for pre- and post-dryout regions. Unlike standalone simu- 

lations where only the inner wall temperature is predicted, coupled simulations are able to predict the 

outer wall temperature, allowing a direct comparison with experiments. Simulations were carried out 

for a wide range of flow conditions and validated against the corresponding steady state experiments. 

By newly introducing a film rewetting model, the current CFD code is capable of simulating the tran- 

sient behavior of dryout. With the rewetting model, the coupled code successfully predicted the dryout 

hysteresis. 

© 2020 The Author(s). Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Flow boiling is widely used in high heat flux systems, e.g., elec- 

ronic components and boiling water reactors (BWRs), since vapor- 

zation allows the coolant to efficiently remove heat without a sig- 

ificant temperature increase. A main challenge for such systems is 

he so-called boiling crisis phenomenon, where the efficient heat 

ransfer deteriorates catastrophically due to changes in the under- 

ying heat transfer mechanisms. This can happen to annular flow 

hich is a two-phase flow regime characterized by the coexsitence 

f a thin liquid film and a fast-moving gas core. When the liq- 

id film is depleted, the efficient film-wall heat transfer is replaced 

y the much less efficient vapor-wall convection, causing the wall 

emperature to increase dramatically to an extent that could dam- 

ge the heating wall. This type of boiling crisis is referred to as 

ryout and should be accurately predicted due to its potentially 

angerous consequences. 

The challenge of modeling dryout stems from the fact that it 

nvolves multiple complex phenomena. In the pre-dryout region, 
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here are three main heat and mass transfer mechanisms between 

he liquid film and the gas core: (a) droplet entrainment from the 

lm to the gas core; (b) droplet deposition from the gas core to 

he film; (c) evaporation from the film to the gas core. In the post 

ryout region, the vapor phase becomes over-heated, causing those 

ispersed droplets to evaporate. Such processes should be properly 

odeled in the prediction of dryout. 

The traditional approach for simulating dryout-related phenom- 

na is using 1D empirical correlations where macroscopic quan- 

ities, e.g., superficial velocities and cross-sectional void fraction, 

re used [1–4] . Since there is no need to simulate flow details, 

his approach requires negligible computing resources. In addition, 

uch correlations can be very accurate provided that there are ad- 

quate experimental data. However, there are two main drawbacks 

f this approach. On the one hand, empirical correlations are usu- 

lly constructed based on certain apparatus and flow conditions. 

herefore, their application to other flow configurations should be 

lways conducted with caution. On the other hand, such correla- 

ions are usually constructed based on steady state data. Therefore, 

heir validity in transient simulations is questionable. 

A promising approach to overcome such limitations is to use 

he computational fluid dynamics (CFD) method, where localized 
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Roman symbols 

a i interfacial area density 

c p isobaric specific heat 

C droplet concentration 

C f,i interfacial friction factor 

d 32 Sauter mean diameter 

d in inner diameter of the test section 

d out outer diameter of the test section 

D h hydraulic diameter 

e entrained fraction 

g gravitational vector 

G mass flux 

h specific enthalpy 

h eva evaporation heat transfer coefficient 

h lv latent heat of vaporization 

h in h of liquid at inlet 

h sat h of saturated liquid 

j superficial velocity 

k turbulence kinetic energy 

K mass transfer coefficient 

L distance form inlet in the experiment 

L out length of the test section 

M momentum source 

n unit vector normal to the film 

p pressure 

q heat flux 

q w 

wall heat flux 

Q energy source 

R radius 

Re Reynolds number 

S surface area vector 

S surface area of a film element 

S ρδ mass source for the film 

S ρU δ momentum source for the film 

S ρh δ energy source for the film 

T temperature 

T sub water subcooling at inlet 

T c → f tranformation factor from gas core to film 

T f → c tranformation factor from film to gas core 

u r radial velocity of entrained droplets 

u τ friction velocity 

U streamwise velocity compoment 

U velocity 

U r droplet-vapor relative velocity 

V e electric potential 

V volume of a film-adjacent cell 

We Weber number 

x steam quality 

y ∗ dimensionless boundary distance 

y physical boundary distance 

z inlet elevation in the simulation 

Greek symbols 

α volumetric fraction 

δ film thickness 

δcritical critical δ for dryout 

δmin minimum δ for the liquid film model 

δ0 extrusion thickness 

ε turbulence dissipation rate 

κ thermal conductivity 

� mass source 

η relative velocity difference 

φ a generic variable 
i

2 
ρ density 

σ e electrical conductivity 

�V e V e difference across heated length 

τ shear stress tensor 

μ dynamic viscosity 

γ criterion for film rewetting 

Superscripts 

1 property for Tube-1 

2 property for Tube-2 

d → f droplet to film transfer 

d → v droplet to vapor transfer 

f → d film to droplet transfer 

f → v film to vapor transfer 

p predicted 

v → d vapor to droplet transfer 

Subscripts 

c gas core 

d droplet 

dep deposition 

ent entrainment 

eva evaporation 

ex extruded surface 

f film 

g gravity 

i interface 

k phase indicator 

l liquid phase 

N i a neighboring cell of P 

P a discretized cell 

s solid 

so source surface 

σ surface tension 

τ v interfacial shear 

τw 

wall shear 

tr onset of annular flow 

v vapor 

uantities are obtained by numerically solving the corresponding 

overning equations. Given good enough grids, interface captur- 

ng methods, e.g., the volume of fluid method and the level-set 

ethod, are able to simulate the complex interface structure in 

nnular flows [5–9] . However, such a fine grid requirement is too 

emanding to achieve for practical dryout predictions due to the 

resence of tiny droplets and thin films in long flow channels. 

herefore, detailed interface structures are usually not modeled 

n practical CFD simulations, which can be categorized into two 

roups. In the first group, a two-fluid multi-field framework is used 

o describe the annular flow, where a separate volumetric fraction 

10,11] or the total liquid phase volumetric fraction [12,13] is used 

o model the thin film. The occurrence of dryout is determined by 

he local vapor quality or void fraction. In the second group, the 

hin film is modeled by the liquid film model [14] and the gas core 

s modeled by either the Eulerian-Eulerian or Eulerian-Lagrangian 

ethods [15–20] . This group of multi-domain simulations can be 

urther divided into three categories: (a) only pre-dryout annular 

ow is modeled [15,16,19] ; (b) dryout is predicted but no post- 

ryout heat transfer is modeled [20] ; (c) dryout is predicted with 

he post-dryout heat transfer being modeled [17,18] . In the last two 

ategories, the dryout occurrence is determined by the calculated 

lm thickness. It should be noted that even though all these prac- 

ical CFD simulations were carried out in a transient manner, only 

he (quasi) steady state results were compared to the correspond- 

ng experiments. Therefore, further investigations are required to 
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ake such models capable of simulating the transient behavior of 

ryout. 

Another limitation of previous studies using both empirical cor- 

elations and CFD is that most simulations were carried out on 

he fluid side with the heating structure being modeled as a pre- 

cribed heat flux. Therefore, the quality of such heat fluxes plays 

n important role in the accurate prediction of the wall tempera- 

ure, making this treatment obviously unsuitable for complex heat 

tructures [21] . Actually, this approach should be revisited even for 

imple heating structures, e.g., a round tube, due to several rea- 

ons. First, around the dryout location, there is a large tempera- 

ure gradient which leads to an axial heat flux inside the heat- 

ng structure. Second, in experiments using Joule heating [22–24] , 

emperature changes cause the heating power to redistribute due 

o the temperature dependency of the solid electrical conductiv- 

ty. This effect might be strong for the post-dryout heat transfer. 

hird, during power transients, wall heat flux does not change syn- 

hronously with the heating power due to the thermal inertia of 

he heating structure. There is an additional issue with such a heat 

ux treatment when coming to the model validation. In dryout ex- 

eriments, there are two types of wall temperatures, namely, inner 

all and outer wall temperatures. Inner wall temperature refers to 

he temperature at the fluid-solid interface. While outer wall tem- 

erature is the temperature at the outer surface of the solid. Only 

uter wall temperatures are accessible in the experiments, which 

re then used to deduce the inner wall temperatures by using cer- 

ain assumptions. Consequently, such experimental inner wall tem- 

eratures may themselves be subject to large uncertainties, mak- 

ng them unfavorable for model validations. Therefore, it is neces- 

ary and crucial to accurately model the heating structure in dry- 

ut simulations. For the multi-field approach, there has been some 

ecent development to model the solid heat transfer [25,26] , where 

teady state results have been presented. However, such conju- 

ate heat transfer modeling method is yet to be developed for the 

ulti-domain CFD approach. 

In the present study, we further develop the multi-domain CFD 

pproach for the modeling of dryout and post-dryout heat trans- 

er. New models are introduced such that the code is capable of 

imulating dryout transients as well as the heat transfer inside the 

eating structure. 

. Methods 

The present CFD model solves different governing equations in 

he fluid and solid regions. 

.1. Multi-domain modeling of fluids 

The thin film region is modeled by the liquid film model 

14] and the gas core is modeled using the Eulerian-Eulerian ap- 

roach. 

.1.1. Liquid film 

For any quantity φ, we introduce the following depth-averaged 

uantity: 

= 

1 

δ

∫ δ

0 

φ d n, (1) 

here δ is the film thickness and n denotes the wall-normal direc- 

ion. The depth-averaged governing equations are as follows: 

∂(ρ f δ) 

∂t 
+ ∇ s · (ρ f δU f ) = S ρδ, (2) 

∂(ρ f δU f ) + ∇ s · (ρ f δU f U f ) = −δ∇ s p + S ρUδ, (3) 

∂t 

3 
∂(ρ f δh f ) 

∂t 
+ ∇ s · (ρ f δU f h f ) = S ρhδ, (4) 

here ∇ s is surface nabla operator; S ρδ , S ρU δ , and S ρh δ represent 

orresponding mass, momentum and energy source terms, respec- 

ively. 

.1.2. Gas core 

The following governing equations are used for the Eulerian- 

ulerian modeling of the gas core based on the two-fluid model 

27] ; 

∂(αk ρk ) 

∂t 
+ ∇ · (αk ρk U k ) = �k , (5) 

∂(αk ρk U k ) 

∂t 
+ ∇ · (αk ρk U k U k ) = − αk ∇p + ∇ · (αk τk ) + αk ρk g + M k ,

(6) 

∂(αk ρk h k ) 

∂t 
+ ∇ · (αk ρk U k h k ) = −∇ · (αk q k ) + Q k , (7) 

here k denotes phases; �k is the total mass source; M k is the 

otal momentum source; Q k is the total energy source. 

For simplicity, we introduce the following notations: subscripts 

ep, ent and eva denote deposition, entrainment and evaporation, 

espectively; in the superscripts, f, d and v mean film, droplet and 

apor, respectively, and “ → ” is used to denote the direction of 

he transfer process. Therefore, we can write out source terms as 

ollows: 

d = � f→ d 
ent − �d→ f 

dep 
− �d→ v 

e v a , (8) 

v = �d→ v 
e v a + � f→ v 

e v a , (9) 

 d = M 

f→ d 
ent − M 

d→ f 

dep 
− M 

d→ v 
e v a + M 

v → d , (10) 

 v = M 

d→ v 
e v a + M 

f→ v 
e v a + M 

d→ v , (11) 

 d = Q 

f→ d 
ent − Q 

d→ f 

dep 
− Q 

d→ v 
e v a , (12) 

 v = Q 

d→ v 
e v a + Q 

f→ v 
e v a , (13) 

here M 

v → d and M 

d → v are momentum sources that are not re- 

ated to mass sources and satisfy the following relation 

 

d→ v = −M 

v → d . (14) 

n the present study, only drag and turbulent dispersion forces are 

onsidered for the droplets since it has been shown that lift and 

all lubrication forces are only important for bubbly flows and can 

e neglected for pre- and post-dryout simulations [13] . The virtual 

ass is also neglected since droplets are much heavier than the va- 

or phase. The standard k − ε model is used for the vapor phase, 

hile no turbulence model is used for the droplet phase. 

Source terms related to the coupling between the gas core and 

he film are discussed in Appendix A . The heat transfer between 

roplets and the vapor phase is modeled as follows 

 

d→ v 
e v a = h e v a a i (T v − T d ) , (15) 

here T d is the droplet temperature and is kept at saturation tem- 

erature; a i is the interfacial area density which is obtained by 

olving a simple interfacial area transport equation [28–30] ; h eva 

s the heat transfer coefficient, which is calculated as follows [31] : 

h e v a d 32 

κv 
= 2 + 0 . 6 

(
ρv | U r | d 32 

μv 

) 1 
2 (μv c p, v 

κv 

) 1 
3 

, (16) 
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here κv is the thermal conductivity of the vapor phase; d 32 is 

he Sauter mean diameter calculated based on a i ; U r is the relative 

elocity between droplets and vapor. 

.2. Heat transfer in solid 

For solid regions, the governing equation for heat conduction 

eads 

s c p,s 
∂T s 

∂t 
= ∇ · ( κs ∇T s ) + Q s , (17) 

here ρs , c p,s and κ s are the solid density, heat capacity and ther- 

al conductivity, respectively; Q s is the volumetric heat source 

n the solid region. By assuming Q s is uniformly distributed, its 

alue could be calculated based on the wall heat flux and the solid 

eometry. However, this assumption could be weak in the post- 

ryout related experiments, where Joule heating is used to heat 

p the solid. The uniform heat source treatment is equivalent to 

ssume that the electrical conductivity, σ e , is constant, which is 

ctually temperature dependent. In order to model the Joule heat- 

ng effect accurately and to evaluate the uniform heat source as- 

umption, Q s is also modeled in the following way: 

 s = (σe ∇V e ) · ∇V e , (18) 

here V e is the electric potential field obtained by solving the fol- 

owing equation: 

 · (σe ∇V e ) = 0 , (19) 

ith a constraint on the voltage difference, �V e , across the heated 

ength. However, �V e is unfortunately not documented in [22] . 

herefore, an iterative procedure is adopted to determine the value 

f �V e such that the total heating power matches the experiment. 

.3. Film-gas core coupling for pre-dryout regions 

The coupling between the liquid film and the gas core is 

chieved by modeling different phenomena with closures. The 

ass source term consists of source terms for droplet deposition, 

roplet entrainment and film evaporation as follows 

 ρδ = S d→ f 

ρδ,dep 
− S f→ d 

ρδ,ent 
− S f→ v 

ρδ,e v a . (20) 

The liquid film momentum source term is split into two compo- 

ents, namely, shear-stress-based source terms and pressure based 

ource terms. Shear-stress-based momentum source terms con- 

ider momentum transfer in the interface-tangential direction as 

ollows 

 ρUδ = S ρUδ,g + S ρUδ,τw 
+ S ρUδ,τv + S d→ f 

ρUδ,dep 
− S f→ d 

ρUδ,ent 
− S f→ v 

ρUδ,e v a . 

(21) 
Fig. 1. Rewetting model for the liquid film region: dry patch P is set to wetta

4 
The pressure-based momentum sources handle momentum 

ransfer in the interface-normal direction as follows: 

p = p c + p g + p σ + p d→ f 

dep 
− p f→ d 

ent − p f→ v 
e v a . (22) 

Energy source terms for the liquid film are: 

 ρhδ = S ρhδ,q w + S d→ f 

ρhδ,dep 
− S f→ d 

ρhδ,ent 
− S f→ v 

ρhδ,e v a . (23) 

Details of the individual source terms are given in Appendix A 

.4. Dryout criteria 

In the simulation, when the local film thickness is smaller than 

 critical film thickness, δcritical , it is assumed that dryout occurs at 

his spot. δcritical could be calculated using the following correlation 

32] : 

critical = 

(
q w 

h lv G f 

)0 . 35 
(

1 
ρv 

− 1 
ρl 

)
μ2 

l 

σ
× 10 

8 . 8 

(
μv 
μl 

)0 . 617 

. (24) 

ven though this criterion has been used in previous simulations 

17,18,20] , it is not used in the present study since it can be sub-

tituted with a much simpler one. 

A minimum film thickness, δmin , is often used in the liquid film 

imulations to maintain the numerical stability. In such a treat- 

ent, only patches with δ > δmin are considered wet. Then we can 

irectly use δcritical = δmin for dryout detection. This criterion will 

e further discussed in Section 4.1 . 

.5. Dry patch treatment 

The identified dry patches should be excluded from the liquid 

lm calculation, i.e., the corresponding film thickness should be set 

o zero. This is handled on the matrix level [33] . It should be noted

hat this dry patch treatment implicitly assumes that once a patch 

urns dry, it will remain dry, since a zero-thickness film always sat- 

sfies two aforementioned dryout criteria. In order to avoid this is- 

ue, a rewetting model is introduced to allow certain dry patches 

o become wet again, as shown in Fig. 1 . The idea is that a dry

atch is allowed to become wettable if it has at least one wet 

eighbor with an excessive film thickness. Therefore, for a given 

ry patch P , we set it to wettable if there is a neighboring patch

 i that satisfies 
δN i 

δcritical,N i 

> γ , where γ is set to 1.5 in the present 

tudy. Then, based on the governing balance equations, the film 

hickness at P can increase via droplet deposition and film advec- 

ion. 

We note that handling dry patches on the matrix level has a 

ide effect. When dryout occurs, film boundary conditions set at 

he outlet become redundant since their contribution to the ma- 

rix is neglected. In such cases, the real boundary is the wet-dry 
ble if it has at least one wet neighbor with an excessive film thickness. 
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Fig. 2. Coupling scheme for standalone simulations. 

b

t

i

fi

A

w

t

2

s

T

v

h

2

c

fl

c

w

t

p

t

m

c

w

p  

fl

u

s

s

p

n

t

t  

t

r

s

i

F

i

c

3

3

b

s

h

t

orders as shown in Fig. 1 , which are moving during the simula- 

ion. Therefore, proper conditions must be applied to these mov- 

ng boundaries. In the present study, this is achieved by using the 

rst-order upwind scheme for advection terms in the film region. 

s a result, the wet-dry border will always take values from the 

et patch, which is equivalent to setting a no gradient condition 

o a fixed boundary. 

.6. Film-gas core coupling for post-dryout regions 

In the present study, the transition boiling region is not con- 

idered due to our limited understanding of this complex process. 

herefore, for the whole post-dryout region, we assume that the 

apor is in direct contact with the tube wall and absorbs all the 

eat flux. 
Fig. 3. Coupling schemes for

5 
.7. Coupling schemes 

All the aforementioned submodels are coupled together via 

arefully designed schemes. For instance, the coupling scheme for 

uid-only simulations is illustrated in Fig. 2 . Such simulations are 

onducted within a single fluid solver implemented in OpenFOAM, 

hich handles both calculation and data exchanging. Therefore, 

hese simulations are referred to as standalone simulations in the 

resent study. 

The coupling scheme for fluid-solid simulations is more sophis- 

icated due to the fact that film patches need to exchange infor- 

ation with the other two regions simultaneously. This is quite 

hallenging to achieve in a single OpenFOAM solver. Therefore, 

e adopt a partitioned coupling strategy for the fluid-solid cou- 

ling, as illustrated in Fig. 3 . The solid solver solves Eq. (17) . The

uid solver is essentially the solver developed for standalone sim- 

lations but operates in a different mode. These two OpenFOAM 

olvers are coupled together via the preCICE library [34] . The fluid- 

olid simulations are referred to as coupled simulations in the 

resent study. 

The coupled simulation can be performed in two modes, 

amely, with and without thermal inertia of the solid. For the lat- 

er, we just need to set ρs c p,s to zero to deactivate the temporal 

erm in Eq. (17) . This is very useful when we are only interested in

he steady state results. For this type of coupling, we only need to 

eplace the heat flux in Fig. 2 with the heat flux calculated by the 

olid solver, as shown in Fig. 3 a. While a different coupling scheme 

s used for coupled simulations with thermal inertia, as depicted in 

ig. 3 b. This is based on the fact that heat flux decreases dramat- 

cally right after a wet film patch becomes dry, which cannot be 

aptured by the former coupling scheme. 

. Results and discussions 

.1. Simulated cases 

Simulations were carried out based on post-dryout experiments 

y Becker et al. [22] , where the outer wall temperature was mea- 

ured for a wide range of flow conditions in different electrically 

eated round tubes. Uncertainties for heating power, flow rate, 

emperature measurements were ± 1%, ± 1%, ± 3.6 K, respec- 
 coupled simulations. 
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Table 1 

Key parameters for simulated experiments. 

Run G [kg/m 

2 /s] q w [MW/m 

2 ] T sub [K] p [MPa] d in [mm] d out [mm] L out [m] z [m] 

251 3102.0 1.268 10.3 7.01 14.9 20.8 7 3 

277 500.6 0.511 11.2 7.02 14.9 20.8 7 3 

324 1486.4 1.015 9.5 3.01 14.9 20.8 7 3 

334 497.7 0.562 9.0 2.98 14.9 20.8 7 3 

497 2132.0 0.738 10.1 15 24.69 31.7 7.1 5 

510 2395.0 0.941 9.8 15 24.69 31.7 7.1 4.3 

t

t
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t
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3
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s
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b
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p

Table 2 

Discretized meshes. 

Run 

mesh-A mesh-B mesh-C 

cell no. y ∗ range cell no. y ∗ range cell no. y ∗ range 

251 54,000 67–288 115,200 61–222 294,912 47–158 

277 38,000 53–191 84,480 43–148 229,376 32–103 

324 54,000 64–224 115,200 52–175 294,912 39–128 

334 38,000 65–207 84,480 51–163 229,376 37–114 

497 54,000 31–287 115,200 29–218 294,912 25–161 

510 54,000 35–312 115,200 29–227 294,912 26–171 
ively. The following factors have been considered when selecting 

he six flow conditions shown in Table 1 . 

Regarding the operating pressure, values around 7 MPa have 

een almost always used in previous studies [12,13,15–20,26] since 

t is the operating pressure for BWRs. In this study, we would like 

o test our models with a wide range of operating pressures. For 

ach selected operating pressure, different flow rates and wall heat 

uxes have been chosen such that we can get both saturated vapor 

nd superheated vapor (if possible). Also, two different test sec- 

ions were selected. The one with smaller inner and outer diam- 

ters is denoted as Tube-1, and the other as Tube-2. The thermal 

onductivities for Tube-1 and Tube-2 are calculated as 

1 
s (T s ) = 0 . 0173307 T s + 7 . 57431 , (25) 

nd 

2 
s (T s ) = 0 . 0137174 T s + 10 . 9456 , (26) 

espectively [22] . The corresponding electrical conductivities are 
alculated as follows [22,35] 

1 
e ( T s ) = 

{
4 . 2798 ×10 −5 T 3 s −0 . 0215204 T 2 s −106 . 373 T s + 934888 , T s < 758 . 5 K ,

1 . 98033 ×10 −4 T 3 s −0 . 746319 T 2 s + 923 . 554 T s + 502946 , T s ≥758 . 5 K ,

(27)

nd 

2 
e (T s ) = −5 . 71758 × 10 −4 T 3 s + 1 . 90225 T 2 s −2379 . 14 T s + 1937670 . (28)

uch a difference in electrical conductivities allows us to investigate the 

ole of Joule heating effect modeling. 

.2. Computational domains 

A proper computational domain should be firstly decided since 

he present model is only capable of modeling annular and mist 

ows. The straightforward option would be using a computational 

omain starting from the onset of annular flow. For example, the 

nset steam quality of an annular flow, x tr , can be determined as 

ollows [36,37] : 

 tr = 

0 . 6 + 0 . 4( 
√ 

gD h (ρl − ρv ) ρl /G ) 

0 . 6 + 

√ 

ρl /ρv 
. (29) 

he required length to get such a quality, L tr , is calculated by: 

 tr = 

GD h (h sat + x tr h lv − h in ) 

4 q w 

, (30) 

here h in is the water enthalpy at the test-section inlet in the ex- 

eriment. Then the simulations can start at z = L tr . In the present

tudy, the inlet position is evaluated as follows 

 = max (L tr , 3 m ) . (31) 

his allows us to avoid using excessively long computational do- 

ains where relatively thick liquid films may exist, as will be dis- 

ussed in Section 4.3 . The inlet locations are given in Table 1 . 
6 
.3. Inlet conditions 

Proper boundary conditions must be specified at the computa- 

ional domain inlets, which is achieved by using energy balance 

nd empirical correlations. The detailed procedure is provided in 

ppendix B . 

.4. Discretization schemes 

All the equations are solved numerically using OpenFOAM, 

hich is based on the finite volume (FV) method. A brief de- 

cription on how to solve the liquid film model using the FV ap- 

roach is given in Appendix C . Linear interpolations are used to 

alculate face values based on values at cell centroids. The least 

quares method is used to calculate (full) gradient terms. Face- 

ormal gradients are calculated by the central-differencing scheme 

ith an explicit non-orthogonal correction. These face-normal gra- 

ients are then used for the calculation of Laplacian terms us- 

ng the Gauss divergence theorem. For the gas core region, di- 

ergence terms in the volumetric fraction equation are discretized 

sing the vanLeer scheme. Divergence terms for other scalar 

nd vector variables are discretized using the linearUpwind 
nd linearUpwindV schemes, respectively. These divergence 

chemes are all second-order accurate. Temporal terms are dis- 

retized using the implicit Euler scheme, which is first-order ac- 

urate. 

.5. Verification 

Our verification tests focus on the mesh size dependency study 

ased on the standalone simulations. Each flow condition is sim- 

lated with three successively refined hexahedral O-grids (num- 

ered from A to C), as shown in Table 2 . For instance, the cross-

ectional view of mesh-C for Run-251 is given in Fig. 4 . y ∗ = 

ρv u τ y 
μv 

s the dimensionless boundary distance for a near-boundary cell 

here boundary refers to film surface and solid wall for the pre- 

nd post-dryout regions, respectively. y is the corresponding phys- 

cal distance between the cell centroid and the boundary. u τ is the 

riction velocity which is calculated based on k . 

All simulations were run in transient mode and finally reached 

teady states. The axial wall temperature and film thickness pro- 

les are plotted in Fig. 5 . It should be noted that, in order to com-

are results in a compact manner, such profiles are averaged along 
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Fig. 4. Cross-sectional view of mesh-C for Run-251. 
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he circumferential direction. There are two important conclusions 

hat we can draw from these simulations. 

On the one hand, the dryout location is insensitive to mesh re- 

nement in all cases. On the other hand, a mesh size dependency 

s spotted for the post-dryout heat transfer that finer grids tend to 

redict lower wall temperatures. This discrepancy disappears when 

roplets are totally evaporated, e.g., regions near outlets for Run- 

77 and Run-334. Actually, this issue is caused by the modeling 

f the evaporation of droplets. As shown in Eq. (15) , there is a

ositive correlation between Q evq and T v . For a near-wall cell in 

he post-dryout region, T v is larger for finer grids since the cell 

entroid is closer to the heating surface. As a result, there is a 

igher evaporation of droplets, meaning that less energy will be 

aken away by the less efficient vapor-wall convective heat trans- 

er. Therefore, the wall temperature will be lower for finer grids. 

ctually, the enhanced evaporation also increases the convective 

eat transfer coefficient by increasing the vapor flow rate, which 

lso contributes. This issue will be further investigated in future 

tudies. In the remaining parts of the present study, we will use 

esh-B for further discussions unless otherwise stated. 

.6. Simulations without thermal inertia 

Standalone simulations use the heat flux boundary condition to 

imic the solid heating effect. This heat flux is usually calculated 

ased on the steady state heating power which does not consider 

he thermal inertia effect of the solid. The coupled simulations 

ere first carried out without thermal inertia and compared with 

he corresponding standalone simulations, as shown in Fig. 6 . For 

olid regions, there are always ten layers of cells in the thickness 

irection. In addition, two heating approaches, i.e., uniform heating 

nd Joule heating, were both used for the solid region. 

The most obvious advantage of the coupled simulation is that 

he outer wall temperature is available, allowing a direct compari- 

on with the experiment. 

Two test sections respond differently to the solid heating ap- 

roaches. For Tube-1, almost the same results are predicted by the 

wo heating approaches. The reason is that, even though Tube-1 

as a temperature-dependent electrical conductivity, as shown in 

q. (27) , σ 1 
e varies in a tiny range, which is essentially equivalent 

o the uniform heating approach. However, for Tube-2, quite dif- 
7 
erent results are predicted. The reason is that σ 2 
e varies in a much 

arger range and decreases with temperature. As a result, in com- 

arison with the uniform heating approach, post-dryout regions 

ave larger heating powers in the Joule heating approach, resulting 

n higher wall temperatures. This is proved by inspecting the heat 

ux at the inner wall, as shown in Fig. 7 . For the uniform heat-

ng approach, the heat flux only shows different values around the 

ryout location, which is caused by the internal heat flux in the 

olid region that goes from high-temperature dry regions to low- 

emperature wet regions. However, for the Joule heating approach, 

n addition to this abrupt change around the dryout location, other 

egions also have different heat fluxes. Pre-dryout regions have 

ather uniform heat fluxes since the solid temperature is uniform 

long the flow direction. The heat flux for the post-dryout region 

ecreases in the flow direction since electrical resistance drops in 

he same direction. The heat flux difference between the pre- and 

ost-dryout regions is as high as 15%. We note that Tube-2 was 

ade of stainless steel, which is widely used in experiments and 

ndustrial applications. Such findings challenge the standalone ap- 

roach since the uniform heat flux assumption could be poor. 

Since the transition boiling is not considered in the present 

tudy, the gradual temperature increase in this region cannot be 

aptured in the simulations. Instead, wall temperatures increase 

harply at the dryout point. For the fully developed post-dryout re- 

ion, qualitatively correct temperature trends have been predicted 

or all the cases. However, only simulations for Run-277 can quan- 

itatively match the experiment. Relatively large errors are spot- 

ed for Run-497 and Run-510 where the operating pressure was 

5 MPa. In our opinion, the reason might be that deposition and 

ntrainment closures described in Appendix A become inaccurate 

or high operating pressures. 

.7. Simulations with thermal inertia 

A postulated power transient based on Run-277 is used to as- 

ess the code performance when the thermal inertia effect is con- 

idered. For the standalone simulation, there is no thermal iner- 

ia. Consequently, all the power is taken away by the fluid region. 

herefore, we can use the wall heat flux in the standalone simu- 

ation to show how the input power changes during the transient, 

s depicted in Fig. 8 . The transient starts from a fully developed 

emperature and flow fields with a low heating power (20% of the 

eating power in Run-277). Then it undergoes two step increases 

nd two step decreases, where the time interval between power 

hanges is set to 20 s. This heat flux transient is used to calcu- 

ate the corresponding uniform heating source in the coupled sim- 

lation, where ρs = 8370 kg/m 

3 and c p,s = 461 J/kg/K are used in 

q. (17) . 

As shown in Fig. 8 , in comparison with the standalone simula- 

ion, the wall heat flux at the fluid-solid interface has an obvious 

elayed response to both power increases and decreases, which is 

aused by the thermal inertia of the solid region. In addition, there 

re more interesting phenomena in Fig. 8 that are better explained 

y inspecting Fig. 9 , where the wall film coverage is used as an

ndicator for the dryout location. 

First of all, we could clearly see the effect of the rewetting 

odel described in Section 2.5 , without which the film coverage 

ould not increase during the power decrease transients. 

Another finding is that, during the power increase transients, 

here are two slight heat flux drops around 5 s and 23 s in Fig. 8 ,

hich are caused by newly occurring dry patches that worsen the 

eat transfer at the wall. After the film coverage stabilizes, the heat 

ux starts to increase again. 

The third interesting phenomenon is the so-called dryout hys- 

eresis. Dry patches form rather fast in the power increase tran- 

ients. However, the disappearance of dry patches is much slower 
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Fig. 5. Film thickness and wall temperature profiles calculated by different grids. 

8 
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Fig. 6. Temperature comparison for simulations without thermal inertia. 

9 
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Fig. 7. Dimensionless wall heat flux comparison. 

Fig. 8. Mean normalized wall heat flux at the fluid-solid interface during the power 

transient. 

Fig. 9. Film coverage at the wall during the power transient. 
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10 
hen power decreases, as clearly seen in Fig. 9 . The solid thermal 

nertia plays an important role in this process, since it takes time 

or the wall heat flux to decrease, as shown in Fig. 8 . 

. Sensitivity studies 

Sensitivity studies have been carried out for several parameters 

o help us better understand the performance of present models. 

.1. δmin 

δmin = 10 −6 mm has been used in all the above simulations. 

 sensitivity study on this parameter has been carried out using 

un-251, as shown in Fig. 10 . As expected, dryout occurred ear- 

ier for some large δmin values. However, the same results have be 

btained for δmin ≤ 5 × 10 −6 mm. Therefore, one can choose any 

alue in this range. 

δmin also plays a role in the rewetting modeling, as shown in 

ig. 1 . For a given γ , a smaller δmin means that the rewetting event

s easier to be triggered. The postulated transient has been carried 

ut to check this effect with different δmin for Run-277 with mesh- 

, as shown in Fig. 11 . It can be seen in the zoomed-in view that

ewetting occurs a little earlier for smaller δmin values. However, 

his difference is barely visible when inspecting the film coverage 
Fig. 10. Last wet patch elevation for Run-251 with different δmin . 

Fig. 11. Film coverage during the postulated transient with different δmin . 
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Fig. 12. Film coverage during the postulated transient with different γ . 

Fig. 13. Results for Run-334 with different inlet elevations. 
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volutions for the whole power transient. Therefore, the value of 

min has a rather limited effect on dryout transients. 

.2. γ

In terms of the rewetting modeling, γ plays a role similar to 

min that a smaller value makes it easier for rewetting to occur, 

s confirmed by the zoomed-in view in Fig. 12 . Nevertheless, this 

ifference is negligible for the whole rewetting process. 

.3. Inlet elevation 

One important reason for using Eq. (31) to determine the ele- 

ation of the inlet in simulations is that the film might be rela- 

ively thick at the beginning of annular flow regions. In such cases, 

he liquid film model described by Eqs. (2) - (4) may become erro- 

eous. A sensitivity study on z has been carried out for Run-334, 

here L tr ≈ 0.76 m. As shown in Fig. 13 , for the z = 1 m case, the

lm thickness could exceed 0.8 mm, which is rather thick, consid- 

ring the fact the tube inner diameter is only 14.9 mm. In compar- 

son with higher elevations, different results have been predicted 

or the dryout location and post-dryout wall temperature. The con- 

istency within high-elevation results also indicates that the inlet 

onditions described in Appendix B are rather robust. 
11 
. Conclusions and outlook 

In the present study, the multi-domain coupled CFD approach 

s further developed for the modeling of dryout and post-dryout 

eat transfer, which is achieved by introducing several key sub- 

odels. A rewetting model has been developed which enables the 

ode to simulate both the occurrence and disappearance of dry- 

ut. Advanced coupling schemes have been developed such that 

he gas core-film-solid coupling can be carried out efficiently in 

ifferent modes. In com parison with standalone simulations, cou- 

led simulations could predict the outer wall temperatures of the 

est sections, allowing a direction comparison with the experi- 

ent. The coupled simulation also shows its capability of modeling 

ore complex heat transfer phenomena, e.g., power redistribution 

aused by the Joule heating effect and the dryout hysteresis. In ad- 

ition, sensitivity studies show that the newly introduced models 

erform quite robust despite the fact that few tunable coefficients 

re used. 

More developments are still required in the field. One direc- 

ion is trying to develop a better droplet evaporation model to 

liminate the grid size dependency issue for the post-dryout heat 

ransfer. The other is modeling the gas core with the Eulerian- 

agrangian approach such that there is no need to introduce clo- 

ures for droplet deposition. It will also be useful to develop mod- 

ls for the transition boiling region to get a better agreement with 

he experiment. In addition, this would allow us to further in- 

roduce wall temperature into the rewetting modeling. Neverthe- 

ess, more localized mechanistic closures should be developed for 

he coupling between the film and the gas core, especially for the 

roplet entrainment process, such that better predictions could be 

btained for high-pressure flow conditions. 
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ppendix A. Closures for the coupling between the liquid film 

nd the gas core 

The coupling between the gas core and the film is achieved 

y exchanging information between the film region and the film- 

djacent cells. 

1. Closures related to mass exchange 

In order to simplify the following discussions, we introduce the 

ollowing two transformation parameters: 

 c→ f = 

V 

, (A.1) 

S 

https://doi.org/10.13039/501100004359
https://doi.org/10.13039/501100004543
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Fig. A1. Grids near the coupled wall, where the coupled surface (colored in blue) 

has an area S , and the adjacent cell (colored in red) has a volume V . (For interpre- 

tation of the references to colour in this figure legend, the reader is referred to the 

web version of this article.) 
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nd 

 f→ c = 

S 

V 

, (A.2) 

here S is the surface area of a given surface film element, V 

s volume of the corresponding adjacent cell in the gas core, as 

hown in Fig. A.14 . 

1.1. Deposition 

The key parameter of modeling the deposition process is the 

eposition rate, S ρδ,dep . According to [38] , the deposition rate is cal- 

ulated as follows, 

 

d→ f 

ρδ,dep 
= K dep C, (A.3) 

here C is the droplet concentration in the gas core and is calcu- 

ated locally in the present study using the following formula: 

 = 

αd ρd U d 

αd U d + αv U v 
, (A.4) 

here U d and U v are the localized streamwise velocities for the 

roplet and the vapor, respectively. 

K dep is the mass transfer coefficient of deposition, which is cal- 

ulated by the following correlation [39] : 

 dep = 0 . 0632 

(
D h C 

σ

)−0 . 5 

. (A.5) 

Consequently, we can get all the other deposition-related source 

erms: 

d→ f 

dep 
= T f→ c S 

d→ f 

ρδ,dep 
, (A.6) 

 

d→ f 

dep 
= �d→ f 

dep 
U d , (A.7) 

 

d→ f 

dep 
= �d→ f 

dep 
h d , (A.8) 

p d→ f 

dep 
= �d→ f 

dep 
(U d · n ) , (A.9) 

 

d→ f 

ρUδ,dep 
= �d→ f 

dep 
[ U d − (n · U d ) n ] , (A.10) 
12 
 

d→ f 

ρhδ,dep 
= T c→ f Q 

d→ f 

dep 
, (A.11) 

here n is the unit normal vector of the coupling surface, pointing 

orm the gas core to the liquid film. 

1.2. Entrainment 

There are various ways to calculate the entrainment rate, S ρδ,ent . 

he one proposed by Okawa et al. [40] is 

 

f→ d 

ρδ,ent 
= K ent ρ f 

C f,i ρv j 
2 
v δ

σ

(ρ f 

ρv 

)0 . 111 

, (A.12) 

here j v is the superficial velocity of vapor, K ent = 4 . 79 × 10 −4 m/s.

The radial velocity of the entrained droplets is calculated by the 

ollowing correlation [41] : 

 r = 11 . 1 u τ

√ 

ρv 

ρ f 

. (A.13) 

All the other entrainment-related source terms are listed below: 

p f→ d 
ent = S f→ d 

ρδ,ent 
u r , (A.14) 

 

f→ d 

ρUδ,ent 
= S f→ d 

ρδ,ent 
U f , (A.15) 

 

f→ d 

ρhδ,ent 
= S f→ d 

ρδ,ent 
h f , (A.16) 

f→ d 
ent = T f→ c S 

f→ d 

ρδ,ent 
, (A.17) 

 

f→ d 
ent = T f→ c [ S 

f→ d 

ρUδ,ent 
− p f→ d 

ent n ] , (A.18) 

 

f→ d 
ent = T f→ c S 

f→ d 

ρhδ,ent 
, (A.19) 

1.3. Evaporation 

In the pre-dryout region, it is assumed that the wall heat flux, 

 w 

, is totally used to evaporate the liquid film. Therefore, the 

ource term for evaporation is calculated as: 

 

f→ v 
ρδ,e v a = 

q w 

h lv 
, (A.20) 

here h lv is the latent heat of vaporization. Then other 

vaporation-related terms are calculated as follows: 

p f→ v 
e v a = 

(S f→ v 
ρδ,e v a ) 

2 

2 ρv 
(A.21) 

 

f→ v 
ρUδ,e v a = S f→ v 

ρδ,e v a U f , (A.22) 

 

f→ v 
ρhδ,e v a = S f→ v 

ρδ,e v a (h lv + h f ) = q w 

+ S f→ v 
ρδ,e v a h f , (A.23)

f→ v 
e v a = T f→ c S 

f→ v 
ρδ,e v a , (A.24) 

 

f→ v 
e v a = T f→ c [ S 

f→ v 
ρUδ,e v a − p f→ v 

e v a n ] , (A.25) 

 

f→ v 
e v a = T f→ c S 

f→ v 
ρhδ,e v a , (A.26) 

2. Other closures 

2.1. Velocity coupling 

By assuming a parabolic velocity profile inside the liquid film, 

he wall shear stress is calculated as 

 ρUδ,τw 
= −μ f 

3 U f 
, (A.27) 
δ
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nd the velocity at the interface between the film and the gas core 

s 

 i = 

3 

2 

U f . (A.28) 

his is used as the boundary conditions for the gas-core velocities. 

The film-vapor shear stress term is calculated as 

 ρUδ,τv = 

1 

2 

C f,i ρv | U v − U f | (U v − U f ) , (A.29) 

here C f,i is the interfacial friction factor which is calculated as 

ollows [36] : 

 f,i = 0 . 005 

(
1 + 300 

δ

D h 

)
. (A.30) 

2.2. Gravity terms 

The film-normal term is calculated as 

p g = −ρ f δ(n · g) , (A.31) 

nd the film-tangential contribution is calculated as 

 ρUδ,g = ρ f δ[ g − (n · g) n ] . (A.32) 

2.3. Surface tension 

The surface tension is approximated by 

p σ = −σ∇ 

2 
s δ. (A.33) 

2.4. Gas core pressure 

The gas core pressure p c is taken from the adjacent gas core 

ell. 

ppendix B. Inlet conditions 

1. Primary quantities 

For a given distance, z , to the inlet in the experiment, the corre- 

ponding steam quality is calculated based on the energy balance: 

 = 

1 

h lv 

(
4 q w 

z 

GD h 

+ h in − h sat 

)
. (B.1) 

At the inlet of the computational domain, the total flux is split 

nto vapor flux G v , droplet flux G d and film flux G f : 

 = G v + G d + G f , (B.2) 

ith 

 v = xG = (1 − αd ) ρv U v , (B.3) 

 d = e (1 − x ) G = αd ρd U d , (B.4) 

 f = (1 − e )(1 − x ) G = 

4 δ f ρ f U f 

D h 

, (B.5) 

here the entrained fraction e = 

G d 
G d + G f is calculated based on the 

ollowing correlation by Cioncolini and Thome [42] : 

 = 

(
1 + 279 . 6 W e −0 . 8395 

c 

)−2 . 209 
, (B.6) 

here 

 e c = 

ρc j 
2 
v D h 

σ
, (B.7) 

here j v = 

G v 
ρv 

, and ρc is calculated according to 

c = 

x + e p (1 − x ) 

x/ρv + e p (1 − x ) /ρ
, (B.8) 
l 

13 
ith 

 

p = 

[
1 + 279 . 6(W e p c ) 

−0 . 8395 
]−2 . 209 

, (B.9) 

nd 

 e p c = 

ρv j 
2 
v D h 

σ
. (B.10) 

In the above entrained fraction model, an assumption is made 

s follows: 

 d = U v . (B.11) 

In order to calculate the film thickness, the void fraction is in- 

roduced, which is defined as: 

= 1 −
αd πD 2 

h 

4 
+ πD h δ f 

πD 2 
h 

4 

= 1 − αd D h + 4 δ f 

D h 

. (B.12) 

Then, the void fraction α is calculated using the following cor- 

elation [43] : 

= 

lx n 

1 + (l − 1) x n 
, (B.13) 

here 

 = −2 . 129 + 3 . 129 

(
ρv 

ρl 

)−0 . 2186 

, (B.14) 

nd 

 = 0 . 3487 + 0 . 6513 

(
ρv 

ρl 

)0 . 5150 

. (B.15) 

With all such information, αd , U v , U d , U f and δf could all be

alculated for the inlet of the computational domain. 

2. Auxiliary quantities 

There are several auxiliary quantities to be calculated at the 

nlet. One is d 32 which is calculated based on the correlation by 

araghiaur and Anglart [44] : 

 32 = 0 . 0 0 01 D h 

[(
σ

j v μv 

)0 . 85 (μv 

μl 

)0 . 15 

+ 

(
G d 

G v 

μl 

μv 

)0 . 75 
]
. (B.16) 

hen we can calculate the inlet condition for a i based on d 32 and 

d . Other quantities are related to the turbulence modeling. Inlet 

alues for k are calculated based a turbulent intensity of 5%. The 

nlet turbulent length scale is estimated to be 0.07 D h during ε cal- 

ulation. 

ppendix C. FV discretization of the liquid film model 

In order to solve Equations (2) - (4) using the FV method, the 

nvestigated surface is first extruded in its normal direction with a 

hickness of δ0 to form a 3D domain, which is then discretized into 

 finite number of non-overlapping and convex control volumes, as 

hown in Fig. 15 . It should be emphasized that we could only have

ne layer of cells in the surface-normal direction. 

The next step is to integrate the governing equations over each 

iscretized cell, P . The integrals of temporal and common source 

erms can be easily calculated. We only focus on the calculation of 

he integrated advction term 

∫ 
V P 

∇ s · φ d V, where φ = ρ f δU f φ. 

One basic assumption for the liquid film model is that the film- 

ormal advection is negligible: 

 · φ = ∇ s · φ + ∇ n · φ ≈ ∇ s · φ. (C.1) 
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Fig. 15. Finite volume discretization using one-layer polyhedral control volumes. 

Each bounding surface of cell P has a corresponding vector, whose direction and 

magnitude denote the orientation and area of the surface, respectively. S so and S ex 

are the vectors for the source and extruded surfaces, respectively. Other vectors are 

denoted by S i . 

Fig. 16. Side view of the FV mesh generated from a source surface. 
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Fig. 17. Evaluating the influence of the extrusion thickness in the finite volume ap- 

proach based on the analytical solution for laminar cylindrical falling film. 
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herefore, the integrated advection term is calculated as fol- 

ows using the Gauss divergence theorem: ∫ 
V P 

∇ s · φ d V ≈
∫ 

V P 

∇ · φ d V 

= 

∮ 
∂V P 

φ · d S ≈ φso · S so + φex · S ex + 

∑ 

i 

φi · S i (C.2) 

here φi is the value of φ at the centroid of face i . 

In order to enforce the condition stated by Eq. (C.1) , the surface- 

ormal fluxes, i.e., φso · S so and φex · S ex , should be set to zero. This 

s achieved by setting a no gradient boundary condition for the 

elocity field. Actually, this boundary condition is used for all the 

nvolved variables such that we can use ∇ and ∇ 

2 to calculate ∇ s 

nd ∇ 

2 
s , respectively. 

The extruded mesh not only introduces the extruded surface, 

ut also shifts the position of the investigated surface, as illus- 

rated in Fig. 16 . In the FV framework, discretized integral-form 

quations are solved for cell centroids ( C FV in Fig. 16 ). In fact, the

ocations of such cell centroids determine the FV surface. There- 

ore, there is always a 
δ0 
2 gap between the FV surface and the 

ource surface. For curved surfaces, such gaps lead to curvature dif- 

erences between the FV surface and source surface. Therefore, it is 

ecessary to take this gap into consideration when generating the 

esh. 

For film-only simulations, there is an obvious solution that we 

ould explicitly specify the locations of the source and extruded 

urfaces such that the FV surface is exactly located at where it 

hould be. While when the liquid film model is coupled with the 
14 
as core, the source surface is always selected as the physical 

oundary (tube wall in this case), meaning that we cannot move 

he source surface as we do in the film-only cases. Since it is no 

onger possible to eliminate the gap effect, the idea is to reduce 

his effect. Then, the solution is straightforward that we can use a 

mall value for δ0 such that the FV surface is close to the physical 

oundary. 

In order to evaluate the influence of δ0 , we use the following 

nalytical solution for U for a free falling film on a vertical cylin- 

rical surface 

 = 

ρgR 

3 

4 μδ

{ 

−
(

δ

R 

)2 

− 1 

3 

(
δ

R 

)3 

+ 2 

(
1 + 

δ

R 

)3 [
ln 

(
1 + 

δ

R 

)
− 1 

]

+ 2 

(
1 + 

δ

R 

)2 
} 

, (C.3) 

here R is the radius of the cylindrical surface. We further define 

he following liquid film Reynolds number: 

e = 

4 ρU δ

μ
. (C.4) 

Using this analytical solution, we could evaluate the influence 

f the extrusion thickness, δ0 , as shown in Fig. 16 . For a given

ombination of R and δ, U and Re are calculated according to 

q. (C.3) and Eq. (C.4) , respectively. In the finite volume approach, 

he radius of the FV surface is R + 

δ0 
2 , as shown in Fig. 16 . There-

ore, we substitute R with R + 

δ0 
2 in Eq. (C.3) to get U δ0 

, which is

he depth-averaged velocity corresponding to the FV surface. The 

elative difference η = 

U δ0 
−U 

U 
is calculated for different R and Re 

alues, as shown in Fig. 17 . Qualitatively, the result is just as ex- 

ected that a smaller δ0 leads to a better prediction since the FV 

urface is closer to the source surface. Quantitatively, the result 

s very encouraging since the difference is rather small. If 
δ0 
R is 

et to 0.1, the largest difference is around -0.2%, which is a very 

ecent result for such simplified modelings. In the present study, 

0 = 0 . 1 mm has been used, resulting in a maximum 

δ0 
R ≈ 0 . 013 .

herefore, the corresponding gap effect is believed to be negligi- 

le. 
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