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#### Abstract

Formation flying of satellites describes a mission in which a set of satellites arrange their position with respect to one another. In this paper, satellite formation flying guidance and control algorithms are investigated in terms of required velocity increment $\Delta v$, and tracking error for a Chief/Deputy satellite system. Different control methods covering continuous and impulsive laws are implemented and tested for Low Earth Orbit (LEO). Sliding Mode, Feedback Linearization and Model Predictive Controllers are compared to an Impulsive Feedback Law which tracks the mean orbital element differences. Sliding Mode and Feedback Linearization controllers use the same dynamic model which includes Earth Oblateness perturbations. On the other hand, Model Predictive Control with Multi-Objective Cost Function is based on the Clohessy-Wiltshire equations, which do not account for any perturbation and do not cover the eccentricity of the orbit. The comparison was done for two different missions both including Earth Oblateness effects only. A relative orbit mission, which was based on the Prisma Satellite Mission and a rendezvous mission, was implemented. The reference trajectory for the controllers was generated with Yamanaka and Ankersen's state transition matrix, while a separate method was used for the Impulsive Law. In both of the missions, it was observed that the implemented Impulsive Law outperformed in terms of $\Delta v, 1.2$ to 3.5 times smaller than the continuous control approaches, while the continuous controllers had a smaller tracking error, 2 to 8.3 times less, both in terms of root mean square error and maximum error in the steady state. Finally, this study shows that the tracking error and $\Delta v$ has inversely proportional relationship.


Index Terms-Aerospace, Chief, Control, Deputy, Feedback Linearization, Follower, Formation Flight, Fuel Consumption, Guidance, Leader, Model Predictive Control, Relative Orbit, Rendezvous, Sliding Mode.
Abstract-Sammanfattning - Formationsflygning av satelliter innebär att en grupp satelliter flyger tillsammans och anpassar sina relativa lägen i förhållande till varandra. I detta examensarbete studerades regleralgoritmer för formationsflygande satelliter med fokus på bränsleförbrukning och positionsavvikelse genom "Chief \& Deputy"-metoden. Olika reglermetoder har studerats, t.ex. Sliding Mode- och Feedback Linearization-reglering för formationsflygningsfall i låg jordbana med $\mathrm{J}_{2}$-störning samt en Model Predictive-reglering för fall med relativ rörelse baserad på Clohessy-Wiltshire-ekvationerna. Vidare studerades en reglermetod baserad på impulsframdrivning. De fyra reglermetoderna implementerades på två olika rymduppdrag. Först ett uppdrag baserat på Prisma-satelliterna för två satelliter i relativ omloppsbana och sedan ett Rendezvous-uppdrag. Referensbanan för alla reglermetoder, utom för implusmetoden, har tagits fram med hjälp av Yamanakas och Ankersens tillståndsmatris. Resultaten visar att den implementerade impulsmetoden presterar bättre med avseende på bränsleförbrukning, medan de kontinuerliga reglermetoderna producerade mindre relativ positionsavvikelse, både med avseende på kvadratiskt medelvärde och maximalt värde.

## I. Introduction

FORMATION flying has been identified as critical technology for the 21st century by NASA, for astrophysical and Earth science missions. Formation flying missions of satellites involves the autonomous cooperation of satellites with each other to maintain the desired formation, an example can be seen in Fig. 1, which depicts the Mango and Tango satellite, [1]. The main satellite, Mango, is the one with solar panels wide open and it arranges its position with respect to the other satellite, Target, or simply Tango. In this paper a Deputy/Chief or Follower/Leader approach will be used. The Deputy is the main satellite, which arranges its own position with respect to the Chief. Which if referenced to Fig. 1 makes Mango the Deputy, and Tango the Chief.

A paradigm shift is emerging in spacecraft engineering from single and large multi-functional satellites towards cooperating groups of small satellites, forming a constellation, cluster or formation. This will enable innovative approaches in areas like Earth observation, scientific exploration or telecommunication. One of the advantages of such a system design is that if one of the satellites is lost due to a malfunction or environmental conditions, then the rest of the satellites can cover the mission of the lost satellite. In addition to that, the lost satellites, if required and without pausing the mission, can be replaced, depending on the importance of the lost satellite. Replacing a lost satellite is a simpler solution than repairing a subsystem of a big satellite. Furthermore, the physical size limits from having one single body can be avoided by allocating the mission into numerous smaller bodies. This shift from single large multi functional satellites to many small body satellites can be seen from the European Space Agency's (ESA) Proba-3 mission set to launch in 2022. Which is a sun chronograph mission in a Highly Elliptical Orbit (HEO), which utilises smaller body satellites to achieve an accuracy that would not have been possible with a single satellite mission [2]. In addition to this, combination of the TanDEM$x$ and TerraSAR-x missions is utilising a two satellite system with Synthetic Aperture Radar in order to capture the digital elevation of Earth and is completing the scientific mission better than if it was a single satellite. [3]. However, the mission becomes more complex when using formation flying because the mechanics in space are very different to the mechanics of everyday life. If a vehicle is desired to go faster in any direction, it would use its boosters in that direction in "Earth Physics". For example, a jet aircraft would simply increase


Fig. 1. An Example of Formation Flying Satellite, from Prisma Mission, taken from [1]
the thrust generated by its engine in the direction of flight, increasing the velocity of the aircraft. However, in space this story changes a little. If a satellite is required to go faster, then the best method is to first slow it down. This will lead to a decrease in its altitude and semi major axis, and in return the orbital period will decrease. The orbital period is proportional to the semi-major axis', which means it will make an orbit faster than before. A specific and an interesting case would be rendezvous mechanics. More specifically, lets assume two identical satellites having almost identical orbits with a true anomaly difference only, i.e. they only have in-plane distance differences, one leads the other one, and assume both of the orbits are circular. For this scenario let the trailing satellite be called Deputy, and the other satellite called Chief. Chief has no control application, hence, the Deputy must close the difference itself. If daily life logic is applied, to close the distance, the Deputy satellite would apply tangential thrust towards the Chief. However, the effect of it is limited. Initially, the tangential thrust will allow the Deputy Satellite to close the gap, however, in the long run this will cause the Deputy satellite to gain altitude, and to lose velocity. Furthermore, the period of the Deputy will be increased which will cause it to fall further behind. In other words, the overall effect is that the applied thrust will increase the semi-major axis of the orbit, causing the deputy to fall even more behind of the chief in the long run, even though the gap was closed initially. This illustrates that taking an everyday approach to Formation Flying does not necessarily work. Furthermore, keeping the relative motion bounded is another problem in Formation Flying because of the differences in orbit parameters, such as semi major axis, and perturbations. Numerical simulations show that if two satellites have 1 meter difference in altitude, this will cause approximately 150 meter tangential difference in 1 day for a satellite in circular orbit at 400 km altitude without any perturbation. Furthermore, if satellites are both in sun synchronous orbits with 1 degree of inclination difference at an altitude of 600 km , it will take 8 days to have 1 degrees of right ascension of the ascending node (RAAN) difference, 11 days for 1 degree of argument of periapsis difference and

18 days to have 1 degree of mean anomaly difference due to $\mathrm{J}_{2}$ perturbation only. That means, if the relative position is not controlled, it will most definitely diverge. To solve that non-intuitive relative position arrangement the formation flying problem must be handled carefully, such as designing controllers for that purpose.

Alongside this, space debris is becoming a hazardous problem due to the risk of collisions occurring in between the debris itself. Recent research shows that even if launches into Low Earth Orbit (LEO), an orbit with altitude ranging from 200-300 km to 1600 km [4] and the most densely Debris populated area [5] is stopped, the mutual collisions in between debris will worsen the situation [5]. In other words, the particles or debris in LEO can damage the satellites due to increase in collision risks. For that purpose, the importance of formation flying with debris, or the importance of rendezvous with it in order to remove debris is a vital issue.

The Deputy must follow the Chief as planned with high accuracy, in order to achieve scientific or economic gains. In addition, it is necessary to actively reduce the number of debris and prevent collisions from getting out of control. Therefore, in this study, the effects of different relative position control methods on fuel consumption and tracking performance was investigated.

## A. Brief History

Multi-satellite missions can be divided into two categories, Formation Flying and Constellations. The distinction is that in Formation Flying missions the satellites should arrange their position with respect to each or one satellite. Formation flying missions can be tracked since the beginning of 21st century. As these kinds of missions are relatively new, nearly 10 out of 25 is focused on mission Type 1 , which is technology demonstration, and can be seen in Tab. T. The second most common type of mission is Type 2 which is Earth Observation or Earth Science missions. Type 3 is the least common one, which focuses on Astrophysics or other planetary missions. Afternoon Train is a formation flying mission in sun-synchronous orbit at an altitude of 705 km , where the main mission is observation of Earth. The satellites in this constellation follows the same "track" [10]. In the Gravity Recovery and Climate Experiment, named GRACE, a formation flying mission in LEO in which the satellites observe the anomalies of Earths gravity field since their launch at 2002 until 2017 [33]. Cluster II, is a formation flying mission in HEO, where the satellites form a tetrahedral, and study the magnetosphere of the Earth [34]. The Tab IIgenerally focuses on non-CubeSat type of missions, for CubeSat specific missions, the reader is referred to [35], which covers 39 different small satellite missions, mostly CubeSat, which are either formation flying or constellation missions.

## B. Mission Requirements

This part covers the orbit properties, initial conditions of the satellites and the relative orbit requirements.
In 2019, 61 launches were aimed at LEO. 36 launches were aimed at higher altitude orbits such as Geosynchronous

TABLE I
Previous Missions

| Operational Missions |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mission | Satellite | Launch | Altitude | Mass | Mission | Mission |
| Name | Number | Year |  | [kg] | Status | Type |
| Cluster II [6] | 4 | 2000 | $19000 \mathrm{~km} \times 119000 \mathrm{~km}$ | 1,180 | Still Operational | 2 |
| SNAP-1 77, 8 \| | $1+1$ | 2000 | 700 km LEO | 6.5 | Still Operational | 1 |
| GRACE ${ }^{\frac{9}{9}}$ | 2 | 2002 | 500 km LEO | 487 | Deactivated | 3 |
| A-train (10) | 4 | 2002 | 705 km LEO | 120-2,934 | Partial Deactivation | 2 |
| Essaim II | 4 | 2004 | 640 km LEO | 120 | Deactivated 2010 | 1 |
| XSS-11 12 | $1+1$ | 2005 | 840 km LEO | 100 | Deactivated 2013 | 1 |
| Orbital Express 13] | 2 | 2007 | 490 km LEO | 224-1,090 | Deactivated 2007 | 1 |
| FASTRAC [14] | 2 | 2010 | 640 km LEO | 27 | Deactivated | 1 |
| TDX 15] | 2 | 2010 | 515 km LEO | 1,340 | Still Operational | 2 |
| Swarm [16] | 3 | 2013 | 460 km to 530 km LEO | 240 | Still Operational | 2 |
| MMS 17] | 4 | 2015 | $2,550 \mathrm{~km} \times 152,900 \mathrm{~km}$ | 1,360 | Still Operational | 2 |
| Lone Star-2 18] | 2 | 2016 | 400 km LEO | 4.2-54.9 | Mission Failure | 1 |
| GRACE FO 19 | 2 | 2018 | 490 km LEO | 600 | Still Operational | 2 |
| DSLWP 20 | 2 | 2018 | $200 \mathrm{~km} \times 9,000 \mathrm{~km}$ Lunar Orbit | 47 | Deactive | 2 |
| Proba-3 21] | 2 | 2022 | $600 \mathrm{~km} \times 60,530 \mathrm{~km}$ | 220-340 | Not Operational | 1 |
| Cancelled Missions |  |  |  |  |  |  |
| TechSAT21 [22] | 3 | N/A | 550 km | 100 | Cancelled | 2 |
| Orion/Emerald [23] | 3 | N/A | LEO | 15-35 | Cancelled | 1 |
| FUEGO [24] | 12 | N/A | 700 km | N/A | Cancelled | 2 |
| MAGNAS [25] | 28 | N/A | 450 to 550 km | 0.5-210 | Cancelled | 2 |
| ION-F [26], 27] | 3 | N/A | 370 km | 10-15 | Cancelled | 1 |
| MAX 28 \| | 2 | N/A | $44,000 \mathrm{~km} \times 253,000 \mathrm{~km}$ | 570-850 | Cancelled | 3 |
| XEUS [29] | 2 | N/A | L2 Lagragian Point | 1,500-2,000 | Cancelled | 3 |
| APIES 30 | 19 | N/A | Astroid Belts | 45 | Cancelled | 3 |
| Gemini 31 | 2 | N/A | $500-700 \mathrm{~km}$ | $80-100 \mathrm{~kg}$ | Cancelled | 1 |
| Darwin [32] | 5 | N/A | L2 Lagragian Point | N/A | Cancelled | 3 |

Equatorial Orbit (GEO) [36]. Similarly, since 2014 the number of launches to LEO was higher than that to higher altitudes, which makes LEO a highly popular [37]-[41]. With this in mind the orbit of the satellite under investigation in this work is chosen to match that of the Prisma satellite's orbit, which is a LEO orbit with an approximate altitude of 700 km [42].

The relative orbit that was chosen is based on [42], [43]. In both of the references, the relative orbit in terms of orbital element differences are given for the Prisma Mission. The relative orbit for this study was given in Fig. 2 In this study, a perfect ellipse that has its semi-minor axis lying on the $z$ axis, and semi-major axis lying on $x$ axis was chosen. However, in the Prisma mission, the semi-minor axis of the relative orbit in $x-z$ plane is not located on $z$ axis.

The $x$ axis denotes the radial direction, $y$ axis denotes the tangential direction, and the $z$ axis denotes the out of plane direction. As can be seen the in-plane relative orbit is an ellipse with a semi-major axis of 1 km , with a semi-minor axis of 500 m . The out of plane relative orbit is an ellipse with a semi-major axis of 500 m and a semi-minor axis of 300 m .

A rendezvous scenario to test the capabilities of the controllers was also selected to show that the designed controllers can be used in order to rendezvous with debris.

## C. Vehicle

The planned vehicle that is to be used is the Swedish Space Corporation's Prisma Satellite system. Prisma consists of 2 vehicles, namely MAIN and TARGET. As the name suggests, the TARGET will be the vehicle which MAIN will arrange its position according to. However, it must be noted that both of the vehicles in this thesis will be identical with the MAIN


Fig. 2. The relative orbit description of the Mission based on [42], 43]
vehicle. In other words, the Deputy and Chief will be the same as MAIN. The required specifications for the simulation purposes are shared in Tab. II

TABLE II
Features of the Vehicles

|  | Dry <br> Mass $[\mathrm{kg}]$ | Fuel <br> Mass $[\mathrm{kg}]$ | $\mathrm{I}_{\mathrm{sp}}$ <br> $[\mathrm{s}]$ | Thrust <br> $[\mathrm{N}]$ | Drag <br> Coeff | Drag <br> Area |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Prisma | 143.4 | 11 | 236.8 | 1 | 2.5 | 1.3 |
| C. Gas | 43 | 143.4 | 11 | 70 | 0.04 | 2.5 |

The first row of Tab. $\Pi$ is suitable for high-thrust applications, or impulsive controlling methods. To check the low
thrust applications, a cold gas system similar to that used in the GRACE mission was implemented with the same fuel levels as the High Thrust system and is described in the second row of Tab. III

While the fuel mass and the structural masses for the low thrust, i.e. cold gas and high thrust cases are the same, since, the $I_{\mathrm{sp}}$, specific impulse, of the cold gas system was lower than that of Hydrazine system, that might require more fuel than that of Prisma. This could lead to errors in the analysis if the fuel consumption in terms of mass was compared. To solve that issue, the comparison was based on $\Delta v$, where $\Delta v$ denotes the change in velocity consumption of the systems.

## D. Scope of Thesis

In this thesis the effect of various control schemes on the fuel consumption was investigated. For that reason, the positions of each satellite was known to each other perfectly and ideally, i.e. there is no sensor noise, or an estimation algorithm. Furthermore, thrust misalignment or similar effects were ignored. The system is considered to work in a perfect manner. In addition, the system was taken as a point mass, and it was assumed that the attitude control system can arrange the satellite into the desired attitude to achieve the required thrust command produced by the formation keeping controller.

This thesis focused on the initial establishment of the relative orbit. In other words, there are scenarios where there will be error in the beginning, and the controller tries to establish the desired relative position.

In this study, only the perturbations due to the oblateness of Earth were included. For this purpose, GRACE Gravity Model 03, the GGM03S, was used. The reason behind that in the altitude investigated (approximately 700 km ) the most dominant perturbation is due to Earth oblateness effects [46]. The second most dominant perturbation is drag force, due to the atmosphere was ignored [46]. Reference [47] states that if the designs of each satellite is similar in terms of aerodynamics, the decay rate of both of the orbits will be similar.

## E. Thesis Structure

The thesis consists of Section $\Pi$ Background, where the relevant background knowledge will be explained, Section III Method, the method of the analysis and related research will be explained, and followed by Section IV Results, Section $V$ Discussion and Section VI Conclusion with Section VIIFuture Work.

## II. Background

## A. Essentials of Astrodynamics

Primary Mass: Generally, in multi-object systems, which is gravitationally bound, main physical body is called primary.

Periapsis: The closest point to the primary on the orbit of the gravitating mass is called Periapsis.

Vernal Equinox: The date when the time lengths of day
and night are almost equal and the sun passes through celestial equator of earth and moves toward north. Vernal Equinox is the time when the spring starts and it is used for inertial calculations and measurements.

Orbital Plane: The orbital plane of a gravitating mass is the geometric plane which covers the orbit of that mass.

## B. Coordinate Frames

1) ECI: This frame is called Earth-Centered Inertial Frame. Origin of this frame is located at the center of the Earth. The $\hat{\boldsymbol{x}}$ axis points toward the Vernal Equinox, $\hat{\boldsymbol{z}}$ is normal to the fundamental plane and points toward the geographic north pole, and $\hat{\boldsymbol{y}}$ completes the right hand rule. This frame will be denoted as I.
2) LVLH: The Local Vertical Local Horizontal Frame, is centered at the spacecraft. The unit vector $\hat{\boldsymbol{x}}$ is pointing radially outwards from the Earth. The $\hat{z}$ axis is perpendicular to the orbital plane, and the $\hat{\boldsymbol{y}}$ axis completes the right hand rule. This frame, overlaps with the Hill frame, and if the origin of this frame is located at Chief, will be denoted as C, if on Deputy, then will be denoted as D.
3) DCM: Direction Cosine Matrix (DCM) is a matrix that transforms the vector written in one frame to another frame. Defining the unit vector set $\boldsymbol{c}$ and $\boldsymbol{n}$, where they are orthogonal and right handed, shared in Eq. (1).

$$
\boldsymbol{c}=\left[\begin{array}{l}
c_{1}  \tag{1}\\
c_{2} \\
c_{3}
\end{array}\right] \quad n=\left[\begin{array}{l}
n_{1} \\
n_{2} \\
n_{3}
\end{array}\right]
$$

where $\boldsymbol{c}$ and $\boldsymbol{n}$ are 3 by 3 matrices. They are both resolved in the ECI frame. $\boldsymbol{c}$ is the unit vectors of the Chief LVLH frame resolved in ECI and $\boldsymbol{n}$ is the unit vectors of the ECI resolved in ECI frame. Defining The $\alpha_{i j}$ as the angle from $\boldsymbol{n}_{j}$ to $\boldsymbol{c}_{i}$ where $i$ and $j$ represents the axes, and $\boldsymbol{v}^{\mathrm{C}}$ is a vector resolved in Chief LVLH frame and $\boldsymbol{v}^{\mathrm{I}}$ is the same vector resolved in ECI frame, then the transformation can be expressed as shared in Eq. (2)

$$
\begin{equation*}
\boldsymbol{v}^{\mathrm{C}}=\boldsymbol{C}_{\mathrm{CI}} \boldsymbol{v}^{\mathrm{I}} \tag{2}
\end{equation*}
$$

and $\boldsymbol{C}_{\mathrm{CI}}(i, j)=\cos \left(\alpha_{i j}\right)$ [47].

## C. Vector Notation

The position vectors was shown as $r_{\mathrm{CI}}^{\mathrm{I}}$, which means, the position of Chief frame, which is denoted as C, with respect to the ECI, I, resolved in the ECI frame. So superscripts show the frame which the vector was resolved, subscripts show the direction of the vector. Direction Cosine Matrix (DCM), from ECI to Chief's LVLH is $\boldsymbol{C}_{\mathrm{CI}}$.

The derivative notation is $d_{I}(.) / d t$, which means, the time derivative of a vector with respect to the ECI frame.

## D. Orbital Elements

1) Classical Orbital Elements: The classical orbital element set, also known as Keplerian Elements, is consisting of six elements which describes the absolute motion of an satellite around a primary. It consists of $a$, semi-major axis, $e$,


Fig. 3. Graphical illustration of orbital elements
eccentricity, $i$, inclination, $\Omega$, right ascension of the ascending node, $\omega$ argument of periapsis and, $M$ mean anomaly. The orbital elements, except, $M$ can be seen in Fig. 3.

$$
\propto=\{a, e, \omega, \Omega, i, M\}
$$

For the unperturbed motion, all the elements except the mean anomaly is constant. The mean anomaly can be thought as the angle in between the periapsis and the location of the satellite if the orbit was circular. For the unperturbed motion, the mean anomaly changes with mean motion, $n=\sqrt{\mu / a^{3}}$, where $\mu$ is the standard gravitational constant of Earth.

Furthermore, there is true anomaly, which is an angle that locates the satellite in the orbit from the periapsis. In other words, it is the angle in between the vector pointing the satellite and periapsis as seen from the main focus of the ellipse. It is shown in Fig. 3 and denoted by $f$.

The last anomaly that will be covered is eccentric anomaly, $E$, taken from [48], which is the angle between the perifocal unit vector and the radius of a bounding circle at a point normal to the line of apsides at a given true anomaly.

The Keplerian equation, which creates the relation between the mean anomaly and eccentric anomaly is

$$
\begin{equation*}
M=E-e \sin E \tag{3}
\end{equation*}
$$

Equation (3), has no closed-form solution for $E$ when $M$ is given. In this paper, Newton-Raphson iteration methods are used to transform anomalies, which can be found in [49]. The relation in between the true anomaly and the eccentric anomaly is

$$
\begin{equation*}
\cos f=\frac{\cos E-e}{1-e \cos E} \tag{4}
\end{equation*}
$$

The semi-latus rectum, $p$ of the orbit, the magnitude of the position vector from the center of the Earth $r$ at epoch time, period of the orbit and the magnitude of the angular moment of the vehicle $h$, in terms of orbital elements or in terms of each other are

$$
\begin{align*}
p & =a\left(1-e^{2}\right)  \tag{5}\\
r & =\frac{p}{1+e \cos f}  \tag{6}\\
T & =2 \pi \sqrt{\frac{a^{3}}{\mu}}  \tag{7}\\
h & =\sqrt{p \mu} \tag{8}
\end{align*}
$$

2) Differential Orbital Elements: The relative motion can both be described by Cartesian Coordinate system and orbital elements. In order to obtain the relative orbit with Cartesian Coordinate System, the differential equations for the relative motion should be solved. Of course there exist analytical solutions for the differential equations under certain assumptions, i.e. for Clohessy-Wiltshire equations shared in Eq. (46, the Chief orbit must be circular, however, they are not convenient to determine the instantaneous geometry of the relative orbit. Hence, for any of the orbital element sets, the differential orbit elements were obtained as,

$$
\begin{equation*}
\delta œ=œ_{d}-\mathfrak{œ}_{c} \tag{9}
\end{equation*}
$$

where sub-index $d$ denotes the Deputy and $c$ denotes the Chief, and $\propto$ denotes the orbital elements. Given $\delta œ$ and $\propto_{c}$ one can find the position of the deputy by using Eq. (9).
3) Mean Orbit Elements: Under the influence of perturbations, the motion in orbital plane is divided into three, Long Periodic Motion, Short Periodic Motion and Secular Motion. The secular motion in general tends to increase with time while other motions are "relatively" bounded. The mean orbital elements covers the secular drift dynamics rather than periodic motions. Let $\propto(t)$ be a classical orbital element set, the osculating orbital element set is the time-dependent orbital element set, which corresponds to the Keplerian orbit which the body would follow if at time $t$ the perturbations were cancelled [48]. The general relation can be expressed as shared in Eq. 10 .

$$
\begin{equation*}
\dot{\mathbf{@}}_{\mathrm{osc}}(t)=\overline{\mathbf{@}^{2}}(t)+\Delta œ(t) \tag{10}
\end{equation*}
$$

where $\bar{\propto}$ denotes the mean orbital elements, and the $\Delta œ(t)$ corresponds to the changes in the orbital elements due to perturbations, and can be divided into long periodic and short periodic while the secular drift and the mean motion terms are handled in mean orbital elements.

The mean orbital element is introduced by Kozai [50], in 1959, to research the effect of the perturbation, specifically the effect of the gravity perturbations, on mean orbital elements. Furthermore, Brouwer [51], worked on mean Delaunay Variables and created a transformation to corresponding osculating elements . Then, Walter [52] offered an iterative solution from osculating orbital elements to mean orbital elements with using Brouwer Theory. Lydane, also worked on Brouwer's work to cover small inclinations and eccentricities [53].

## E. Coordinate Transformations

1) ECI to LVLH: Let $\hat{\boldsymbol{u}}_{x}, \hat{\boldsymbol{u}}_{y}, \hat{\boldsymbol{u}}_{z}$ denote the unit vectors of the LVLH frame, resolved in ECI. Let $C$ denote the Chief, then the unit vectors, by the definition of Hill frame, are shared in equation set shared in 11.

$$
\begin{align*}
\hat{\boldsymbol{u}}_{x}^{\mathrm{I}} & =\frac{\boldsymbol{r}_{\mathrm{CI}}^{\mathrm{I}}}{\left\|\boldsymbol{r}_{\mathrm{CI}}^{\mathrm{I}}\right\|}  \tag{11a}\\
\hat{\boldsymbol{u}}_{z}^{\mathrm{I}} & =\frac{\boldsymbol{r}_{\mathrm{CI}}^{\mathrm{I}} \times \boldsymbol{v}_{\mathrm{CI}}^{\mathrm{I}}}{\left\|\boldsymbol{r}_{\mathrm{CI}}^{\mathrm{I}} \times \boldsymbol{v}_{\mathrm{CI}}^{\mathrm{I}}\right\|} \|  \tag{11b}\\
\hat{\boldsymbol{u}}_{y}^{\mathrm{I}} & =\hat{\boldsymbol{u}}_{z}^{\mathrm{I}} \times \hat{\boldsymbol{u}}_{x}^{\mathrm{I}} \tag{11c}
\end{align*}
$$

## The DCM from ECI to Chief's LVLH is

$$
\begin{equation*}
\boldsymbol{C}_{\mathrm{CI}}=\left[\hat{\boldsymbol{u}}_{x}^{\mathrm{I}}, \hat{\boldsymbol{u}}_{y}^{\mathrm{I}}, \hat{\boldsymbol{u}}_{z}^{\mathrm{I}}\right]^{\mathrm{T}} \tag{12}
\end{equation*}
$$

The position transformation from ECI to LVLH frame is by application of the DCM as shown in the Eq. (13).

$$
\begin{equation*}
\boldsymbol{r}_{\mathrm{DC}}^{\mathrm{C}}=\boldsymbol{C}_{\mathrm{CI}} \boldsymbol{r}_{\mathrm{DC}}^{\mathrm{I}} \tag{13}
\end{equation*}
$$

Since the LVLH frame is a rotating frame, unlike ECI, velocity term requires the Transport Theorem as shown in Eq. (14)

$$
\begin{equation*}
\boldsymbol{v}_{\mathrm{DC}}^{\mathrm{C}}=\boldsymbol{C}_{\mathrm{CI}} \boldsymbol{v}_{\mathrm{DC}}^{\mathrm{I}}+\boldsymbol{r}_{\mathrm{DC}}^{\mathrm{C}} \times \boldsymbol{\omega}_{\mathrm{CI}}^{\mathrm{C}} \tag{14}
\end{equation*}
$$

where $\boldsymbol{\omega}_{\mathrm{CI}}^{\mathrm{C}}$ is the angular velocity of the LVLH frame of Chief with respect to ECI frame, and equal to $\omega_{\mathrm{CI}}^{\mathrm{C}}=$ $\left[0,0, h /\left\|\boldsymbol{r}_{\mathrm{CI}}\right\|^{2}\right]^{\mathrm{T}}$.

The opposite transformation is given in Eq. (15).

$$
\begin{align*}
\boldsymbol{r}_{\mathrm{DC}}^{\mathrm{I}} & =\boldsymbol{C}_{\mathrm{CI}}^{-1} \boldsymbol{r}_{\mathrm{DC}}^{\mathrm{C}}  \tag{15a}\\
\boldsymbol{v}_{\mathrm{DC}}^{\mathrm{I}} & =\boldsymbol{C}_{\mathrm{CI}}^{-1}\left(\boldsymbol{v}_{\mathrm{DC}}^{\mathrm{C}}-\boldsymbol{r}_{\mathrm{DC}}^{C} \times \omega_{\mathrm{CI}}^{\mathrm{C}}\right) \tag{15b}
\end{align*}
$$

2) Mean and Osculating Orbital Element Transformation: Brouwer created his theory in order to transfer from mean Delaunay variables to corresponding osculating elements. He divides the Hamiltonian into two parts, $\mathcal{H}_{0}$ as the nominal Hamiltonian which covers the two body motion, and $\mathcal{H}_{1}$ as the perturbed Hamiltonian, which covers the motion under perturbations. Brouwer was able to calculate those Hamiltonians which led to the calculation of the transformation from mean to osculating Delaunay orbital element set. For more information about Brouwer's theory reader can take a detailed look at [48], [51], [53].

In this paper, a first-order truncated infinite power series approximation of the Brouwer's and Lydane's theory offered by [47] was applied. Since it is a first-order truncated approximation, the same transformation can be used for either transforming from mean to osculating orbital elements or vice a versa with a sign change. Furthermore, this approximate change is expected to have error in the order of $\mathrm{J}_{2}$. However, it was easy to implement and it does not include numerically heavy calculations. In addition to that, Schaub and Junkins [47], states that, if this transformation is used both for the Deputy and the Chief, then the error introduced is similar for both of them, and this does not cause issues for the control. The details of this method is shared in Appendix B
3) Classical Orbital Elements to ECI: Classical Orbital elements are used to calculate the corresponding position and velocity of the satellite with respect to the Inertial frame resolved in inertial frame, which can be found in Appendix A, Section A
4) ECI to Classical Orbital Elements: The Classical orbital element transformation is shared in Appendix A, Section B. The velocity and position of a satellite with respect to ECI resolved in ECI is turned into corresponding Osculating Classical Orbital Elements.

## F. Discretization of a Linear System

In Model Predictive Control (MPC), which was explained in next chapters, a discrete type of system is more desirable since a control law created by MPC based on continuous systems is generally more complex, and numerically more intense to solve.

A linear time varying continuous system is given as

$$
\begin{equation*}
\dot{\boldsymbol{x}}(t)=\boldsymbol{A}(t) \boldsymbol{x}(t)+\boldsymbol{B}(t) \boldsymbol{u}(t) \tag{16}
\end{equation*}
$$

The solution to that equation is in the form of Eq. 17)

$$
\begin{equation*}
\boldsymbol{x}(t)=\boldsymbol{\Phi}\left(t, t_{0}\right) \boldsymbol{x}\left(t_{0}\right)+\int_{t_{0}}^{t} \boldsymbol{\Phi}(t, \tau) \boldsymbol{B}(\tau) d \tau \tag{17}
\end{equation*}
$$

where $\Phi\left(t, t_{0}\right)$ is a State Transition Matrix (STM). The STM can be expressed in terms of continuous system's $\boldsymbol{A}$ matrix,

$$
\begin{equation*}
\boldsymbol{\Phi}\left(t, t_{0}\right)=e^{\boldsymbol{A}\left(t-t_{0}\right)} \tag{18}
\end{equation*}
$$

For linear systems, exponential of a matrix can be calculated with inverse Laplace Transformation

$$
\begin{equation*}
e^{\boldsymbol{A} t}=\mathcal{L}^{-1}\left\{(s \boldsymbol{I}-\boldsymbol{A})^{-1}\right\} \tag{19}
\end{equation*}
$$

## G. Regulation and Tracking

The regulation problem and tracking problem are similar in nature. Simply, the difference is that, in the regulation problem a single point in a manifold is tracked, and in the tracking problem, the system tracks a trajectory, rather than a point [54].

The system given is

$$
\begin{align*}
& \dot{x}_{1}=x_{2}  \tag{20}\\
& \dot{x}_{2}=f\left(x_{1}, x_{2}\right)+u \tag{21}
\end{align*}
$$

If $u$ is designed such that, the origin is stable, then this problem tries to track the origin constantly and hence it is a regulation problem.

Defining $x_{r}(t)$, as the trajectory to be followed, and creating a new variable set which covers the error dynamics

$$
\begin{align*}
& e_{1}=x_{1}-x_{r} \\
& e_{2}=x_{2}-\dot{x}_{r} \tag{22}
\end{align*}
$$

where $\ddot{x}_{r}=f^{\prime}\left(x_{r}\right)$, then

$$
\begin{align*}
& \dot{e_{1}}=e_{2} \\
& \dot{e_{2}}=f\left(x_{1}, x_{2}\right)+u-f^{\prime}\left(x_{r}\right) \tag{23}
\end{align*}
$$

With the system in Eq. (23), the tracking problem is turned into a regulation problem, because if the origin is an asymptotically stable equilibrium then $x(t)=x_{r}(t)$ holds when $t \rightarrow \infty$. Furthermore, in this paper, $e_{1}$ is taken as a vector and namely, the position tracking error, and $e_{2}$ is also taken as a vector and it is the velocity error, which can be seen in Eq. 64.

## H. Equation for Relative Motion

The equations for relative motion for the tracking problem is important since, those equations can be used in both creating a reference trajectory, and can be used as the plant for the calculation of the control actuation. The literature survey showed that, the equation for relative motion can be non-linear, which covers the whole dynamics, and can be linear with some assumptions. The non-linear equations governing the dynamics and perturbations in the Hill frame are shown in Eq. (44). However, the complexity of non-linear equations does not attract designers. The linearized equation work started as early as 1960. Clohessy-Wiltshire (CW) worked on "Terminal Guidance System for Satellite Rendezvous" and they derived linear equations for relative motion for a circular reference orbit for a rotating coordinate system, also known as Hill's equations. One of the issues with CW equations is that, it is only applicable to circular or small eccentricity reference orbits [47], [48]. To solve that issue, Melton worked with time as the independent variable, and created a State Transition Matrix (STM). However, his solution is practical for values of eccentricity of 0 to 0.3 [55]. Schweighart and Sedwick worked on CW equations and came up with new linear differential equation set that covers the $\mathrm{J}_{2}$ effects [56]. Tschauner and Hempel (TH), on the other side, worked with equations that took true anomaly as independent variable, and derived an equation set that is similar to CW equations for the elliptical orbits [48]. Lawden solved the TH equations, interestingly earlier then they have been found, for fuel optimal rocket trajectory [48]. Carter, found out that Lawden's equations were singular when true anomaly, $f$ is multiples of $\pi$, and solved that issue, but, he introduced another singularity for circular orbits. Later, Carter published another solution, which gets rid of that singularity, but the solution that was offered was hard to implement which caused it to be little use for engineering [48], [57]. Yamanaka and Ankersen again worked on TH equations, and solved this singularity issue with a really compact solution [58], nevertheless, their solution is singular when the eccentricity is equal to one, but this is typically not a major problem. Furthermore, some thought that the Cartesian Coordinate approach for description of the relative orbit makes it harder to interpret the relative orbit. So Schaub introduced the Differential Orbital Elements, an arithmetic difference of Deputy and Chief orbital elements, to describe the relative motion [59]. Furthermore, Schaub and Alfriend introduced $\mathrm{J}_{2}$ invariant relative orbits, where the Deputy and Chief Orbital Elements have the same rate of change under the $\mathrm{J}_{2}$ perturbations [60]. Gim and Alfriend created the NonSingular Orbital Element Differences and created an STM to propagate it in time which also covers $\mathrm{J}_{2}$ perturbations with eccentricity [61].

Since it covers eccentricities that was the interest of this study with an easy to implement approach, the Yamanaka and Ankersen STM (YASTM) approach found suitable for the reference trajectory design for the Continuous Controllers. For High Thrust implementations, the method suggested by Schaub [59], where the difference in Classical Mean Orbital Elements are tracked, was used.

## I. Numerical Optimization

Since different control approaches were compared in this paper, the controllers that had the best performance were required to be found. The best can be defined depending on the user, such as a controller that leads to least error, with high fuel consumption might be chosen as the best in land vehicle applications where fuel is suppliable to the system and small tracking error is desired.

The problem at hand, optimizing the controller parameters based on the total fuel consumption and tracking error, is a multidimensional non-linear problem that is not easy to solve by any algebraic means, hence, heuristic solvers were required for the problem. A heuristic solver is designed to solve problems faster than universal solvers or solve the problems that are non-solvable by the universal solver. The side effect of such design is that the some order of accuracy is lost.

Heuristic Optimizers can be divided into categories depending on different parameters. A general approach is to classify according to the rule they depend on. If a solver implements multiple iterations in order to find the solution, it is called iterative optimization. A method works with a set of solutions and tries to improve the solutions at hand, it is a Population Based Optimization. If a method implements a probabilistic theory, then it is a probabilistic optimization. Another parameter can be the innate phenomenon that the algorithm imitates. This specification mainly has two different branches, Evolutionary Algorithms, which imitates the survival of the fittest, and Swarm Intelligence Based Algorithms, which imitates the group behavior of a colony [62]. A very well known, and proven algorithm in Evolutionary Algorithm is called Genetic Algorithm (GA), which imitates Darwin's theory. The easiness of implementation to different cases and its global perspective made it famous [63]. On the other hand, in swarm based algorithms, there are two different options that are well known and widely used, Particle Swarm Optimization (PSO) and Artificial Bee Colony (ABC). PSO is based on the behavior of the fish schooling or bird flocking. The PSO, compared to other methods, specifically GA, is a faster and numerically cheaper method [64]. Likewise, ABC is a Swarm Intelligence based algorithm, which imitates the foraging behaviour of a bee colony. The main aim of this approach is to find the best location of the food, the possible solutions to the problem, depending on the food quality, or corresponding objective value [62]. According to [62], [65], the ABC is as accurate as the GA and PSO methods, and outperforms them. Similarly, [66] states that, for a specific problem it outperforms the GA in terms of convergence speed, with a similar accuracy. Further research shows that ABC's accuracy is better than the PSO, however time of convergence of PSO is better than that of ABC [67]. Considering these results, it was noticed that every optimization algorithm has their pros and cons depending on the problem. Nevertheless, the ABC algorithm was chosen due to its moderate time of convergence and high accuracy compared to the other methods at hand.

## J. Controllers

The controller framework in Formation Flying can be divided into three, Multi Input Multi Output (MIMO), Leader/Follower or Chief/Deputy and Virtual Structure.

In the MIMO approach, the whole constellation of satellites and governing dynamics are treated as a single plant with multiple outputs and multiple inputs, and state space representation of this system is controlled [68].

In Virtual Structure approach, each satellite of the constellation is taken as rigid bodies that are part of a bigger virtual rigid body. The motion of the rigid body, and corresponding positions of the satellites are generated to create the reference trajectory. Then the controllers are designed as such that each satellite will track the reference [68].

In Leader/Follower, or Chief/Deputy approach, the formation flying problem of a constellation is approached with a hierarchical arrangement such that the problem is reduced into individual basis. The Chief, it can be a virtual satellite, has the reference orbit to which the Deputy should arrange itself accordingly. This approach is the most widely studied approach in the formation flying of satellites [68], and hence was implemented in this study. It must be noted that, from now on, all the control structures that was covered in this paper were based on Chief/Deputy approaches.

Controllers for the formation flight covering the Deputy/Chief structure can be divided further into three: the Continuous Control Laws, Discrete Control Laws and Impulsive Control Laws. The Continuous Control Laws work throughout the orbit, and the control is active whether best performance is achieved or not. On the other hand, the discrete control laws, is discritized, and does not calculate the control continuously. Depending on the discritization time, the control is calculated, and applied along that time. Similarly, impulsive laws does not work always, however, generally they work at the best possible time, with a high amount of thrust to optimize the fuel consumption.

In literature there were a lot of different cases of control approaches. The survey of the control laws can be found in [68] and summarized as:

- Reference [69] used the feedback linearized control law for deep space missions
- Reference [70] uses the feedback linearization with inequalities of matrices to achieve robustness
- Reference [71] combines model predictive control with feedback linearization for both orbit and attitude keeping
- Reference [72] uses the proportional and derivative (PD) feedback law and compares them with fuel optimal control law.
- References [73], [74] and [75] used modified model predictive control to control the formation flying.
- Reference [76] applies a sliding mode control approach to a low thrust satellite constellation
- References [77], [78] uses a discrete time Linear Quadratic (LQ) approach to control the relative position
- Reference [79] uses discritized LQ Regulator (LQR) to formation flying problem without radial thrust
- Reference [80] implemented an Impulsive Control Approach based on Gauss Variational Equations (GVE), shared in Eq. (26) to (31), by minimizing a cost function based on the required velocity
- Reference [81] used the Mean Orbital Element differences as reference trajectory and implemented an optimal/sub-optimal impulsive control law based on GVE
- Reference [82] focused on angular momentum and energy of the orbit to establish a relative orbit, and created an impulsive control law
Feedback Linearization's main aim is to linearize the system's dynamics by using the feedback law. This type of controller allows designer to estimate the behaviour, track the results and use the linear control theory to design controllers. However, this control requires the system to be modelled exactly, since it cancels the non-linearities of it. Comparing PD approach, feedback linearization handles the non-linearities better, and allows one to create global stabilized systems.

MPC, often called as receding horizon control, includes the minimization of a cost function with free variable as the control actuation along the specified number of time steps. In more details, the linear system is discretized with a specified time, and the states for the specified horizon is generated. In the cost function both the states and the control has its corresponding weights.

The MPC has several benefits for the control problem. First of all, it allows user to specify constraints, for example the thrust limits of the system. Furthermore, comparing with prearranged trajectories that are found again by optimal methods, the MPC can handle uncertainties better, since it is embedded to the on-board controller of the satellite, and works actively throughout the mission. Moreover, the MPC is re-configurable, which means the tuning parameters can be changed online depending on the mission requirements. However, there are disadvantages of it. The major one is that, it requires computational power, depending on the horizon of the prediction and constraints. Due to recent improvements on technology, and reformulation of the problem, it is still applicable to satellites of small size as main controller [83], [84].

On the other hand, the Linear Quadratic Regulator, is also an optimization based control algorithm, however, the system is linearized over a cost function for the infinite horizon optimization. In this approach, the system constraints are not handled, and this control approach results in a locally stable system due to linearization.

The Sliding Mode Control scheme is a very well known control method. A sliding manifold, which does not depend on the system uncertainties is designed, and the trajectory of the states are tried to converge to that manifold. The manifold is designed such that it will drive the system dynamics to the desired equilibrium point. The main advantage of the Sliding Mode Control is that it can overcome the model uncertainties, however, generally speaking, this comes with a cost of excessive fuel burn.

In impulsive control, in general, the aim is to reduce the number of impulses since the efficiency of the high thrust boosters are limited. A common approach is the use of GVE,
to calculate the best possible time to apply impulses, based on optimization or analytical solutions.

It is noticed that, most of the papers in the literature focuses on one of the above methods and does not compare the performances of each controller with other controllers. In order to lead designers to a better decision for controller design, this study was focused on implementation of different control methods and comparison of them. The reduction in fuel consumption in formation flying missions, which effects the society economically and ecologically, will lead to greener tomorrows.

## K. Lyapunov Stability

Lyapunov found in 1892 that if a continuously differentiable, positive definite function $V(x)$ has its derivative as negative semi definite function, then the equilibrium point is stable. If the derivative is negative definite, then the equilibrium point is asymptotically stable.

Theorem II.1. Given that $V(0)=0$ and $V(\boldsymbol{x})>0 \forall \boldsymbol{x} \neq 0$, then $\boldsymbol{x}=0$ equilibrium point is stable if

- $\dot{V}(\boldsymbol{x}) \leq 0 \quad \forall \boldsymbol{x} \neq 0$
- $\dot{V}(0)=0$
and asymptotically stable if the inequality of $\dot{V}(\boldsymbol{x})$ is strict. Furthermore, the equilibrium point $\boldsymbol{x}=0$ is globally asymptotically stable if the $V(\boldsymbol{x}) \rightarrow \infty$ as $\|\boldsymbol{x}\| \rightarrow \infty$.

The proof of the theorem can be found in [54]. If the derivative of the Lyapunov function is negative-semi definite, then the Lyapunov's Direct Method concludes that, the equilibrium is stable. A theorem from [47], states that, there is still possibility of the system being asymptotically stable.
Theorem II.2. Define $\Omega=\{x \mid \dot{V}(\boldsymbol{x})=0\}$

- if the first non zero derivative of the $V(\boldsymbol{x})$ is odd and negative definite under subset of $\Omega$, then the system is Asymptotically stable.

The proof of the theorem can be found in [47].

## III. Method

## A. Absolute Equations of Motion

1) Non-linear Equation of Motion with $J_{2}$ Perturbation: In space, vehicles are moving under Newton's law of universal gravitation combined with perturbations. The mathematical expression of this was demonstrated at Eq. [24] [47].

$$
\begin{align*}
& \frac{\mathrm{d}_{\mathrm{I}}^{2} \boldsymbol{r}_{\mathrm{CI}}}{\mathrm{~d} t^{2}}=\boldsymbol{f}\left(\boldsymbol{r}_{\mathrm{CI}}\right) \\
& \frac{\mathrm{d}_{\mathrm{I}}^{2} \boldsymbol{r}_{\mathrm{DI}}}{\mathrm{~d} t^{2}}=\boldsymbol{f}\left(\boldsymbol{r}_{\mathrm{DI}}\right)+\boldsymbol{u}^{\mathrm{I}} \tag{24}
\end{align*}
$$

where $\boldsymbol{u}^{I}$ is the control applied to the deputy expressed in inertial frame, and $f$ is a nonlinear function which covers gravitational acceleration with $\mathrm{J}_{2}$ perturbation.

$$
\boldsymbol{f}(\boldsymbol{r})=-\frac{\mu}{r^{3}}\left[\boldsymbol{r}-\mathrm{J}_{2} \frac{3}{2}\left(\frac{r_{\mathrm{eq}}}{r}\right)^{2}\left(\begin{array}{c}
5 x\left(\frac{z}{r}\right)^{2}-x  \tag{25}\\
5 y\left(\frac{z}{r}\right)^{2}-y \\
5 z\left(\frac{z}{r}\right)^{2}-3 z
\end{array}\right)\right]
$$

where $\mu$ is Standard gravitational parameter of Earth, and $r_{\text {eq }}$ is the equatorial radius of Earth. Notice that, in this formulation $\boldsymbol{r}=[x, y, z]^{\mathrm{T}}$ is position of the satellite with respect to ECI frame resolved in ECI frame.
2) Gauss Variational Equations: Gauss' Variational Equations were used to describe the time rate of change of orbital elements under the presence of perturbations or control inputs. The derivation of it can be found in [48].

$$
\begin{align*}
\frac{\mathrm{d} a}{\mathrm{~d} t} & =2 \frac{d_{r} a^{2} e \sin f}{h}+2 \frac{d_{\theta} a^{2} p}{h r}  \tag{26}\\
\frac{\mathrm{~d} e}{\mathrm{~d} t} & =\frac{d_{r} p \sin f}{h}+\frac{d_{\theta}[(p+r) \cos f+r e]}{h}  \tag{27}\\
\frac{\mathrm{~d} i}{\mathrm{~d} t} & =\frac{d_{h} r \cos (f+\omega)}{h}  \tag{28}\\
\frac{\mathrm{~d} \Omega}{\mathrm{~d} t} & =\frac{d_{h} r \sin (f+\omega)}{h \sin i}  \tag{29}\\
\frac{\mathrm{~d} \omega}{\mathrm{~d} t} & =\frac{d_{r} p}{h e}+\frac{d_{\theta}(p+r)}{h e}-\frac{d_{h} r \sin (f+\omega)}{h \sin i}  \tag{30}\\
\frac{\mathrm{~d} M}{\mathrm{~d} t} & =n+d_{r} \frac{\left(-2 e+\cos f+e \cos ^{2} f\right)\left(1-e^{2}\right)}{e(1+e \cos f) n a} \\
& +d_{\theta} \frac{\left(e^{2}-1\right)(e \cos f+2) \sin f}{e(1+e \cos f) n a} \tag{31}
\end{align*}
$$

where $\boldsymbol{d}=\left[d_{r}, d_{\theta}, d_{h}\right]^{\mathrm{T}}$ is the acceleration resolved in LVLH frame, $r$ corresponds to radial, $\theta$ corresponds to tangential, $h$ corresponds to the angular momentum direction.
3) Effect of $\mathrm{J}_{2}$ on Mean Orbital Elements: To investigate the effect of the $\mathrm{J}_{2}$ on Orbital Elements, a similar approach to Gauss' Variational Equations was done. The details of the derivation can be found in [47], [48].

$$
\begin{align*}
\frac{\mathrm{d} \bar{a}}{\mathrm{~d} t} & =0  \tag{32}\\
\frac{\mathrm{~d} \bar{e}}{\mathrm{~d} t} & =0  \tag{33}\\
\frac{\mathrm{~d} \bar{i}}{\mathrm{~d} t} & =0  \tag{34}\\
\frac{\mathrm{~d} \bar{\Omega}}{\mathrm{~d} t} & =-\frac{3}{2} \mathrm{~J}_{2}\left(\frac{R_{e}}{\bar{p}}\right)^{2} \bar{n} \cos \bar{i}  \tag{35}\\
\frac{\mathrm{~d} \bar{\omega}}{\mathrm{~d} t} & =\frac{3}{4} \mathrm{~J}_{2}\left(\frac{R_{e}}{\bar{p}}\right)^{2} \bar{n}\left(5 \cos ^{2} \bar{i}-1\right)  \tag{36}\\
\frac{\mathrm{d} \bar{M}_{0}}{\mathrm{~d} t} & =\frac{3}{4} \mathrm{~J}_{2}\left(\frac{R_{e}}{\bar{p}}\right)^{2} \bar{n} \bar{\eta}\left(3 \cos ^{2} \bar{i}-1\right) \tag{37}
\end{align*}
$$

where $R_{e}$ is the Equatorial Radius of Earth, $\bar{p}$ is the mean semi-latus rectum, $\bar{\eta}=\sqrt{1-\bar{e}^{2}}$ and $\bar{M}_{0}$ is the Mean Anomaly at Epoch. When the Mean Orbital Element deviations under $\mathrm{J}_{2}$ effect was observed, it was seen that, if $\bar{i}, \bar{n}$, which depends on $\bar{a}$, or $\bar{\eta}$, which depends on $\bar{e}$, of Deputy is different than that of Chief, the rate of change of mean orbital elements of Deputy are different than that of Deputy.

## B. Equations of Relative Motion

The equations of relative motion was important to study the control of the deputy with respect to the chief.

1) Nonlinear Equation of Relative Motion: The equation of motion of the Chief with respect to the inertial frame is governed by Eq. 38).

$$
\begin{equation*}
\frac{\mathrm{d}_{\mathrm{I}}^{2} \boldsymbol{r}_{\mathrm{CI}}}{\mathrm{~d} t^{2}}=-\frac{\mu}{\left\|\boldsymbol{r}_{\mathrm{CI}}\right\|^{3}} \boldsymbol{r}_{\mathrm{CI}} \tag{38}
\end{equation*}
$$

where $\|$.$\| is the 2-norm of the "." variable. Similarly, the$ dynamics of the Deputy is governed by

$$
\begin{equation*}
\frac{\mathrm{d}_{\mathrm{I}}^{2} \boldsymbol{r}_{\mathrm{DI}}}{\mathrm{~d} t^{2}}=-\frac{\mu}{\left\|\boldsymbol{r}_{\mathrm{DI}}\right\|^{3}} \boldsymbol{r}_{\mathrm{DI}} \tag{39}
\end{equation*}
$$

introducing $\boldsymbol{r}_{\mathrm{DC}}$ which is the position vector of the Deputy with respect to Chief

$$
\begin{equation*}
\boldsymbol{r}_{\mathrm{DC}}=\boldsymbol{r}_{\mathrm{DI}}-\boldsymbol{r}_{\mathrm{CI}} \tag{40}
\end{equation*}
$$

Subtracting Eq. (39) from Eq. (38) and plugging in Eq. 40) reveals

$$
\begin{equation*}
\frac{\mathrm{d}_{\mathrm{I}}^{2} \boldsymbol{r}_{\mathrm{DC}}}{\mathrm{~d} t^{2}}=-\frac{\mu\left(\boldsymbol{r}_{\mathrm{CI}}+\boldsymbol{r}_{\mathrm{DC}}\right)}{\left\|\boldsymbol{r}_{\mathrm{DI}}+\boldsymbol{r}_{\mathrm{DC}}\right\|^{3}}+\frac{\mu}{\left\|\boldsymbol{r}_{\mathrm{CI}}\right\|} \boldsymbol{r}_{\mathrm{CI}} \tag{41}
\end{equation*}
$$

The above derivative, as can be seen, is with respect to Inertial frame, however, it was more desirable to have the derivative with respect to LVLH frame of the Chief. Double Time derivative with respect to a non-inertial frame is

$$
\begin{align*}
\frac{\mathrm{d}_{\mathrm{I}}^{2} \boldsymbol{r}_{\mathrm{DC}}}{\mathrm{~d} t}= & \frac{\mathrm{d}_{\mathrm{C}}^{2} \boldsymbol{r}_{\mathrm{DC}}}{\mathrm{~d} t^{2}}+2 \boldsymbol{\omega}_{\mathrm{CI}} \times \frac{\mathrm{d}_{\mathrm{C}} \boldsymbol{r}_{\mathrm{DC}}}{\mathrm{~d} t}+\frac{\mathrm{d}_{\mathrm{C}} \boldsymbol{\omega}_{\mathrm{CI}}}{\mathrm{~d} t} \times \boldsymbol{r}_{\mathrm{DC}} \\
& +\boldsymbol{\omega}_{\mathrm{CI}} \times \boldsymbol{\omega}_{\mathrm{CI}} \times \boldsymbol{r}_{\mathrm{DC}} \tag{42}
\end{align*}
$$

where $\boldsymbol{\omega}_{\mathrm{CI}}$ is the angular velocity of the orbital frame of the Chief with respect to Inertial frame. To resolve everything in chief orbital frame, the C frame, the definitions below were used.

$$
\begin{align*}
\boldsymbol{\omega}_{\mathrm{CI}}^{\mathrm{C}} & =[0,0, \dot{\theta}]^{T}  \tag{43a}\\
\boldsymbol{r}_{\mathrm{DC}}^{\mathrm{C}} & =[x, y, z]^{\mathrm{T}}  \tag{43b}\\
\boldsymbol{r}_{\mathrm{CI}}^{\mathrm{C}} & =\left[0,0, r_{0}\right]^{\mathrm{T}} \tag{43c}
\end{align*}
$$

where $\dot{\theta}$ is the magnitude of the angular velocity of the orbital frame of Chief, or the rate of change of argument of latitude. Plugging (43) with Eq. (42) into Eq. 41) reveals the nonlinear equation of relative motion without any perturbations

$$
\begin{align*}
\ddot{x}-2 \dot{\theta}_{\mathrm{C}} \dot{y}-\ddot{\theta}_{\mathrm{C}} y-\dot{\theta}_{\mathrm{C}}^{2} x & =-\frac{\mu\left(r_{\mathrm{C}}+x\right)}{\left[\left(r_{\mathrm{C}}+x\right)^{2}+y^{2}+z^{2}\right]^{\frac{3}{2}}}+\frac{\mu}{r_{\mathrm{C}}^{2}}  \tag{44a}\\
\ddot{y}+2 \dot{\theta}_{\mathrm{C}} \dot{x}+\ddot{\theta}_{\mathrm{C}} x-\dot{\theta}_{\mathrm{C}}^{2} y & =-\frac{\mu y}{\left[\left(r_{\mathrm{C}}+x\right)^{2}+y^{2}+z^{2}\right]^{\frac{3}{2}}}  \tag{44b}\\
\ddot{z} & =-\frac{\mu z \mathrm{a})}{\left[\left(r_{\mathrm{C}}+x\right)^{2}+y^{2}+z^{2}\right]^{\frac{3}{2}}} \tag{44c}
\end{align*}
$$

where, $\ddot{r}_{\mathrm{C}}=r_{\mathrm{C}} \dot{\theta}_{\mathrm{C}}^{2}-\mu / r_{\mathrm{C}}^{2}$ and $\ddot{\theta}_{\mathrm{C}}=-2 \dot{r}_{\mathrm{C}} \dot{\theta}_{\mathrm{C}} / r_{\mathrm{C}}$. In Eq. 44), the sub-index C denotes the belonging of Chief. Notice that, the differential disturbances or the control commands can be directly added to the above equations if they are resolved in the Chief's LVLH frame. Also, the $[x, y, z]$ is the position of the Deputy with respect to Chief, resolved in Chief's LVLH frame. As mentioned earlier, this equation was not used in the analysis, rather, it was used as a step to calculate ClohessyWiltshire Equations.
2) $C W$ Equations: In the formation flying, the very well known Clohessy-Wiltshire (CW) equations are used, specifically for rendezvous. These equations are created by CW in the 1960s to investigate the rendezvous of spacecraft. Since they are computationally easy to solve, they are suitable to use in initial analysis. Furthermore, due to the linear structure of the equations, they seem suitable to use in optimal control problem.

The method suggested by [48] was followed, by creating a Taylor Series expansion of the Right Hand Side of Eq. (44) about the origin. The first order terms of that Taylor Series expansion was shared in Eq. 45.

$$
\begin{align*}
& -\frac{\mu\left(a_{\mathrm{C}}+x\right)}{\left[\left(a_{\mathrm{C}}+x\right)^{2}+y^{2}+z^{2}\right]^{1.5}} \approx n_{\mathrm{C}}^{2}\left(2 x-a_{\mathrm{C}}\right)  \tag{45a}\\
& -\frac{\mu y}{\left[\left(a_{\mathrm{C}}+x\right)^{2}+y^{2}+z^{2}\right]^{1.5}} \approx-n_{\mathrm{C}}^{2} y  \tag{45b}\\
& -\frac{\mu z}{\left[\left(a_{\mathrm{C}}+x\right)^{2}+y^{2}+z^{2}\right]^{1.5}} \approx-n_{\mathrm{C}}^{2} z \tag{45c}
\end{align*}
$$

where $n_{\mathrm{C}}$ is the mean motion of the Chief, and equal to $\sqrt{\mu / a_{\mathrm{C}}^{3}}$. Removing the C subscript, and rearranging revealed the very well known CW equations

$$
\begin{align*}
\ddot{x}-2 n \dot{y}-3 n^{2} x & =d_{x}  \tag{46a}\\
\ddot{y}+2 n \dot{x} & =d_{y}  \tag{46b}\\
\ddot{z}+n^{2} z & =d_{z} \tag{46c}
\end{align*}
$$

where $d_{x}, d_{y}, d_{z}$ are the differential forces applied to the satellites expressed in the Hill frame, and $n$ is the mean motion of the Chief. It is easy to see that, the cross-track motion and in-plane motion does not depend on each other.
3) TH Equations: A common method to account for the eccentricity in relative motion is to change the independent variable in Eq. (44) to True Anomaly, $f$. To achieve that, a chain rule shared in Eq. 47) was done, where (.) ${ }^{\prime}$ denotes the derivative of a variable with respect to true anomaly. The whole transformation is shared in [48], with a normalized position vector, $\overline{\boldsymbol{r}}_{\mathrm{DC}}^{\mathrm{C}}=\boldsymbol{r}_{\mathrm{DC}}^{\mathrm{C}} /\left\|\boldsymbol{r}_{\mathrm{CI}}^{\mathrm{I}}\right\|$.

$$
\begin{align*}
\frac{\mathrm{d}(.)}{\mathrm{d} t} & =(.)^{\prime} \dot{f}  \tag{47a}\\
\frac{\mathrm{~d}^{2}(.)}{\mathrm{d} t^{2}} & =(.)^{\prime \prime} \dot{f}^{2}+\dot{f} \dot{f}^{\prime}(.)^{\prime} \tag{47b}
\end{align*}
$$

The Tschauner-Hempel (TH) equations can be seen as the eccentricity extension of the CW equations, with true anomaly being the independent variable, which can be seen in Eq. 48a. Notice that, there is no perturbation included in TH equations just like CW equations [48]:

$$
\begin{align*}
\bar{x}^{\prime \prime} & =\frac{3}{k} \bar{x}+2 \bar{y}^{\prime} \\
\bar{y}^{\prime \prime} & =-2 \bar{x}^{\prime}  \tag{48a}\\
\bar{z}^{\prime \prime} & =-\bar{z}^{\prime}
\end{align*}
$$

where $k=1+e \cos f$. Similar to the CW equations, out of plane motion does not depend on in-plane motion.
4) Yamanaka and Ankersen STM: Yamanaka and Ankersen (YA) worked on the TH equations, to improve already created solutions by Lawden and Carter [48]. Their solution is valid for eccentricities less than 1. On the other hand, YASTM is easy to implement for numerical purposes, and covers the required eccentricity for this paper. Furthermore, if the eccentricity is taken as 0 , then the solution offered by YA is the same as Hill's solution.

YA used a slightly different coordinate system than Hill, where $\hat{\boldsymbol{z}}$ axis points toward Zenith, $\hat{\boldsymbol{y}}$ axis is normal to the orbital plane and opposite the angular momentum vector, and $\hat{\boldsymbol{x}}$ completes the right handed system. In this paper, this frame was denoted as Y frame. More over, their solution is valid for the states that has the transformation in Eq. (49) and the inverse transformation in Eq. (50)

$$
\begin{align*}
\tilde{\boldsymbol{r}}_{\mathrm{DC}}^{\mathrm{Y}} & =\rho \boldsymbol{r}_{\mathrm{DC}}^{\mathrm{Y}}  \tag{49a}\\
\tilde{\boldsymbol{v}}_{\mathrm{DC}}^{Y} & =-e \sin \theta \boldsymbol{r}_{\mathrm{DC}}^{\mathrm{Y}}+\left(1 / k^{2} \rho\right) \boldsymbol{v}_{\mathrm{DC}}^{\mathrm{Y}}  \tag{49b}\\
\boldsymbol{r}_{\mathrm{DC}}^{\mathrm{Y}} & =1 / \rho \tilde{\boldsymbol{r}}_{\mathrm{DC}}^{\mathrm{Y}}  \tag{50a}\\
\boldsymbol{v}_{\mathrm{DC}}^{\mathrm{Y}} & =k^{2}\left(e \sin \theta \tilde{\boldsymbol{r}}_{\mathrm{DC}}^{\mathrm{Y}}+\rho \tilde{\boldsymbol{v}}_{\mathrm{DC}}^{\mathrm{Y}}\right) \tag{50b}
\end{align*}
$$

where $\rho=1+e \cos f$. The YASTM is consisting of inplane STM and out-of-plane STM. The in-plane STM is in the form of $\Phi_{\theta_{0}}^{-1}$ and $\Phi_{\theta}$, which can be seen in Eqs. (53) and (54), respectively. Notice that, the orbital elements in $\Phi_{\theta_{0}}^{-1}$ should correspond to the orbital elements in initial time, $t_{0}$ and similarly, $\Phi_{\theta}$ should have elements in time $t$. The overall STM is shown in Eqs. 51) and 52.

$$
\begin{align*}
& {\left[\begin{array}{c}
\tilde{x}_{t} \\
\tilde{z}_{t} \\
\tilde{v}_{x t} \\
\tilde{v}_{z t}
\end{array}\right]=\Phi_{\theta} \Phi_{\theta_{0}}^{-1}\left[\begin{array}{c}
\tilde{x}_{t_{0}} \\
\tilde{z}_{t_{0}} \\
\tilde{v}_{x t_{0}} \\
\tilde{v}_{z t_{0}}
\end{array}\right]}  \tag{51}\\
& {\left[\begin{array}{c}
\tilde{y}_{t} \\
\tilde{v}_{y_{t}}
\end{array}\right]=\Phi_{\theta-\theta_{0}}\left[\begin{array}{c}
\tilde{y}_{t_{0}} \\
\tilde{v}_{y_{t_{0}}}
\end{array}\right]} \tag{52}
\end{align*}
$$

The orbital elements in time $t$ can be propagated by assuming Keplerian Orbit, as stated in [58]. The $\Phi_{\theta_{0}}^{-1}$ is

$$
\begin{align*}
& \Phi_{\theta_{0}}^{-1}=\frac{1}{1-e^{2}} \\
& \times\left[\begin{array}{cccc}
1-e^{2} & 3 e(s / \rho)(1+1 / \rho) & -e s(1+1 / \rho) & -e c+2 \\
0 & -3(s / \rho)\left(1+e^{2} / \rho\right) & s(1+1 / \rho) & c-2 e \\
0 & -3(c / \rho+e) & c(1+1 / \rho)+e & -s \\
0 & 3 \rho+e^{2}-1 & -\rho^{2} & e s
\end{array}\right] \tag{53}
\end{align*}
$$

where $s=\rho \sin f$ and $c=\rho \cos f$. Similarly $\Phi_{\theta}$ is

$$
\Phi_{\theta}=\left[\begin{array}{cccc}
1 & -c(1+1 / \rho) & s(1+1 / \rho) & 3 \rho^{2} J  \tag{54}\\
0 & s & c & (2-3 e s J) \\
0 & 2 s & 2 c-e & 3(1-2 e s J) \\
0 & s^{\prime} & c^{\prime} & -3 e\left(s^{\prime} J+s / \rho^{2}\right)
\end{array}\right]
$$

where $k^{2}=h / p^{2}$ and $J=k^{2}\left(t-t_{0}\right)$. The $c^{\prime}$ and $s^{\prime}$ are the derivatives of $c$ and $s$ with respect to $f$, respectively.

For the out-of-plane motion, there is only one transition, Eq. (55), and the matrix corresponds to $\Phi_{\theta-\theta_{0}}$.

$$
\left[\begin{array}{c}
\tilde{y}_{t}  \tag{55}\\
\tilde{v}_{y t}
\end{array}\right]=\frac{1}{\rho_{\theta-\theta_{0}}}\left[\begin{array}{cc}
c & s \\
-s & c
\end{array}\right]_{\theta-\theta_{0}}\left[\begin{array}{c}
\tilde{y}_{0} \\
\tilde{v}_{y 0}
\end{array}\right]
$$

Since, the Y frame, as explained in the beginning of this section, is different than the Hill frame of the Chief, a DCM should be applied after implementing Eq. 49) or (50). The DCM for Hill frame to $Y$ frame is

$$
\begin{equation*}
C_{\mathrm{YH}}=\boldsymbol{R}_{x}\left(-\frac{\pi}{2}\right) \times \boldsymbol{R}_{y}(0) \times \boldsymbol{R}_{z}\left(\frac{\pi}{2}\right) \tag{56}
\end{equation*}
$$

where $\boldsymbol{R}_{x}$ corresponds to a DCM of rotation only around $x$ axis, and the same applies to $\boldsymbol{R}_{y}$ and $\boldsymbol{R}_{z}$ for $y$ and $z$ axes. .

## C. Reference Orbit

The reference orbits that are tracked were created with two different methods. One was created with YASTM, explained in Section III-B4. The second method that was covered is the orbital element differences.

For YASTM, and the Mean orbital element differences, the main issue was the decision of the initials of each method. For that purpose, solution of the CW equations with the Hill frame positions and the corresponding orbital element solution was used.

1) Reference with YASTM: In this reference method, an initial point was created as the solution of the CW equations, Eq. 57, [47]:

$$
\begin{align*}
& x(t)=A_{0} \cos (n t+\alpha)+x_{\mathrm{off}}  \tag{57a}\\
& y(t)=-2 A_{0} \sin (n t+\alpha)-\frac{3}{2} n t x_{\mathrm{off}}+y_{\mathrm{off}}  \tag{57b}\\
& z(t)=B_{0} \cos (n t+\beta) \tag{57c}
\end{align*}
$$

where $\alpha$ and $\beta$ are in-plane and out-of-plane phase angles. $A_{0}$ and $B_{0}$ are the amplitudes of the motion along $x$ and $z$ axis, whereas $2 A_{0}$ is the amplitude along $y$ axis direction. $x_{\text {off }}$ and $y_{\text {off }}$ are the offsets along $x$ and $y$ axes. As can be seen, in $y(t)$ there is a secular drift term due to $x_{\text {off }}$, which includes time as a multiplication. In order to have bounded motion, which is generally the desired case, the $x_{\text {off }}$ was set to 0 . This removes the secular drift term. Similarly, to have a relative trajectory that has the Chief in the center, the $y_{\text {off }}$ was set to be 0 . The phase angles and the amplitudes are specific to the mission, and affects the shape. In order to have an elliptic motion in $x z$ plane, the phase angles should be set with a $\pi / 2$ difference, which was also done in this mission. The amplitude for inplane motion, $A_{0}$ for the Relative Orbit Mission for this study is 500 m , and $B_{0}$ is 300 m . The corresponding velocity terms are the derivatives of the Eq. (57), shown in Eq. 58):

$$
\begin{align*}
\dot{x}(t) & =-A_{0} n \sin (n t+\alpha)  \tag{58a}\\
\dot{y}(t) & =-2 A_{0} n \cos (n t+\alpha)  \tag{58b}\\
\dot{z}(t) & =-B_{0} n \sin (n t+\beta) \tag{58c}
\end{align*}
$$

However, since the orbit was slightly elliptic, the solution of Hill's or the CW equations will cause a secular drift due to their assumption of circular Chief orbit. To cancel that secular drift, mostly along $y$ axis, the equation suggested by [85] was used, Eq. 59), to correct the initials. The resultant initials are, $x(0)$ is $500 \mathrm{~m}, y(0)$ and $z(0)$ are 0 m . Similarly, $\dot{x}(0)$ is 0 $\mathrm{m} / \mathrm{s}, \dot{y}(0)$ is $-1.0690 \mathrm{~m} / \mathrm{s}$ and $\dot{z}(0)$ is $0.3181 \mathrm{~m} / \mathrm{s}$.

$$
\begin{equation*}
\frac{\dot{y}(0)}{x(0)}=-\frac{n(2+e)}{(1+e)^{1 / 2}(1-e)^{3 / 2}} \tag{59}
\end{equation*}
$$

When the initials were created, the rest was using the YASTM approach described in Section III-B4 Then, the transformation in Eq. (15) was used to transform the reference from Chief's Hill frame to ECI frame, which is the frame of the sliding mode and feedback linearization controllers.
2) Mean Orbital Element Reference: A similar approach to the YASTM reference method was applied. This time, the solution of the CW equations, calculated with orbital elements were used, Eq. 60]. This solution was taken from [47], and it is true for near circular orbits.

$$
\begin{align*}
& x(f) \approx \delta a-a \cos f \delta e  \tag{60a}\\
& y(f) \approx a(\delta \omega+\delta M+\cos i \delta \Omega)+2 a \sin f \delta e  \tag{60b}\\
& z(f) \approx a \sqrt{\delta i^{2}+\sin ^{2} i \delta \Omega^{2}} \cos \left(\theta-\theta_{z}\right) \tag{60c}
\end{align*}
$$

where $\theta_{z}=\tan ^{-1}(-\delta i /(\sin i \delta \Omega))$ and $\delta($.$) denotes the$ orbital element difference. When these solutions were created, the amplitude and the phase angles of Eq. (57) can be calculated in terms of orbital elements, Eq. 61):

$$
\begin{align*}
A_{0} & =-a \delta e  \tag{61a}\\
B_{0} & =a \sqrt{\delta i^{2}+\sin ^{2} i \delta \Omega^{2}}  \tag{61b}\\
\alpha & =0  \tag{61c}\\
\beta & =f-\theta_{z}  \tag{61d}\\
y_{\mathrm{off}} & =a(\delta \omega+\delta M+\cos i \delta \Omega) \tag{61e}
\end{align*}
$$

A major fact is that, in order to have a bounded relative motion, $\delta a$ should be set to 0 [47], [48]. This also holds for eccentric orbits, hence the secular drift was prevented, and a bounded orbit was achieved. Similarly, if the Deputy was desired to have a trajectory which has the Chief as its center then the $y_{\text {off }}$ should be set to 0 , which was the case here. Equation (61) gave 3 conditions for 6 of the orbital elements. The bounded relative orbit gave the fourth condition. The fifth condition was setting the $y_{\text {off }}$ to be zero, however, this left one degree of freedom. When the $y_{\text {off }}$ equation was investigated, it was seen that summation of $\delta \omega$ and $\delta M$ was limited. Hence, to get rid of that one degree of freedom, either $\delta M$ or $\delta \omega$ was set and the other one was calculated according to the equation of $y_{\text {off }}$.

Even though those equations were written for osculating orbital elements, in literature it was observed that they were also used for mean orbital elements [42], [43]. When the reference orbital element differences were calculated with Eq. (60) and (61), then at each time step the reference orbital elements were created by Eq. 62).

$$
\begin{equation*}
\mathfrak{œ}_{d d}=\mathfrak{œ}_{c}+\delta \mathfrak{œ}_{r} \tag{62}
\end{equation*}
$$

where $\propto_{r}$ corresponds to the reference orbital element differences, and $œ_{d d}$ corresponds to the desired deputy orbital elements. Then the error that should be compensated is:

$$
\begin{equation*}
\delta œ=œ_{d d}-\mathfrak{@}_{d} \tag{63}
\end{equation*}
$$

With Eq. 63), the Gaussian Variational equations can be used, to calculate the required velocity for Deputy to have the Desired Orbital Elements.

## D. Controllers

In this section, the methodology behind the controllers is explained. The controllers that were compared are, Sliding Mode Control, due to its robustness, Feedback Linearization, due to its easy design, MPC, due to its optimality and easiness of constraint implementation. For the impulsive laws, Schaub and Alfriend's method was used as a benchmark control, since it is a sub-optimal impulsive law [81].

1) System to be Controlled: For Sliding Mode and Feedback Linearization, the system that was controlled was the same system. The dynamics that are covered was described in Eq. (25). Since this dynamics are not in the error tracking form, the methodology in Section II-G, and specifically Eq. (23) were applied. The final system was:

$$
\begin{align*}
& \dot{\boldsymbol{e}}_{1}=\boldsymbol{e}_{2}  \tag{64}\\
& \dot{\boldsymbol{e}}_{2}=f\left(\boldsymbol{x}_{d}\right)-f^{\prime}\left(\boldsymbol{x}_{r}\right)+\boldsymbol{u}
\end{align*}
$$

with $f(\boldsymbol{x})$ in Eq. 25], $\boldsymbol{x}_{d}$ is equivalent to $\boldsymbol{r}_{\mathrm{DI}}^{\mathrm{I}}$, the position of Deputy resolved in inertial frame and $\boldsymbol{x}_{r}$ is equivalent to $\boldsymbol{r}_{\mathrm{RI}}^{\mathrm{I}}$, the reference position in inertial frame. Also, $\boldsymbol{e}_{1}=$ $\left[e_{x}, e_{y}, e_{z}\right]^{\mathrm{T}}$ and $\boldsymbol{e}_{2}=\left[\dot{e}_{x}, \dot{e}_{y}, \dot{e}_{z}\right]^{\mathrm{T}}$. In other words, $\boldsymbol{e}_{1}$ is the position error in in ECI, and $e_{2}$ is the velocity error in ECI.

In YASTM [58], it is stated that, the Deputy and the Chief has the same perturbation accelerations. For that reason, the $f^{\prime}($.$) was taken as the same as f($.$) . Of course, the$ accelerations are not the same, however, the order of the error is reduced. Because, if the second derivative of the $\boldsymbol{x}_{r}$ was taken without perturbation, the system diverged.
2) Sliding Mode Control: As mentioned in the Background Section, in sliding mode, a sliding manifold that does not depend on the dynamics of the system was generated, and the system was forced to track that manifold. In order to achieve that, a sliding manifold was created, $S=\{\boldsymbol{e}: s(\boldsymbol{e})=0\}$ where $s(\boldsymbol{e})=a \boldsymbol{e}_{1}+\boldsymbol{e}_{2}$ with $a>0$ and $a$ is a scalar. On $S$ it holds that, $a e_{1}=-e_{2}$ which means that $\dot{e}_{1}=-a e_{1}$. Basically, if the system was kept on $s(\boldsymbol{e})$, then it will converge to origin exponentially. Because, $e_{1}$ will converge to 0 , due to $\dot{e}_{1}=-e_{1}$ and since on sliding manifold $-a e_{1}=e_{2}$, that means $\boldsymbol{e}_{2}$ will be 0 as well.

To force the system to slide on the manifold, the general approach is to create a Lyapunov function based on that sliding manifold, and arrange the control such that, the Lyapunov function leads to an asymptotically stable equilibrium point. The corresponding Lyapunov function and its derivative is shared in Eq. 66).

$$
\begin{align*}
& V(s)=\frac{1}{2} s^{2}  \tag{65}\\
& \dot{V}(s)=s \dot{s}=s\left(a \boldsymbol{e}_{\mathbf{2}}+f\left(\boldsymbol{x}_{d}\right)-f^{\prime}\left(\boldsymbol{x}_{r}\right)+\boldsymbol{u}\right) \tag{66}
\end{align*}
$$

where $s=s(\boldsymbol{e})$. It can be seen that, $V(s)$ is a continuously differentiable and globally unbounded positive definite function. The next step was to assure that, the derivative of it is negative definite. One of the approaches to achieve that was, to bound the derivative of the Lyapunov function from above, and force that bound to be negative at all times with the control input. The upper bound:

$$
\begin{equation*}
\dot{V}(s) \leq|s|\left|a \boldsymbol{e}_{2}+f\left(\boldsymbol{x}_{d}\right)-f^{\prime}\left(\boldsymbol{x}_{r}\right)\right|+s \boldsymbol{u} \tag{67}
\end{equation*}
$$

Then the control input, that forces the derivative to be negative is:

$$
\begin{equation*}
\boldsymbol{u}=-\left(\left|a \boldsymbol{e}_{2}+f\left(\boldsymbol{x}_{1}\right)-f\left(\boldsymbol{x}_{r}\right)\right|+\boldsymbol{\mu}_{0}\right) \operatorname{sign}(s) \tag{68}
\end{equation*}
$$

where $\boldsymbol{\mu}_{0}$ is a vector of length 3 , with all elements greater than 0 , and equal to $\mu_{0}$. When the control was plugged back into the derivative in Eq. (66), the resultant Lyapunov derivative is:

$$
\begin{equation*}
\dot{V}(s) \leq-|s| \boldsymbol{\mu}_{0} \tag{69}
\end{equation*}
$$

which is negative definite, due to $\mu_{0}>0$, so the system will converge to the sliding manifold, and slide on it to origin. Furthermore, the $a$ and $\mu_{0}$ was calculated by numerical optimization methods to reduce the error and corresponding fuel consumption.

Furthermore, the approach shared can be thought as, at each of the axes, the same manifold was forced to be followed. Of course, each of the axis could be separated, however, that would introduce more parameters to be tuned.

A general problem that was faced with the above methodology is that, the sign function leads to chattering due to disturbances. In other words, when the system slides on the surface, the disturbances push it out. Even an infinitesimal push will lead application of the thrust, as a result, the chattering or induced oscillations will happen. To get rid of that problem, sign function was modeled as a saturation, sat function [54]. Then the control was modeled as

$$
\begin{equation*}
\boldsymbol{u}=-\boldsymbol{\mu}_{0} \operatorname{sat}(s / \eta) \tag{70}
\end{equation*}
$$

where $\eta$ is chosen as 0.1 , and function sat is shared in Eq. (71).

$$
\operatorname{sat}(u)=\left\{\begin{array}{lll}
u, & \text { if } & |u| \leq 1  \tag{71}\\
\operatorname{sign}(u), & \text { if } & |u|>1
\end{array}\right.
$$

3) Feedback Linearization: The feedback linearization allows one to linearize the non-linear system with the aid of feedback. The advantage of this is to make the system more tractable and to make the system linear, where the theory is relatively well known. The downside is that, this requires system to be well known, i.e. if the model has errors then there might happen some stability problems. Furthermore, notice that, the most dominant disturbance in 700 km altitude was already modelled in the system.

In Feedback Linearization, it is important to have a system in the form of Eq. 72, in order to use the feedback to linearize. If the system is not turnable into such form, then there is partial feedback linearization to implement such a controller. However, since the dynamics in Eq. (64) is already in that form, the feedback linearization can be applied directly to the system [54].

$$
\begin{equation*}
\dot{z}=A z+B[\psi(z)+\gamma(z) u] \tag{72}
\end{equation*}
$$

Considering the non-linear system given in Eq. 64). The controller,

$$
\begin{equation*}
\boldsymbol{u}=f^{\prime}\left(\boldsymbol{x}_{r}\right)-f\left(\boldsymbol{x}_{d}\right)-K_{1} \boldsymbol{e}_{1}-K_{2} \boldsymbol{e}_{2} \tag{73}
\end{equation*}
$$

turns the system dynamics into

$$
\begin{align*}
\dot{e}_{1} & =\dot{e}_{2}  \tag{74}\\
\dot{e}_{2} & =-\boldsymbol{K}_{1} \boldsymbol{e}_{1}-\boldsymbol{K}_{2} \boldsymbol{e}_{2} \tag{75}
\end{align*}
$$

where $\boldsymbol{K}_{1}$ and $\boldsymbol{K}_{2}$ are diagonal matrices with all elements are $k_{1}$ and $k_{2}$, respectively, and, $k_{1}$ and $k_{2}$ are strictly positive and scalar. For this problem, different Lyapunov function was chosen:

$$
\begin{align*}
& V\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}\right)=\frac{1}{2} \boldsymbol{e}_{1}^{\mathrm{T}} \boldsymbol{K}_{1} \boldsymbol{e}_{1}+\frac{1}{2} \boldsymbol{e}_{2}^{\mathrm{T}} \boldsymbol{e}_{2}  \tag{76}\\
& \dot{V}\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}\right)=\boldsymbol{e}_{1}^{\mathrm{T}} \boldsymbol{K}_{1} \dot{\boldsymbol{e}}_{1}+\boldsymbol{e}_{2}^{\mathrm{T}} \boldsymbol{K}_{2} \dot{\boldsymbol{e}}_{2} \tag{77}
\end{align*}
$$

The Lyapunov function in Eq. (76) is a positive definite function and it is globally unbounded, since $\boldsymbol{K}_{1}$ matrix is a positive definite matrix. The open version, where the control in Eq. (73) was plugged in, of its derivative is in Eq. 78):

$$
\begin{equation*}
\dot{V}\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}\right)=-\boldsymbol{e}_{2}^{\mathrm{T}} \boldsymbol{K}_{2} \boldsymbol{e}_{2} \tag{78}
\end{equation*}
$$

According to the Lyapunov theory, this is not asymptotically stabilizing control, the derivative of it is not negative definite. In other words $\dot{V}\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}\right)=0, \quad \forall \boldsymbol{e}_{1} \neq 0$ but $\forall \boldsymbol{e}_{2}=0$. The Lyapunov's Direct Method concludes only stability of the equilibrium point, hence, Theorem II. 2 shall be used. To start with, the $\Omega=\left\{\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}\right) \mid \dot{V}(\boldsymbol{e})=0\right\}$ was calculated.

$$
\begin{equation*}
\Omega=\left\{\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}\right) \mid \boldsymbol{e}_{2}=0\right\} \tag{79}
\end{equation*}
$$

Then the first step is the calculation of the second derivative of the Lyapunov function.

$$
\begin{equation*}
\ddot{V}(\boldsymbol{e})=-{\dot{e_{2}}}^{\mathrm{T}} \boldsymbol{K}_{2} \boldsymbol{e}_{2}-\boldsymbol{e}_{2}^{\mathrm{T}} \boldsymbol{K}_{2} \dot{\boldsymbol{e}_{2}} \tag{80}
\end{equation*}
$$

on the subset of $\Omega$, Eq. 80) is equal to zero, since $e_{2}$ is zero. The third derivative was shared in Eq. 81).

$$
\begin{equation*}
\dddot{V}(\boldsymbol{e})=-\boldsymbol{e}_{1}^{\mathrm{T}} \boldsymbol{K}_{1}^{\mathrm{T}} \boldsymbol{K}_{2} \boldsymbol{K}_{1} \boldsymbol{e}_{1} \tag{81}
\end{equation*}
$$

On the subset of $\Omega$, the third derivative is the first nonzero derivative, and it is negative definite, hence the system is asymptotically stable. Since, the Lyapunov function is globally unbounded, then it is globally asymptotically stable. Furthermore, The controller gains, $k_{1}$ and $k_{2}$ are chosen again by numerical optimization.

On the other side, since there was a limit on the level of thrust, the controller implemented will not be globally asymptotically stabilizing. Furthermore, due to unmodelled perturbances, the control will not reach to origin, but expected to oscillate around it.
4) Model Predictive Control: Model predictive control covers the future states and inputs and solves the optimal control problem:

$$
\begin{array}{ll}
\min & \sum_{k=0}^{N}\left\|\boldsymbol{x}_{k+1}\right\|_{\boldsymbol{Q}^{2}}+\left\|\boldsymbol{u}_{k}\right\|_{\boldsymbol{R}^{2}}  \tag{82}\\
\text { s.t. } \quad \boldsymbol{L} \boldsymbol{x}=\boldsymbol{b} \\
& \boldsymbol{L}^{\prime} \boldsymbol{x}=\boldsymbol{b}^{\prime}
\end{array}
$$

where $\left\|\boldsymbol{x}_{k+1}\right\|_{\boldsymbol{Q}^{2}}$ is the weighted vector norm. Furthermore, the states corresponds to, $\boldsymbol{x}_{\mathrm{k}+1}=$ $\left[x_{1_{\mathbf{k}+1}}, x_{2_{\mathbf{k}+1}}, x_{3_{\mathbf{k}+1}}, x_{4_{\mathbf{k}+1}}, x_{5_{\mathbf{k}+1}}, x_{6_{\mathbf{k}+1}}\right]^{\mathrm{T}}$, where the first
three elements are the positions in the Hill frame, $x, y, z$ respectively, and the final three elements are the corresponding velocities in Hill frame. The MPC, if the plant is linear, can be turned into a linear quadratic program.

$$
\begin{align*}
\min _{\boldsymbol{X}} & \frac{1}{2} \boldsymbol{X}^{\mathrm{T}} \boldsymbol{H} \boldsymbol{X}  \tag{83}\\
\text { s.t. } & \boldsymbol{L} \boldsymbol{X}=\boldsymbol{b} \\
& \boldsymbol{L}^{\prime} \boldsymbol{X} \leq \boldsymbol{b}^{\prime}
\end{align*}
$$

In Eq. 83,, $\boldsymbol{X}=\left[\boldsymbol{x}_{k+1 \mid k} \ldots \boldsymbol{x}_{k+N+1 \mid k}, \boldsymbol{u}_{k \mid k} \ldots \boldsymbol{u}_{k+N \mid k}\right] \in$ $\mathbb{R}^{N(n+m) \times 1}$ and $\boldsymbol{H}$ is the square weight matrix, with dimension of $N(n+m)$, where $n$ is the dimension of the states, $m$ is the dimension of the control and $N$ is the horizon of the MPC. Furthermore, $\boldsymbol{L} \in \mathbb{R}^{N n \times N(n+m)}$ and $\boldsymbol{b} \in \mathbb{R}^{N n \times 1}$. The dimensions of $\boldsymbol{L}^{\prime}$ and corresponding $\boldsymbol{b}^{\prime}$ depends on the constraints chosen by the user. A new notation is introduced here, which is, $\boldsymbol{x}_{k+1 \mid k}$. That corresponds to, state at $k+1$ that is estimated at $k$ th time, similarly for $\boldsymbol{u}_{k+1 \mid k}$, the control input for $k+1$ step estimated at $k$ th step. In other words, $\boldsymbol{X}$ vector is consisting of future states and control.

If the numerical capability of the hardware is limited there can be two horizons in the MPC, prediction horizon and control horizon. If the states until the horizon are included in the cost function without considering the corresponding control, it is prediction horizon. If control is applied as well, then it is control horizon. For this study, only the control horizon was considered, $N$.

The constraint matrices, $\boldsymbol{L}$ and $\boldsymbol{b}$ are representing the system dynamics. The system dynamics covered in this MPC is the discritized version of the Hill or CW equations using the approach shared in Section II-F
a) Discretization of CW Equations: In order to apply the discretization shared in Section II-F a state space representation was created, shared in Eq. 84. The main purpose of this discritization was to turn $\dot{\boldsymbol{x}}(t)=\boldsymbol{A} \boldsymbol{x}(t)+\boldsymbol{B} \boldsymbol{u}(t)$ into discrete equivalent $\boldsymbol{x}[k+1]=\boldsymbol{A}_{d} \boldsymbol{x}[k]+\boldsymbol{B}_{d} \boldsymbol{u}[k]$, where $\boldsymbol{A}$ and $\boldsymbol{B}$ are the state space matrices of the continuous system and $\boldsymbol{A}_{d}$ and $\boldsymbol{B}_{d}$ are of the discrete system. To begin with, the state space representation in continuous time was created using Eq. 46) which gives Eq. 84.

$$
\begin{align*}
{\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3} \\
\dot{x}_{4} \\
\dot{x}_{5} \\
\dot{x}_{6}
\end{array}\right] } & =\left[\begin{array}{ccccc}
0 & 0 & 0 & 1 & 0 \\
0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
1 \\
3 n^{2} & 0 & 0 & 0 & 2 n \\
0 & 0 & 0 & -2 n & 0 \\
0 \\
0 & 0 & -n^{2} & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{array}\right] \\
& +\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
u_{x} \\
u_{y} \\
u_{z}
\end{array}\right] \tag{84}
\end{align*}
$$

where $x_{1}, x_{2}, x_{3}$ corresponds to $x, y$ and $z$ positions in Hill frame, and $x_{4}, x_{5}$ and $x_{6}$ corresponds to velocities in the same axes. The next step was the calculation of the State Transition Matrix, $e^{\boldsymbol{A}\left(t-t_{0}\right)}$, or $\boldsymbol{A}_{d}$ with Eq. (19), the final form was shared in Eq. 85).

$$
\begin{align*}
& e^{\boldsymbol{A} t}= \\
& {\left[\begin{array}{cccccc}
4-3 c(n t) & 0 & 0 & \frac{s(n t)}{n} & \frac{2-2 c(n t)}{n} & 0 \\
-6 n t+6 s(n t) & 1 & 0 & \frac{-2+2 c(n t)}{n} & \frac{4 s(n t)}{n}-3 t & 0 \\
0 & 0 & c(n t) & 0 & 0 & \frac{s(n t)}{n} \\
3 n s(n t) & 0 & 0 & c(n t) & 2 s(n t) & 0 \\
-6 n+6 n c(n t) & 0 & 0 & -2 s(n t) & -3+4 c(n t) & 0 \\
0 & 0 & -n s(n t) & 0 & 0 & c(n t)
\end{array}\right]} \tag{85}
\end{align*}
$$

where $c$ is cosine function and $s$ is the sine function. $n$ is mean motion and $t$ is the time. The $\boldsymbol{B}_{d}$ was calculated via using Eq. 17) which gives Eq. (86).

$$
\begin{align*}
& \boldsymbol{B}_{d}=\int_{t_{0}}^{t} e^{A(t-\tau)} \boldsymbol{B} d \tau= \\
& {\left[\begin{array}{ccc}
\frac{2 s\left((n t / 2)^{2}\right)}{n^{2}} & -\frac{2(s(n t)-n t)}{n^{2}} & 0 \\
\frac{2(s(n t)-n t)}{n^{2}} & \frac{8 s\left((n t / 2)^{2}\right)}{n^{2}}-1.5 t^{2} & 0 \\
0 & 0 & \frac{2 s\left((n t / 2)^{2}\right)}{n^{2}} \\
\frac{s(n t)}{n} & \frac{4 s\left((n t / 2)^{2}\right)}{n} & 0 \\
\frac{-4 s\left((n t / 2)^{2}\right)}{n} & \frac{4 s(n t)}{n}-3 t & 0 \\
0 & 0 & \frac{s(n t)}{n}
\end{array}\right]} \tag{86}
\end{align*}
$$

b) Calculation of Constraints and Weights of MPC: The MPC has 5 different matrices and weights in total, namely $\boldsymbol{H}$, $\boldsymbol{L}, \boldsymbol{b}, \boldsymbol{L}^{\prime}$ and $\boldsymbol{b}^{\prime}$. The $\boldsymbol{L}$ and $\boldsymbol{b}$ are due to system dynamics, $\boldsymbol{L}^{\prime}$ and $\boldsymbol{b}^{\prime}$ are due to the system constraints or mission constraints. The $\boldsymbol{H}$ corresponds to the weights of the problem.

The $\boldsymbol{L}$ and $\boldsymbol{b}$ were obtained by creating the system dynamics for the whole horizon, which can be seen in 87) to 89. Notice that, in Eq. 87] the $[k+n \mid k]$ notation was dropped since everything was calculated at $k$ th step.

$$
\begin{align*}
\boldsymbol{x}_{k+1} & =\boldsymbol{A}_{d} \boldsymbol{x}_{k}+\boldsymbol{B}_{d} \boldsymbol{u}_{k}  \tag{87}\\
\boldsymbol{x}_{k+2} & =\boldsymbol{A}_{d} \boldsymbol{x}_{k+1}+\boldsymbol{B}_{d} \boldsymbol{u}_{k+1}  \tag{88}\\
\vdots & \\
\boldsymbol{x}_{k+N+1} & =\boldsymbol{A}_{d} \boldsymbol{x}_{k+N}+\boldsymbol{B}_{d} \boldsymbol{u}_{k+N} \tag{89}
\end{align*}
$$

Equation 87) can be plugged into Eq. 88, then this application can be done for the rest of the equations. The final form of the dynamical constraint, which reveals the $L$ and $b$ matrices is:

$$
\begin{align*}
& {\left[\begin{array}{c}
\boldsymbol{A} \boldsymbol{x}_{k} \\
\boldsymbol{A}^{2} \boldsymbol{x}_{k} \\
\vdots \\
\boldsymbol{A}^{N} \boldsymbol{x}_{k}
\end{array}\right]=} \\
& {\left[\begin{array}{cccccccc}
\mathbf{I}_{n \times n} & 0 & \cdots & 0 & -\boldsymbol{B} & 0 & \cdots & 0 \\
0 & \mathbf{I}_{n \times n} & \ddots & \vdots & -\boldsymbol{A} \boldsymbol{B} & -\boldsymbol{B} & 0 & 0 \\
\vdots & \ddots & \ddots & \vdots & \vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \mathbf{I}_{n \times n} & -\boldsymbol{A}^{\mathrm{N}-1} \boldsymbol{B} & \ldots & -\boldsymbol{A} \boldsymbol{B} & -\boldsymbol{B}
\end{array}\right]}  \tag{90}\\
& \times[\boldsymbol{X}]
\end{align*}
$$

where Eq. (90) is in the form of $\boldsymbol{b}=\boldsymbol{L} \boldsymbol{X}$, and $\mathbf{I}_{n \times n}$ denotes the identity matrix with dimension of $n$, the dimension of the
states. Furthermore, $\boldsymbol{L}^{\prime}$ and $\boldsymbol{b}^{\prime}$ were obtained by investigating the limitations of the system, specifically thrust saturation, $\mathrm{T}_{\max }$. All the accelerations at each time step, shall be smaller than that of $\mathrm{T}_{\max } / m_{k}$. It must be noted that, while that acceleration limitation was implemented, the mass was taken as constant and equal to the first time step mass. The constraint that was implemented is:

$$
-\mathrm{T}_{\max } / m_{k} \leq\left[\begin{array}{c}
u_{\mathrm{k}}  \tag{91}\\
u_{\mathrm{k}+1} \\
\vdots \\
u_{\mathrm{k}+\mathrm{N}-1}
\end{array}\right] \leq \mathrm{T}_{\max } / m_{k}
$$

To translate this into linear programming, which can only take less than or equal to constraint, the left hand side of the non-equality was multiplied with -1 and implemented. Furthermore, in [86], it is found that, to enforce stability, a constraint set that enforces the final state set to be close to the equilibrium point, namely $\boldsymbol{x}_{r}$ is suggested to be implemented, and this condition is

$$
\begin{equation*}
\left|\boldsymbol{x}_{k+N}-\boldsymbol{x}_{r, k+N}\right| \leq d \tag{92}
\end{equation*}
$$

where $d$ is greater than equal to 0 . The value of $d$ is chosen by numerical trial-and-error, and different errors and values corresponding to different $d$ values are enlisted in the Results Section.

The linear program in Eq. (83) is suitable for regulation problems. To account for tracking, the cost function was changed to, $\frac{1}{2}\left(\boldsymbol{X}-\boldsymbol{X}_{r}\right)^{T} \boldsymbol{H}\left(\boldsymbol{X}-\boldsymbol{X}_{r}\right)$, where $\boldsymbol{X}_{r}$ denotes the reference states, with 0 control in Eq. (93).

$$
\begin{equation*}
\boldsymbol{X}_{r}=\left[\boldsymbol{x}_{r_{\mathrm{k}+1}}, \boldsymbol{x}_{r_{\mathrm{k}+2}}, \ldots, \boldsymbol{x}_{r_{\mathrm{k}+\mathrm{N}+1}}, 0, \ldots, 0\right] \tag{93}
\end{equation*}
$$

When the terms purely depending on $\boldsymbol{X}_{r}$ are removed in the cost function, since they do not depend on minimization parameters, the new formulation of the cost function is given in Eq. 94.

$$
\begin{equation*}
J=\frac{1}{2} \boldsymbol{X}^{T} \boldsymbol{H} \boldsymbol{X}+\boldsymbol{f} \boldsymbol{X} \tag{94}
\end{equation*}
$$

where $\boldsymbol{f}=-\left(\boldsymbol{X}_{r}^{T}\left(\boldsymbol{H}+\boldsymbol{H}^{T}\right)\right) / 2$.
According to [87], the system should be normalized so that the cost function is meaningful. If not normalized, then it must be done in the weight matrix. To normalize the states, the current reference trajectory at the beginning of the MPC optimization, $\boldsymbol{x}_{r_{k}}$ was used. For positions, norm of the first three elements of the reference, was used, denoted as $\left\|\boldsymbol{x}_{r, p_{k}}\right\|$ and for velocity, the norm of the last three elements of the reference vector at time $k$ was used, denoted as $\left\|\boldsymbol{x}_{r, v_{k}}\right\|$, in Eq. 95]. The square was added because, the multiplication of the states vector with the weight matrix was done twice for the each element. For the Rendezvous mission, the reference consisted of zeros. For that purpose, the initial reference trajectory for the Relative Orbit Mission was created and constantly used to normalize the weight matrix in the Rendezvous mission, so that the controllers in both of the missions will have similar performances.

$$
\boldsymbol{P}=\left[\begin{array}{cc}
I_{3 \times 3} \frac{q}{\left\|\boldsymbol{x}_{r, p_{k}}\right\|^{2}} & 0_{3 \times 3}  \tag{95}\\
0_{3 \times 3} & I_{3 \times 3} \frac{q}{\left\|\boldsymbol{x}_{r, v_{k}}\right\|^{2}}
\end{array}\right]
$$

The final form of the weight matrix $\boldsymbol{H}$ is

$$
\begin{align*}
& \boldsymbol{H}= \\
& {\left[\begin{array}{cccccc}
\boldsymbol{P} & 0 & \ldots & \cdots & \cdots & 0 \\
0 & \ddots & \ddots & & & \vdots \\
\vdots & \ddots & \boldsymbol{P} & \ddots & & \vdots \\
\vdots & & \ddots & \boldsymbol{I}_{m \times m} \frac{r}{\left\|\boldsymbol{u}_{k}^{\max }\right\|^{2}} & \ddots & \vdots \\
\vdots & & & \ddots & \ddots & 0 \\
0 & \cdots & \cdots & \cdots & 0 & \boldsymbol{I}_{m \times m} \frac{r}{\left\|\boldsymbol{u}_{k}^{\max }\right\|^{2}}
\end{array}\right]} \tag{96}
\end{align*}
$$

where $q$ and $r$ are the weights of the control acceleration and the states.
c) Model Predictive Control Framework: It is noticed that, a single cost function did not cover the whole domain of the trajectory, due to performance issues. For that reason, a Multi Objective Cost Function, with different weights were adapted. The idea behind that was, if the tracking error was high, automatically, the effect of it in the cost function was high as well, which reduces the price of the control effort, and allows the MPC to choose a higher consumption trajectory. However, when the error was reduced, this time the control effort dominated the cost function, and hence, the control effort was forced to be small, which introduces, relatively high amplitude steady state oscillations due to perturbations. To prevent that, a tracking error triggered switching cost function was applied. The initial weight of the states was set to be $q_{1}$ and the final weight of the states was $q_{2}$, similarly, for control, $r_{1}$ and $r_{2}$ were implemented. The tracking error was calculated as $\left\|\boldsymbol{x}_{k}-\boldsymbol{x}_{r_{k}}\right\|$, and if this value was less than $k$ which is the switching error, the weight of the $r$ was decreased, and set to be $r_{2}$.

In [87], it is stated that, to tune the system, the value for $q$ should be kept as 1 , and the value of $r$ should be smaller than 1, e.g. 0.1. Basically, the tuning should be done with $r_{1}$ and $r_{2}$ rather than $q_{1}$ and $q_{2}$. The investigations showed that:

- $r_{2}$ affects the maximum error proportionally and fuel consumption inversely proportional in the steady state hence should be small
- $r_{1}$ affects the root mean square error proportionally, and affects the fuel consumption inversely proportional, should be an average value
- $d$ affects proportionally the root mean square error as well, with smaller effect compared to $r_{1}$
- Switching error $k$, affects the root mean square error with a small effect compared to $r_{1}$
The first tuning was done to $r_{2}$ since it mostly affects the maximum error in the steady state in a proportional way. On the other hand, the $r_{1}$ dominated the root mean square error since the initial error where $r_{1}$ was used, was high. If $r_{1}$ was chosen small, then there was an increase in the fuel consumption, with a decrease in root mean square error. Furthermore, if $r_{1}$ was chosen big, while $r_{2}$ kept small, this time, the fuel consumption around the switching increased, and hence, the overall consumption went slightly up. For that reason, after trial-and-error, $r_{1}$ was kept as 0.05 , while
$r_{2}$ was kept as $10^{-5}$. When $r_{1}$ and $r_{2}$ are set, the next parameter was $d$. The various values of $d$ did not effect the final maximum error at all due to disturbances effecting on the system, however, it effected the root mean square error and fuel consumption. It is seen that, $d$ proportionally affects the root mean square error and inverse proportionally fuel consumption, however, the effect of it, compared to $r_{1}$ was small. Concerning different values of $d$, it was chosen as 2. For the switching error, $k$, if it was a small value, then again due to disturbances, the system might never reach it and switching of the cost function might not happen. Furthermore, if $k$ was chosen a high value then the switch might occur early and might cause a better root mean square error with higher fuel consumption. Again implementing a trial-and-error, it was found that, $k$ being 10 m suited for the performance purposes. The various parameters used in MPC are:
- $q_{1}$ is 1
- $q_{2}$ is 1
- $r_{1}$ is 0.05
- $r_{2}$ is $10^{-5}$
- $d$ is 2 m
- $k$ is 10 m

The control horizon for MPC was chosen considering [83], [84] and [88]. References [83], [84] suggest that 15-30 thrust application in each orbit is enough for the stability, which corresponds to 24 control horizon and 33 prediction horizon with 240 s of discritization time. On the other hand, [88] suggests that half of the orbit should cover 30 thrust, and which corresponds to around 90 s of discritization time and 30 as the control horizon. Furthermore, [88] states that the onboard controllers can solve the optimization problem in 90 s.

When the initial tests were run, it was noticed that, when half of the orbit was discretized with shorter time, the performance of the system increased as expected. In other words, if the total time that was covered by the controller was kept constant while reducing the discritization time, the performance was increased. For that reason, a similar approach to [88] was implemented. The discretization time was set as 50 s and Control Horizon was set as 60 steps.
d) Stability of Model Predictive Control: The Model Predictive Control is based on solving an optimal control problem for a finite horizon, and implementing the first control of the solution at each time step. This approach makes it a nonlinear control, hence to prove the stability, Lyapunov Stability Framework will be used.
Theorem III.1. $J^{*}\left(\boldsymbol{x}_{k}\right)=\min _{\boldsymbol{u}} \sum_{i=0}^{N-1}\left\|\boldsymbol{x}_{k+i}\right\|_{Q}^{2}+\left\|\boldsymbol{u}_{k+i}^{2}\right\|_{R}$, where $R$ and $Q$ weight matrices are positive definite, and 0 is an equilibrium point with $\boldsymbol{u}=0$. If the problem is initially feasible at $k=0$, then $\lim _{k \rightarrow \infty} \boldsymbol{x}_{k} \rightarrow 0$ and $\lim _{k \rightarrow \infty} \boldsymbol{u}_{k} \rightarrow 0$, where $\boldsymbol{x}_{k}=0$ and $\boldsymbol{u}_{k}=0$ is an equilibrium point, $\forall k$ [89]
Proof. At time $k$, the control structure is $\eta_{k}=$ $\left[u_{k}, u_{k+1}, \ldots, u_{k+N-1}\right]$ and assuming that $\eta_{k+1}$ leads to equilibrium point of 0 where $\eta_{k+1}=\left[u_{k+1}, \ldots, 0\right]$. Then the difference of minimum cost functions at $k$ and $k+1$ is,

$$
\begin{equation*}
J^{\star}\left(\boldsymbol{x}_{k}\right)-J^{\star}\left(\boldsymbol{x}_{k+1}\right) \geq\left\langle\boldsymbol{x}_{k}, Q \boldsymbol{x}_{k}\right\rangle+\left\langle\boldsymbol{u}_{k}, R \boldsymbol{u}_{k}\right\rangle \tag{97}
\end{equation*}
$$

The above equation also holds for $k+1$ to $k+N-1$ since it reached the equilibrium point. From Eq. (97), the cost function is monotonically non-increasing function. By the definition of the cost function, which is quadratic and hence always greater than 0 , and hence, bounded from below, that means the $J^{*}(\infty)$ or $J_{\infty}^{*}$ is a finite value. Then summing the both sides of the Eq. 97, from zero to infinity reveals,

$$
\begin{equation*}
\infty \geq J^{*}(0)-J^{*}(\infty) \geq \sum_{k=0}^{\infty}\left[\left\|\boldsymbol{x}_{k}\right\|_{Q}^{2}+\left\|u_{k}\right\|_{R}^{2}\right] \tag{98}
\end{equation*}
$$

The right hand side of the Eq. 98) is an infinite sum and it goes to finite value, that means at infinity, the inside of the sum should reach 0 . Since, $Q, R>0$, then the only solution is $x \rightarrow 0$ and $u \rightarrow 0$ as $k \rightarrow \infty$.

In the above theorem, without losing the generalization, the equilibrium condition is taken as 0 . In the YASTM, if the eccentricity is 0 , then the solution converges to Hill's solution. Furthermore, the reference trajectory $\boldsymbol{x}_{r}$ is created by taking input accelerations as 0 , that means $\boldsymbol{x}=\boldsymbol{x}_{r}$ is an equilibrium point. For that reason, this stability theorem holds for the Reference Tracking as well. However, in the above theorem the disturbances were not included. As a result an oscillatory steady state error is expected due to perturbation effects.

Furthermore, if the cost function is changed at finite time, and the first optimization problem leads to $\boldsymbol{X}_{\text {final }} \in \Omega$. If this $\Omega$ is feasible for the new cost function, then the system under the second MPC with new cost function, will be asymptotically stable as well.
5) Impulsive Control Law: To compare the performances of the controllers, an Impulsive Law offered by [81] was used. It uses the Gauss Variational Equations, Eqs. $\sqrt{26}$ - 31 , to regulate the tracking error of mean orbital elements at the best possible point of the orbit. The mean orbital element rate of change can be calculated based on Gauss' Variational Equations

$$
\begin{equation*}
\dot{\mathbf{@}}_{\text {mean }}=\left[\frac{\partial \mathbf{@}_{\text {mean }}}{\partial \mathfrak{œ}}\right]^{T} \frac{\mathrm{~d} œ}{\mathrm{~d} t} \tag{99}
\end{equation*}
$$

where $\mathrm{d} \propto / \mathrm{d} t$ is the Gauss Variational Equations. [81] states that, the Jacobian $\partial œ_{\text {mean }} / \partial œ$, is basically an identity matrix with off diagonal elements being in the order of $\mathrm{J}_{2}$. Hence, it is stated that, an assumption of that Jacobian being equal to Identity matrix can be done

$$
\begin{equation*}
\dot{\mathrm{e}}_{\text {mean }} \approx \dot{\boldsymbol{\propto}}=\boldsymbol{B}\left(\propto_{\text {mean }}\right) \boldsymbol{u} \tag{100}
\end{equation*}
$$

where $\boldsymbol{B}\left(\propto_{\text {mean }}\right)$ corresponds to the Gauss Variational Equations with mean orbital elements. Furthermore, when Eq. 100) is used to calculate the required corrections to get rid of the tracking errors, the error will be on the order of $\mathrm{J}_{2}$. When the magnitude of corrections goes to zero, the error introduced by the unity Jacobian will also go to zero [81].

In this control approach, the mean orbital elements will be corrected by pairs at the best possible time, $[i, \Omega],[M, \omega]$ and $[a, e]$. The only undesired coupling is between $i, \Omega$ and $\omega$. Notice that in this section, all the orbital elements are mean orbital elements.
a) Correction of $[i, \Omega]$ : When Gauss Variational Equations are observed, it is seen that, both $i$ and $\Omega$ 's rate of change depend on the true anomaly and out-of-track acceleration.

$$
\begin{align*}
\delta i & =(r \cos \theta) / h \Delta v_{h}  \tag{101}\\
\delta \Omega & =(r \sin \theta) /(h \sin i) \Delta v_{h} \tag{102}
\end{align*}
$$

Then calculating the best possible true anomaly is by dividing Eq. 102 by Eq. (101). Then doing some algebraic manipulation and taking the arctangent of the result reveals the critical true anomaly.

$$
\begin{equation*}
\theta_{\text {crit }}=\operatorname{atan}(\delta \Omega \sin i / \delta i) \tag{103}
\end{equation*}
$$

When Eq. (101) and 102 is squared summed and rooted, the magnitude of the required $\Delta v_{h}$ correction is found.

$$
\begin{equation*}
\Delta v_{h}=(h / r) \sqrt{\delta i^{2}+\delta \Omega^{2} \sin ^{2} i} \tag{104}
\end{equation*}
$$

As mentioned earlier, this correction causes a perturbing effect on $\omega$. To get rid of this caused error, the magnitude of the drift will be calculated. To do so, Eq. 102 is manipulated and $\Delta v_{h}$ is calculated in terms of $\delta \Omega$, and plugged in Eq. (30), shared in Eq. 105 .

$$
\begin{equation*}
\delta \omega\left(\Delta v_{h}\right)=-\cos i \delta \Omega \tag{105}
\end{equation*}
$$

This drift will be included in the correction of $\omega$ and $M$.
b) Correction of $[\omega, M]$ : The $\Omega$ and $M$ are corrected at perigee and apogee. They are corrected with radial thrusting. For the ease of readability, the GVE equations are shared here, for changing velocity at the Perigee, $\Delta v_{r_{p}}$ and Apogee, $\Delta v_{r_{a}}$.

$$
\begin{align*}
\delta \omega & =(1 / h e)\left[-p\left(\Delta v_{r_{p}}-\Delta v_{r_{a}}\right)\right]-\delta \Omega \cos i  \tag{106}\\
\delta M & =(\eta /(h e))\left[\left(p-2 r_{p} e\right) \Delta v_{r_{p}}-\left(p+2 r_{a} e\right) \Delta v_{r_{a}}\right] \tag{107}
\end{align*}
$$

Where, $r_{p}$ and $r_{a}$ corresponds to the magnitude of the position at Perigee and Apogee, respectively. To calculate the magnitudes of corresponding $\Delta v_{r_{p}}$ and $\Delta v_{r_{a}}$, the identities below are used.

$$
\begin{align*}
p & =a\left(1-e^{2}\right)  \tag{108a}\\
r_{a} & =a(1+e)  \tag{108b}\\
r_{p} & =a(1-e) h / p=n a / \eta \tag{108c}
\end{align*}
$$

When Eq. (108) is combined with Eq. 106) and 107, with algebraic manipulations, the $\Delta v_{r_{a}}$ and $\Delta v_{r_{p}}$ are calculated.

$$
\begin{align*}
& \Delta v_{r_{p}}=-(n a / 4)\left\{\left[(1+e)^{2} / \eta\right](\delta \omega+\delta \Omega \cos i)+\delta M\right\}  \tag{109}\\
& \Delta v_{r_{a}}=-(n a / 4)\left\{\left[(1-e)^{2} / \eta\right](\delta \omega+\delta \Omega \cos i)+\delta M\right\} \tag{110}
\end{align*}
$$

As mentioned earlier, the coupling in $\Omega$ and $\omega$ is included, and corrected at apogee and perigee.
c) Correction of $[a, e]: a$ and $e$ are corrected at the Perigee and Apogee as well, with $\Delta v_{\theta_{a}}$ and $\Delta v_{\theta_{p}}$. The corresponding GVE are in Eq. (111) and 112 .

$$
\begin{align*}
\delta a & =\left(2 a^{2} / h\right)\left[\left(p / r_{p}\right) \Delta v_{\theta_{p}}+\left(p / r_{a}\right) \Delta v_{\theta_{a}}\right]  \tag{111}\\
\delta e & =(1 / h)\left[\left(p+r_{p}+r_{p} e\right) \Delta v_{\theta_{p}}+\left(-p-r_{a}+r_{a} e\right) \Delta v_{\theta_{a}}\right] \tag{112}
\end{align*}
$$

Again applying algebraic manipulations reveals the magnitudes of the $\Delta v$.

$$
\begin{align*}
\Delta v_{\theta_{p}} & =(n a \eta / 4)[\delta a / a+\delta e /(1+e)]  \tag{113}\\
\Delta v_{\theta_{a}} & =(n a \eta / 4)[\delta a / a-\delta e /(1-e)] \tag{114}
\end{align*}
$$

d) Rocket Equations: In this section, some of the fundamentals of Rocket Equations that are used was given. As given in Tab. [I] the level of thrust was known, and the corresponding specific impulse, $\mathrm{I}_{\mathrm{sp}}$. However, the amount of fuel burnt was not known. To calculate fuel burnt, Eq. (115) was used, which derived from Newton's second law by ignoring the perturbing effects.

$$
\begin{equation*}
T_{\mathrm{tot}}=\frac{\mathrm{d} m}{\mathrm{~d} t} V_{\mathrm{eff}} \tag{115}
\end{equation*}
$$

where $V_{\text {eff }}$ denotes the "effective" exhaust speed and $V_{\text {eff }}=$ $I_{\text {sp }} g_{0}$. where $g_{0}$ is the nominal gravitational acceleration and it is $9.81 \mathrm{~m} / \mathrm{s}^{2}$. Since $T_{\text {tot }}$, total thrust applied, and $\mathrm{I}_{\mathrm{sp}}$ are known, $\dot{m}$ can be calculated by using Eq. (115).

Eq. 116 is created by assuming air drag is not existing, and only acceleration is coming from Eq. [115], i.e. thrust is applied.

$$
\begin{equation*}
m \frac{\mathrm{~d} V}{\mathrm{~d} t}=-\frac{\mathrm{d} m}{\mathrm{~d} t} V_{\mathrm{eff}} \tag{116}
\end{equation*}
$$

Separating the variables to corresponding derivatives and integrating reveals the equation

$$
\begin{equation*}
\Delta V=-\mathrm{I}_{\mathrm{sp}} \mathrm{~g}_{0} \ln \left(\frac{m_{f}}{m_{0}}\right) \tag{117}
\end{equation*}
$$

where $m_{f}$ denotes the final mass after the thrust is applied, and $m_{0}$ denotes the initial mass. Since time rate of change of mass is linear, $m_{f}=m_{0}+\Delta t \dot{m}$ can be written. Putting that into Eq. (117) and solving for time change reveals Eq. 118)

$$
\begin{equation*}
\Delta t=\frac{m_{0}\left(\mathrm{e}^{\frac{-\Delta v}{\mathrm{I}_{\mathrm{sp}} \mathrm{~g}_{0}}}-1\right)}{\dot{m}} \tag{118}
\end{equation*}
$$

Equation 118 is useful to calculate the thrusting time for a given $\Delta v$.
e) Control Structure: It is stated that, the error throughout the orbit does not deviate too much, hence, at the beginning of each orbit, the error is calculated.

$$
\begin{align*}
\overline{\mathbf{\propto}}_{d d} & =\overline{\mathbf{@}}_{c}+\delta \overline{\mathbf{@}}_{r}  \tag{119}\\
\delta \overline{\mathbf{\propto}} & =\overline{\mathbf{@}}_{d d}-\overline{\mathbf{\propto}}_{d} \tag{120}
\end{align*}
$$

where $\bar{\propto}_{d d}$ is the desired Deputy mean orbital elements, calculated as described in Section III-C2, and $\delta œ_{r}$ is the reference Differential Orbital Elements. Subscript $c$ denotes the Chief, subscript $r$ denotes the reference and $d$ denotes the Deputy. Then, critical Argument of Latitude, $\theta_{\text {crit }}$ was calculated by Eq. (103). The required $\Delta v$ 's were calculated by Eqs. 104, (109, (110, ,113) and 114. Since the specific impulse and maximum thrust capabilities of the thrusters were known, the required time to apply each $\Delta v$ was calculated by Eq. (118).

Since the point of applications are known beforehand, i.e. $\theta_{\text {crit }}$, apogee and perigee, the time of application can be
calculated. It is known that, the effect of most of the thrusting scheme depends on sinusoidal functions, due to GVE. To increase the efficiency, the ideal point of thrust, such as exact location of perigee or apogee, is held in the middle of the thrusting time. For example, if the satellite will be at Perigee at $t=3000 \mathrm{~s}$, and the thrusting time is calculated as $\Delta t=20$ s, then at time 2990 s the thrusting will start and will end at 3010 s. To calculate the time that satellite will reach the desired true anomaly, the Keplerian orbit was assumed, and the time of thrusting was updated at each 200 s in order to reduce the error due to perturbations.

## E. Reference Feeding

The controller frames were requiring different reference trajectories resolved in different frames. In details, Sliding Mode Controller and Feedback Linearization requires reference position in $E C I$ frame, MPC requires reference positions in Chief's LVLH Frame and Impulsive Control requires the reference orbit in orbital elements differences.

In Feedback Linearization, Sliding Mode and MPC, the reference position was created by, as mentioned earlier, YASTM, which was in Hill's frame, and can be directly feedable to MPC. To turn it to ECI frame, the transformation, explained in Section II-E1 was used.

For the Impulsive Control, the reference mean orbital element differences were created by Eq. 60, and the approach in Eq. 120 was implemented to calculate the required corrections.

## F. Tuning

In order to have a meaningful comparison, the controller were tuned, specifically Feedback Linearization Controller and Sliding Mode Controller. The tuning here was done by the means of numerical optimization.

The objective value of the numerical optimization was covering both the tracking error and the fuel consumption. In order to get rid of the effect of units, the total fuel, was 11 kg and the tracking error, if controller was not tuned for example, can be orders of km , tracking error and fuel consumption were normalized. The tracking error is relative error, normalized with the magnitude of the reference, in Eq. 121. The fuel consumption, was normalized as well, with the total fuel onboard.

$$
\begin{equation*}
\boldsymbol{e}_{t}(t)=\left|\frac{\boldsymbol{r}_{\mathrm{DI}}^{\mathrm{I}}(t)-\boldsymbol{r}_{\mathrm{RI}}^{\mathrm{I}}(t)}{\boldsymbol{r}_{\mathrm{RI}}^{\mathrm{I}}(t)}\right| \tag{121}
\end{equation*}
$$

where $\boldsymbol{e}_{t}$ is the normalized relative tracking error and $r_{\mathrm{RI}}^{\mathrm{I}}$ is the reference to be tracked. For the relative fuel consumption, Eq. 122 was implemented.

$$
\begin{equation*}
c_{f}=1-\frac{m_{\text {final }}-m_{\text {structure }}}{m_{\text {fuel }}} \tag{122}
\end{equation*}
$$

Concerning the fuel consumption and tracking relative error, the Cost function of the numerical optimization problem was given in Eq. 123).

$$
\begin{equation*}
\min _{\text {control params }} J=\sqrt{\frac{\sum_{t_{0}}^{t_{f}} e_{t}^{2}(t)}{t_{f}-t_{0}}}+r c_{f} \tag{123}
\end{equation*}
$$

where $r$ is the weight of the fuel consumption. Notice that, a root mean square (RMS) approach for the relative tracking error was implemented. The need to add $r$ as a multiplication constant for $c_{f}$ was due to the fact that, even though both of the parts in cost function was normalized, the relative error was slightly bigger. To compensate the order of fuel consumption, $r$ was set to be 3.5 .

Furthermore, while Tuning, the most dominant perturbation in the altitude of 700 km , which is $\mathrm{J}_{2}$ perturbation, was considered in the numerical simulations as shared in Eq. 25.

In addition, in both of the control algorithms that was tuned, the cold gas thrust system that is shared in Tab. $\Pi$ was used.

1) ABC Algorithm: As mentioned earlier, the ABC algorithm imitates the forging behavior of a bee colony. The food locations represents possible solutions to the optimization problem. The bees are the agents that tries and decides the quality, or fitness of the possible solution. There are three different bees, employed bees which seeks the neighbour hood of the solution and tries to find a new and better solution, onlooker bees which choose a food source depending on its quality and seeks new and better solution, and scout bees, which randomly seeks through the region if a food source's limit is reached [62]. The ABC algorithm can be summarized as:

- Initialize the food sources
- Evaluate the quality of the food source
- Repeat
- Employed bees work on their food sources
- Onlooker bees work on specific food source
- Scout bees seeks new food sources
- Memorize the best solution
- Repeat until the Maximum Cycle is reached

In the Employed bee phase, the bees search a new solution, $v_{i}$ in the neighbourhood of the food location, $x_{i}$, and checks the quality of the new solution with the current solution. If the new solution is better, then they memorize the new solution's location. The new solutions are generated by random function

$$
\begin{equation*}
v_{i j}=x_{i j}+\phi_{i j}\left(x_{i j}-x_{k j}\right) \tag{124}
\end{equation*}
$$

where subscript $k$ is element of the the size of the employed bees, and $j$ is element of the dimension of the problem. The $k$ should be different than the current index $i$. Furthermore $\phi_{i j}$ is a random number in between $[-1,1]$. When the Employed bees searched through the food locations, the Onlooker bees start their search. They choose a food location depending on its fitness value calculated as in Eq. 125). When the food location is decided, Onlooker bees do the same search as shared in Eq. 124.

$$
\begin{equation*}
p_{i}=\frac{\mathrm{fit}_{i}}{\sum_{n=1}^{\mathrm{SN}} \mathrm{fit}_{n}} \tag{125}
\end{equation*}
$$

where SN denotes the size of the onlooker bees or the Employed bees, since they are equal. If the both Onlooker bees or the Employed bees cannot improve the solution at hand until a specified limit, then the food source is depleted, and it is removed from the memories of the bees. Then the

Employed bee of the food source becomes a Scout bee, and Scout bees seek new food locations based on Eq. 126 .

$$
\begin{equation*}
x_{i}^{j}=x_{\min }^{j}+\operatorname{rand}[0,1]\left(x_{\max }^{j}-x_{\min }^{j}\right) \tag{126}
\end{equation*}
$$

where $x_{\text {min }}^{j}$ and $x_{\text {max }}^{j}$ denotes the lower and upper bounds of the parameter of $j$ [62].
2) Parameters of $A B C$ : The parameters to be set in $A B C$ are that, Limit, Maximum Cycle, Size of The Colony and the initialization range of the parameters. It is stated in [90], that the ABC algorithm is robust with respect to the colony size, hence it does not require fine tuning with the colony size. In other words, colony size can be a free variable, hence it was set as 50 . The dimension of the problem for the both of the controller tuning cases was $2, k_{1}$ and $k_{2}$ for the Feedback Linearization and $a$ and $\mu_{0}$ for the Sliding Mode Controller. It is stated that, the limit for each parameter should be set dimension of the problem times the colony size, hence it was set to be 100 .

For the initialization of parameters, it is said that, if the global minimum is in the middle of the range, then the optimization algorithms does locate it easily. However, for the ABC algorithm, [90], since there are Scout bees that seeks the entire region, the ABC algorithm is less sensitive to initialization problems compared to other algorithms. Furthermore, while specifying the initial range, the trial-and-error method is used. It is noticed that, if the gains are approximately $10^{-2}$, they reveal better fuel consumption with slightly higher error than gains around order of $10^{\circ}$. Hence the range is set to be 0.1 to $10^{-8}$ for Feedback Linearization, 1 to $10^{-8}$ for Sliding Mode Controller.

The maximum cycle number in [90] is $10^{4}$. However, due to numerical intensity of the problem at hand, the maximum cycle number was taken as $10^{3}$. Furthermore, the convergence of the minimization problem, by investigating the history of the objective value of the solutions, was observed in order to conclude that the minimization is converged to a value.

In the initialization phase of the ABC , algorithm randomly generates the food source location. To speed up the process, a gain set, or food location, found by trial-and-error was added to the food sources.

## G. Test Scenarios

In order to compare the performances of the controllers, different scenarios was applied. The Mango Satellite's orbital elements are $7,078,137 \mathrm{~m}$ of semi-major axis, 0.00547 of eccentricity, 198.98 degree of argument of perigee, 23.1 degree of right ascension of the ascending node, 98.2 degrees of inclination. The mean anomaly was set to be 0 .

The covered mission is similar to that of the Prisma Satellite's mission shared in reference [42]. This mission has $\Delta a$ of $0 \mathrm{~m}, \Delta e$ as $0.7064 \times 10^{-4}, \Delta \omega$ of $0.0199 \times 10^{-4} \mathrm{deg}, \Delta \Omega$ of $0.1393 \times 10^{-4}, \Delta i$ of $0.4008 \times 10^{-4} \mathrm{deg}$ and $\Delta M$ of 0 deg as it is reference mean orbital element difference.

When the Gauss Variational Equations based on mean orbital elements and $\mathrm{J}_{2}$ perturbations are investigated, it was found that, if orbital elements of Deputy $a, e, i$ were different than that of Chief, then $\mathrm{J}_{2}$ perturbances effect were different
which causes a drift in the relative position. As a result, the test scenarios was based on differences in those orbital elements as errors. The initial errors for the test scenarios are shared in Tab. III.

TABLE III
Test Scenario errors in terms of orbital element differences

| Errors | 1 | 2 | 3 | 4 |
| ---: | :---: | :---: | :---: | :---: |
| $\delta a[\mathrm{~m}]$ | 100 | 0 | 0 | 100 |
| $\delta e[-]$ | 0 | 0.00001 | 0 | 0.00001 |
| $\delta \omega[\mathrm{deg}]$ | 0 | 0 | 0 | 0 |
| $\delta \Omega[\mathrm{deg}]$ | 0 | 0 | 0 | 0 |
| $\delta i[\mathrm{deg}]$ | 0 | 0 | 0.001 | 0.001 |
| $\delta M[\mathrm{deg}]$ | 0 | 0 | 0 | 0.001 |

Relative Orbit mission can be seen in Fig. 2. In X-Y plane, it is an ellipse with semi-major axis of 1 km with semi-minor axis of 500 m , in X-Z plane semi major axis of 500 meters and semi-minor axis of 300 m .

## IV. Results

In this section, various control approaches shared in Method was tested with the initial conditions in Section III-G The numerical solvers for simulations involving Sliding Mode and Feedback Linearization was an adaptive Runge-Kutta $(4,5)$ method. On the other hand, since Impulsive Law, and MPC requires the time to be known to apply thrust, Runge-Kutta 4 with step size of 1 s was implemented. In all the control laws except Impulsive Control Law offered by Schaub and Alfriend [81], the cold gas system was used.

As mentioned earlier, the numerical simulations, except optimization, and investigation of effects of the gains, the results are obtained by using the GRACE Gravity Model 03, which includes the oblateness effect of the Earth. This is achieved by using HPOP for Matlab created by Mahooti [91].

Most of the comparison in the results were done for $\Delta v$, which presents how much fuel is consumed, Root Mean Square Error (RMSE) which shows the averaged error throughout the simulation. Additionally, it shows also the performance of the tracking error. If a controller converges to the reference fast, then the RMSE of this scenario is small. The last parameter that was used is, maximum error in the steady state. Since there exist perturbations, it is expected to have oscillations in the steady state. Furthermore, if precision is important in a mission, one of the vital parameters would be maximum error, hence, taken as a performance parameter.

This part starts with the results of the numerical optimization, then continues with the results of the each control method. Finally, the comparison of each controller was shared.

## A. Tuning

The gain tuning for Feedback Linearization and Sliding Mode Controller was achieved with ABC by only considering the most dominant effect on 700 km altitude. The maximum cycle of the ABC was set, as mentioned before, as $10^{3}$ iterations for both of the controllers. Furthermore, the cold gas system is implemented for the optimization. The resultant
controller gains are shared in Tab. IV]. For tuning, the Chief is located to the orbit shared in Section III-G. Furthermore, the initial errors are corresponding to combination of error case 1 to 3 in Tab. IIII The simulations were done for 2 orbit time.

TABLE IV
The Results of the Numerical Optimization

| Sliding Mode <br> Gains |  | Feedback Lin. <br> Gains |  |
| :---: | :---: | :---: | :---: |
| $a$ | 0.001349 | $k_{1}$ | 0.000003865 |
| $\mu_{0}$ | 0.2460 | $k_{2}$ | 0.002887 |

The convergence history of the numerical optimization is shown in Fig. 4.


Fig. 4. The Objective Value Histories of the Numerical Optimization

It was seen that, after 200 iterations, the numerical optimization algorithm converged to a value, which corresponds to the local minimum. Furthermore, the numerical optimization algorithm was run twice to conclude that it was a local minimum. Moreover, the initial gains seemed to speed up to process, since the solutions for the controllers converged to the real value fast. Additionally, the numerical solvers for the simulations inside the numerical optimization was chosen as variable step Runge-Kutta solver (4-5).

## B. Feedback Linearization

It was seen that, the gains of the controller plays an important role on the fuel consumption and error tracking, as expected. If the gains were set to a high value, then it was observed that the fuel consumption was high, however, tracking error was low. The results of the various control gains are shared in Tab. $V$. The gains were set such that the damping ratio of the system was the same in all of the cases. The initial error for the tests was the combination of the first three error cases shared in Tab. III, and the analysis were done for a time of 5 orbits.

TABLE V
Various Gains for Feedback Linearization, holding the Damping Ratio Constant

|  | High |  | Medium |  | Low |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $k_{1}$ | $k_{2}$ | $k_{1}$ | $k_{2}$ | $k_{1}$ |  |$k_{2}$|  | 0.02 | 0.57 | 0.01 | 0.4 | 0.0025 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Gain Level | 5.52 | 3.88 |  | 2.05 |  |
| $\Delta v[\mathrm{~m} / \mathrm{s}]$ | 22.97 | 19.65 |  | 15.10 |  |
| RMSE [m] | 0.0083 | 0.012 | 0.023 |  |  |

In Tab. V , as the gains were decreased, the fuel consumption, i.e. the $\Delta v$ was decreased, from left column to right column. Correspondingly, the maximum error of the system, after the system reaches its equilibrium, is increased. On the other hand, the RMSE is decreased towards lower gains. The reason behind that is, when the gains are increased, the system becomes more agile, while, the damping of the system held constant. In other words, based on a mass-damper-spring system, the damper of the system is held constant, while the spring became more stiff. The overall effect is that, the system cannot damp efficiently, and hence oscillations to the system is introduced, which increases the RMSE.

## C. Sliding Mode Control

A similar gain analysis for the Sliding Mode was done in this part. Notice that the investigation here was done for 5 orbits. In Sliding Mode Control, the created manifold $s(\boldsymbol{e})$, governs the dynamics. For that reason it is noticed that $a$ dominates the performance. If $a$ was chosen to be large, then the system was forced to converge to the origin rapidly. This means that the possibility of reaching the saturation limit of the thrusting capability and therefore making the system unstable, or introducing oscillations since, the system dynamics became faster, was increased. If $a$ was chosen small, it is noticed that the system spent slightly more fuel. In other words, it was thought that system travels unnecessary routes and spent fuel while doing so. On the other hand, $\mu_{0}$ forces system to converge to the sliding manifold, and dominate the perturbances. If $\mu_{0}$ was chosen small, i.e. on the order of $10^{-3}$, then system might have problems to converge to the sliding manifold. This was believed to be due to the fact that, the upper bound in Lyapunov derivative was set to be strict.
The investigation of the gains were done in 3 steps while using the initial error as the combination of the first three error cases shared in Tab III First, the optimal $a$ was used and $\mu_{0}$ was varied, which can be seen in Tab. VI.

TABLE VI
Various Gains for Sliding Mode, using optimal Sliding MANIFOLD, $a=0.0013$

|  | High | Medium | Low | Very Low |
| :--- | :---: | :---: | :---: | :---: |
| $\mu_{0}$ | 0.5 | 0.1 | 0.05 | 0.001 |
| $\Delta v[\mathrm{~m} / \mathrm{s}]$ | 0.58 | 0.57 | 0.54 | 21 |
| RMSE $[\mathrm{m}]$ | 13.59 | 13.43 | 13.55 | 69142 |
| Max. Error $[\mathrm{m}]$ | 0.15 | 0.22 | 0.38 | 164481 |

As can be seen in Tab. VI the increase in the $\mu_{0}$, resulted in higher fuel consumption or $\Delta v$, however, the maximum error in the steady state region was smaller. Furthermore, the
system followed the same sliding manifold in a good fashion, hence, the RMSE did not change too much. The Very Low case showed that the system diverged, or an unstable system, therefore, it was not considered for the above comments. Briefly, when optimal sliding manifold was used, $\mu_{0}$ affected the maximum error inversely proportional, and fuel consumption proportionally.

For the second investigation, a faster converging system, i.e. a sliding manifold with higher $a$ was investigated, which can be seen in Tab. VII.

TABLE VII
Various Gains for Sliding Mode, using Big Coefficient Sliding MANIFOLD, $a=0.013$

|  | High | Medium | Low | Very Low |
| :--- | :---: | :---: | :---: | :---: |
| $\mu_{0}[\mathrm{~m} / \mathrm{s}]$ | 0.5 | 0.1 | 0.05 | 0.001 |
| $\Delta v=11$ | 2.17 | 2.21 | 22 |  |
| RMSE $[\mathrm{m}]$ | 15.31 | 15.35 | 15.42 | 104459 |
| Max. Error $[\mathrm{m}]$ | 0.014 | 0.037 | 0.086 | 256247 |

When Tab. VI and Tab. VII were compared, it was noticed that the maximum errors of higher $a$ were lower, however the corresponding fuel consumption was higher. For nonoptimal and larger coefficient sliding manifold, increase in $\mu_{0}$ corresponded to a decrease in the fuel consumption, maximum error and the RMSE. The reason behind that was, decrease in $\mu_{0}$ introduced oscillations, which required further fuel consumption as well. This was the believed to be the reason, why increase in $a$ increased the RMSE. However, on the optimal sliding manifold case, it was noticed that the decrease in $\mu_{0}$ did not cause any oscillations, hence the fuel consumption did not increase.

For the third investigation, a slower manifold was chosen.

TABLE VIII
Various Gains for Sliding Mode, using Small Coefficient SLIDING MANIFOLD, $a=0.0003$

|  | High | Medium | Low | Very Low |
| :--- | :---: | :---: | :---: | :---: |
| $\mu_{0}$ | 0.5 | 0.1 | 0.05 | 0.001 |
| $\Delta v[\mathrm{~m} / \mathrm{s}]$ | 0.84 | 0.82 | 0.84 | 16 |
| RMSE $[\mathrm{m}]$ | 21.96 | 21.27 | 22.10 | 17912 |
| Max. Error $[\mathrm{m}]$ | 0.30 | 0.39 | 0.50 | 44991 |

As mentioned earlier, gain $a$ dominates the dynamics, since the observations for the previous investigations could not be made for the VIII, except, the maximum error decreasing with an increase in $\mu_{0}$. Furthermore, it was observed that, RMSE was increased with a decrease in $a$, comparing Tab. VI and VIII since the dynamics of the system was forced to be slower.

## D. Model Predictive Control

In this section, the effects of various parameters in MPC was shown based on $\Delta v$, RMSE and the maximum error in the steady state. The analysis was done for 5 orbits, with the combination of the first three error cases in Tab. III. Initially, the performance of a single cost function was shown, by varying the weight of the input. Then, the effect of $d$, the final state condition, and $k$, switching error, (which can be seen in Section III-D4c), was investigated. Finally, the effect of $r_{1}$ and $r_{2}$ was shown.

When the input weight was decreased for single cost function application, as can be seen in Tab. IX the RMSE and maximum error were decreased, with an increase in fuel consumption. It was decided that, if the maximum error is desired to be low, with a lower fuel consumption, then the combination of a high and low input weights with separate cost functions for different region of trajectory was desired. In details, when the error is high, $r$ will be high, and when the error is small, then $r$ will be small as well, which will be acquired with a switching cost function system.

TABLE IX
Results of Different Input Weights for MPC for Single Cost FUNCTION, FOR $d=2$

|  | High | Medium | Low | Very Low |
| :---: | :---: | :---: | :---: | :---: |
| $r$ | 1 | 0.01 | 0.0001 | 0.00001 |
| $\Delta v[\mathrm{~m} / \mathrm{s}]$ | 0.48 | 0.54 | 0.58 | 0.59 |
| RMSE $[\mathrm{m}]$ | 30.31 | 15.24 | 14.11 | 14.06 |
| Max. Error $[\mathrm{m}]$ | 6.57 | 1.34 | 0.34 | 0.30 |

The next step was, to show the effect of $k$, the switching error, and $d$. To achieve that, two combination of the $r_{1}$ and $r_{2}$ were compared, for different values of the $d$ and $k$.

TABLE X
The Results of various $k$ values, for $r_{1}=0.05, r_{2}=5 \cdot 10^{-5}$ AND $d=2$

|  | Very Low | Low | Medium | High |
| :---: | :---: | :---: | :---: | :---: |
| $k$ | 1 | 5 | 10 | 15 |
| $\Delta v[\mathrm{~m} / \mathrm{s}]$ | 0.50 | 0.50 | 0.50 | 0.51 |
| RMSE $[\mathrm{m}]$ | 17.44 | 17.39 | 17.41 | 17.45 |
| Max. Error $[\mathrm{m}]$ | 0.32 | 0.32 | 0.33 | 0.32 |

TABLE XI
The Results of various $k$ values, for $r_{1}=1, r_{2}=1 \cdot 10^{-5}$ AND $d=2$

|  | Very Low | Low | Medium | High |
| :---: | :---: | :---: | :---: | :---: |
| $k$ | 1 | 5 | 10 | 15 |
| $\Delta v[\mathrm{~m} / \mathrm{s}]$ | 0.48 | 0.47 | 0.47 | 0.47 |
| RMSE $[\mathrm{m}]$ | 30.31 | 28.86 | 28.86 | 28.88 |
| Max. Error $[\mathrm{m}]$ | 6.57 | 0.30 | 0.30 | 0.30 |

As can be deduced from the Tab. $X$ and $X I$, it was seen that, the $k$, switching error, had limited effect, compared to $r$. Because, from very low to high value, the RMSE and fuel consumption changed slightly. In addition to that, when the Tab. XI's first column was observed, the maximum error was different than the other cases, which was dominated by $r_{2}$ which was set to be the same for all. The reason behind that was, the cost function never switched. So it was easy to see that, if $k$ is set to a small value, then switch might not happen. Briefly, the $k$ has a limited effect on fuel consumption, RMSE and quite negligible effect on maximum error. If $k$ is chosen small, then the system may never switch inbetween cost functions.

TABLE XII
The result of various $d$, For
$r_{1}=1, r_{2}=1 \cdot 10^{-5}$ AND $k=10$

|  | Off | Low | Medium | High |
| :---: | :---: | :---: | :---: | :---: |
| $d$ | 0 | 0.1 | 1 | 2 |
| $\Delta v[\mathrm{~m} / \mathrm{s}]$ | 0.48 | 0.47 | 0.47 | 0.47 |
| RMSE $[\mathrm{m}]$ | 30.71 | 28.72 | 28.79 | 28.86 |
| Max. Error $[\mathrm{m}]$ | 0.28 | 0.30 | 0.30 | 0.30 |

The Tab XII corresponds to a High $r_{1}$ case. Notice that, if the condition related to $d$ was not implemented, corresponds to the Off column, the performance of the system degraded, i.e the RMSE and fuel consumption increased. The decrease in $d$ corresponded to smaller RMSE, and higher fuel consumption. However, once implemented the effect of the constraint becomes limited, for example, from Medium to High, or Low to Medium cases, the changes in both RMSE and fuel consumption were small.

TABLE XIII
The result of various $d$, For
$r_{1}=0.05, r_{2}=5 \cdot 10^{-5}$ AND $k=10$

|  | Off | Low | Medium | High |
| :---: | :---: | :---: | :---: | :---: |
| $d$ | 0 | 0.1 | 1 | 2 |
| $\Delta v[\mathrm{~m} / \mathrm{s}]$ | 0.51 | 0.50 | 0.50 | 0.50 |
| RMSE $[\mathrm{m}]$ | 17.24 | 17.39 | 17.41 | 17.41 |
| Max. Error $[\mathrm{m}]$ | 0.31 | 0.32 | 0.32 | 0.32 |

Similarly, Tab. XIII corresponds to small RMSE scenario with small $r_{1}$. In this scenario, again the implementation of $d$ decreased the fuel consumption, with a slight increase in RMSE. Change in $d$, similar to $k$, in both cases, did not effect the performance significantly.

TABLE XIV
THE COMPARISON OF DIFFERENT VALUES OF $r_{2}$, FOR $r_{1}=1 d=2$, $k=10$

|  | High | Medium | Low | Very Low |
| :---: | :---: | :---: | :---: | :---: |
| $r_{2}$ | 0.5 | 0.01 | 0.005 | $1 \cdot 10^{-5}$ |
| $\Delta v[\mathrm{~m} / \mathrm{s}]$ | 0.48 | 0.48 | 0.48 | 0.47 |
| RMSE $[\mathrm{m}]$ | 29.95 | 28.88 | 28.86 | 28.86 |
| Max. Error $[\mathrm{m}]$ | 5.25 | 1.34 | 0.41 | 0.30 |

To investigate the effect of switching cost function methodology, Tab. XIV was created, and was compared with Tab. IX. As can be seen, all the $\Delta v$ and RMSE of the Tab XIV were close to High case of Tab. IX. The reason behind that was, the most of the fuel consumption and RMSE were due to the initial error which was covered by the cost function with $r_{1}$. Additionally, $r_{2}$ dominates the steady state error. As a result, it was obvious that, the switching cost function methodology, without increasing the fuel consumption too much, decreased the maximum error. On the other hand, different values of $r_{1}$ for a constant $r_{2}$ were shared in Tab. XV. The fuel consumption decreased with an increase in RMSE, when $r_{1}$ was increased. However, it was noticed that, the switching may also increase the fuel consumption, which can be seen in the High column of Tab. XV. From, Medium to High, even though the RMSE was increased, the fuel consumption stayed constant. It was observed that, at High case, the second
cost function spent more fuel than the other cases so that the maximum error could be small like others. In addition, as mentioned earlier, the maximum error in steady state did not change when $r_{2}$ held constant.

TABLE XV
The Comparison of Different Values of $r_{1}$ For $r_{2}=1 \cdot 10^{-5}$, $d=2, k=10$

|  | High | Medium | Low | Very Low |
| :---: | :---: | :---: | :---: | :---: |
| $r_{1}$ | 5 | 0.5 | 0.01 | 0.0001 |
| $\Delta v[\mathrm{~m} / \mathrm{s}]$ | 0.48 | 0.48 | 0.52 | 0.58 |
| RMSE $[\mathrm{m}]$ | 40.20 | 25.22 | 15.24 | 14.11 |
| Max. Error $[\mathrm{m}]$ | 0.30 | 0.30 | 0.30 | 0.30 |

Briefly, it was observed that, the $d$ and $k$ has limited effects compared to $r_{1}$ and $r_{2}$. Generally, $r_{1}$ dominated the RMSE and fuel consumption while $r_{2}$ dominated the maximum error in steady state.

## E. Impulsive Control Law

The Impulsive Law offered by Schaub and Alfriend [81] was implemented, and in this part, it was compared with the results shared in [81], to show that the controller was implemented correctly. The orbit used in [81] corresponds to an orbit with 7555 km of semi-major axis, 0.05 of eccentricity, 48 degrees of argument of perigee, 20 degrees of right ascension of the ascending node, 10 degrees of inclination with 120 degrees of initial mean anomaly which are mean orbital elements. The initial errors of 100 m in mean semi-major axis, 0.05 degrees of error in mean inclination, and -0.01 degrees of error in mean right ascension of the ascending node was used. There were two comparison cases, one implementation with no thrusting limit, i.e. all the control commands in terms of $\Delta v$ can be applied directly, and with thrusting limit, i.e. thrust saturation at 1 N . As can be seen from Tab XVI both of the implementations of [81], were able to converge to the reference in 4 orbit. However, the total $\Delta v$ consumption stated in [81] is $6.46[\mathrm{~m} / \mathrm{s}]$ for the same problem. The total $\Delta v$ consumption for the case without thrusting limitation was $4.9 \%$ higher and with thrusting limitation was $5.4 \%$ higher. This means, the implementation was not perfect, however, it is believed that, this is inevitable. Because, most definitely, the reference and implementation used different methods at some parts of the application, which caused the error.

TABLE XVI
Final Orbital Element Error and Velocity Change for 4 Orbits

| Orbital Elem. Error | With Thrust Limit | Without Thrust Limit |
| :--- | :---: | :---: |
| $\delta a[\mathrm{~m}]$ | $-5.922 \times 10^{-5}$ | $1.3026 \times 10^{-3}$ |
| $\delta e$ | $-1.378 \times 10^{-10}$ | $-2.0445 \times 10^{-7}$ |
| $\delta \omega[\mathrm{rad}]$ | $-1.505 \times 10^{-6}$ | $-7.4293 \times 10^{-6}$ |
| $\delta \Omega[\mathrm{rad}]$ | $1.888 \times 10^{-7}$ | $2.9388 \times 10^{-7}$ |
| $\delta i[\mathrm{rad}]$ | $-7.356 \times 10^{-9}$ | $-2.1437 \times 10^{-7}$ |
| $\delta M[\mathrm{rad}]$ | $1.378 \times 10^{-6}$ | $4.7059 \times 10^{-6}$ |
| $\Delta v[\mathrm{~m} / \mathrm{s}]$ | 6.7684 | 6.8014 |

## F. Relative Orbit Mission

In this part, the performances of each controller was obtained for the Prisma mission like relative orbit mission.

Orbital elements of the Chief satellite was shared with different error cases in Section III-G and compared, an example result can be seen in Figs. 5 and 6 The comparison was based on $\Delta v$, RMSE, maximum error in the steady state, and settling time. In this study, settling time is used as the time it takes for controller to clear $90 \%$ of the initial error.


Fig. 5. Relative Orbit Mission, with Initial Error Case 4, with Respect to LVLH Frame of Chief $x$ and $y$ axis


Fig. 6. Relative Orbit Mission, with Initial Error Case 4, with Respect to LVLH Frame of Chief $x$ and $z$ axis

The impulsive control law was used as a benchmarking method. However, since it uses a different type of reference method, i.e. mean orbital element difference, it required further effort to calculate the reference error. In order to compare the tracking error of the Impulsive Control Law with others, a reference was created by the same means as the other controllers, which introduced some numerical errors.

It was observed that, in all the cases, the Impulsive Law, in terms of $\Delta v$ outperformed the designed controllers, near 2 to 3.5 times less $\Delta v$ usage. On the other hand, RMSE wise,


Fig. 7. The Tracking Errors in LVLH Frame of Chief for Relative Orbit Mission Case 1
it gave approximately 3 to 5 times higher errors. The Sliding Mode Controller had the largest $\Delta v$ for all the cases, with lowest RMSE (for three cases out of four), and minimum error in steady state. Its settling time was the second best among all the controllers after Feedback Linearization.

The Feedback Linearization controller, had the smallest $\Delta v$ for two cases out of four among the designed controllers and had the second lowest RMSE, for three out of four cases. Its maximum error in the steady state region was the second lowest among all controllers.

The MPC, on the other hand, had the least $\Delta v$ for two cases out of four compared to designed controllers. However, it produced the highest RMSE and maximum error for all the cases, but still better than the Impulsive Law. Its settling time was the third among all the other controllers. The details of each controller can be found in below subsections for Relative Orbit Mission.

1) Case 1: This case consists of an initial error in the semimajor axis of the Deputy. This scenario was chosen because the difference in semi-major axis causes the two satellites having different periods, and having different $\mathrm{J}_{2}$ effects.

As can be seen, from Fig. 7, all the controllers except Impulsive Control Law, converged to the reference trajectory in almost half an orbit.

TABLE XVII
The Comparison of the Various Controller Performances for Relative Orbit Mission Case 1 for 5 Orbits

|  | $\Delta v$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $[\mathrm{~m} / \mathrm{s}]$ | RMSE <br> $[\mathrm{m}]$ | Max Error <br> $[\mathrm{m}]$ | Settling Time <br> $[\mathrm{s}]$ |  |
| Sliding Mode | 0.69 | 17.94 | 0.23 | 2248 |
| Feedb. Linear. | 0.57 | 17.44 | 0.57 | 1760 |
| MPC | 0.59 | 21.95 | 0.84 | 3825 |
| Impulsive | 0.20 | 109.47 | 27.95 | 8837 |

Again from Fig. 7, all the controllers had change in $y$ axis even though initially it was zero. This was due to the initial error in $x$ axis, or error in semi-major axis. This causes satellites to have different periods, hence, one falls behind of the other. Furthermore, the Feedback Linearization was the fastest controller to close the error, which can be both deduced from Tab. XVII and Fig 7. When Tab. XVII was investigated, it was seen that, Sliding Mode had the highest $\Delta v$, which is 3.5 times higher than that of the Impulsive Law, and had the second lowest RMSE, which is 6.1 times lower than that of the Impulsive Law. The MPC had the second highest $\Delta v$, which is approximately 3 times higher than that of the Impulsive Law, with the highest RMSE among designed controllers, 5 times lower than that of the Impulsive Law. The lowest $\Delta v$ belonged to Feedback linearization, which is 2.9 times higher than that of the Impulsive Law, with the lowest RMSE, 6.3 times lower than that of Impulsive Law.
2) Case 2: This case consists of an initial error in the eccentricity. The eccentricity, again, causes different drift rates in orbits of chief and deputy, due to $\mathrm{J}_{2}$ effect.


Fig. 8. The Tracking Errors in LVLH Frame of Chief for Relative Orbit Mission Case 2

As can be seen in Fig. 8 the designed controllers, were able to converge to the reference trajectory in half an orbit except Impulsive Control. The difference in $x$ axis, again caused drift in $y$ axis for all the controllers. When Tab. XVIII and Fig. 8 were investigated, it was seen that, the error due to eccentricity introduced a change in $x$ axis of the LVLH frame, approximately 0.6 times that of Case 1 . As expected, almost all the control effort, with RMSE was decreased, approximately 0.5 to 0.7 times.

From Tab. XVIII. The Sliding Mode consumed the highest amount of $\Delta v$ among all the controllers, and also, has the smallest RMSE with smallest maximum error. Compared to
the Impulsive Control law, it consumed approximately 3.4 times higher $\Delta v$, however, the RMSE of it is only 8.3 times lower than that of the Impulsive Law. The second highest fuel consumption is obtained with Feedback Linearization. The $\Delta v$ of it is approximately 2.9 times higher, however, its RMSE is 7.8 times lower than that of the Impulsive Law. The MPC, on the other hand, has the lowest $\Delta v$ consumption among the designed controllers, where it has 2.8 times higher $\Delta v$ consumption, with 5.9 times lower RMSE than that of the Impulsive Law.

On the other hand, all the controllers, have outperformed the Impulsive control law in terms of maximum error in the steady state, and settling time.

TABLE XVIII
The Comparison of the Various Controller Performances for Relative Orbit Mission Case 2 for 5 Orbits

|  | $\Delta v$ <br> $[\mathrm{~m} / \mathrm{s}]$ | RMSE <br> $[\mathrm{m}]$ | Max Error <br> $[\mathrm{m}]$ | Settling Time <br> $[\mathrm{s}]$ |
| :---: | :---: | :---: | :---: | :---: |
| Sliding Mode | 0.47 | 9.44 | 0.23 | 1844 |
| Feedb. Linear. | 0.40 | 9.96 | 0.57 | 1559 |
| MPC | 0.39 | 13.20 | 0.84 | 3093 |
| Impulsive | 0.14 | 78.14 | 29.13 | 8855 |

3) Case 3: In this case, the initial error in inclination, $i$, was investigated. The initial error in inclination was set to 0.001 degrees.


Fig. 9. The Tracking Errors in LVLH Frame of Chief for Relative Orbit Mission Case 3

As can be seen in Fig. 9, all the controllers were able to reduce the 50 m of $z$ difference caused by the inclination difference in half of an orbit except the Impulsive Law. It took almost 1 orbit to reduce the $z$ error.

From Tab. XIX, Sliding Mode controller had the highest $\Delta v$ consumption and with the lowest RMSE and maximum
error. However, its settling time was slightly higher than Feedback Linearization. Its $\Delta v$ was 3.1 times higher than that of Impulsive Control Law, and its RMSE was 4.2 times lower than that of the Impulsive Law. On the contrary, MPC this time had the second highest $\Delta v$ with highest maximum error. Its settling time was the highest in the designed controllers. Its $\Delta v$ was 3 times higher, and its RMSE was 3.1 times lower than those of the Impulsive Control Law. Feedback Linearization, had the lowest $\Delta v$, with medium RMSE and medium maximum error in steady state. Its settling time was the best. Additionally, its $\Delta v$ was 2.3 higher and RMSE was 3.9 times lower than those of the Impulsive Control Law.

TABLE XIX
The Comparison of the Various Controller Performances for Relative Orbit Mission Case 3 for 5 Orbits

|  | $\Delta v$ <br> $[\mathrm{~m} / \mathrm{s}]$ | RMSE <br> $[\mathrm{m}]$ | Max Error <br> $[\mathrm{m}]$ | Settling Time <br> $[\mathrm{s}]$ |
| :---: | :---: | :---: | :---: | :---: |
| Sliding Mode | 0.46 | 10.03 | 0.23 | 2382 |
| Feedb. Linear. | 0.35 | 10.76 | 0.57 | 1891 |
| MPC | 0.45 | 13.50 | 0.84 | 3226 |
| Impulsive | 0.15 | 41.64 | 125.83 | 5623 |

4) Case 4: In this case, the combination of all the scenarios was implemented with an additional mean anomaly error.


Fig. 10. The Tracking Errors in LVLH Frame of Chief for Relative Orbit Mission Case 4

From the Fig. 10 all the designed controllers were able to converge to the reference trajectory almost in half of an orbit except the Impulsive Law. The Impulsive control was able to get rid of the error in $z$ axis in almost one orbit. The error in $y$ axis, introduced due to error in $x$ axis, was not able to be cancelled until the next orbit.

TABLE XX
The Comparison of the Various Controller Performances for Relative Orbit Mission Case 4 for 5 Orbits

|  | $\Delta v$ |
| :---: | :---: | :---: | :---: | :---: |
| $[\mathrm{~m} / \mathrm{s}]$ |  | | RMSE |
| :---: |
| $[\mathrm{m}]$ | | Max Error |
| :---: |
| $[\mathrm{m}]$ | | Settling Time |
| :---: |
| $[\mathrm{s}]$ |

The results of the Error Case 4 was shared in Tab. XX. The lowest $\Delta v$ belongs to MPC, with the highest RMSE, maximum error, and settling time. Compared to the Impulsive Law, it had 1.7 times higher $\Delta v$ consumption with 2.2 times less RMSE than those of the Impulsive Law. The second lowest $\Delta v$, which was 1.8 times higher than that of the Impulsive Law, corresponded to Feedback Linearization, with the second best RMSE, which was 2.6 times lower than that of the Impulsive Law. Additionally, its settling time was the lowest among designed controllers. The Sliding Mode had the highest $\Delta v$ among the designed controllers, which is 2.5 times higher than that of the Impulsive Law, and the best RMSE, which is 2.7 times lower than that of the Impulsive Law.

## G. Rendezvous Mission

In this part, the performances of each controller for the rendezvous mission was shared for the same error scenarios for the same orbit. This time, the transformation from mean orbital element difference to LVLH frame relative orbit was easier to obtain, basically, consisting of zeros. Hence, the comparison here is valid for all the controllers in the list.

1) Case 1: All the controllers, except the Impulsive Control Law, reached the reference trajectory perfectly. From Tab. XXI the highest $\Delta v$ usage again, was on Sliding Mode Controller, with the second smallest RMSE. Its $\Delta v$ was 2.6 times higher, however, the RMSE of it was 6.6 times lower than those of the benchmark method. The second highest fuel consumption was for Feedback Linearization Controller, which was approximately 2.2 times higher than that of the Impulsive Control Law. The RMSE of the Feedback Linearization law on the other hand, was the best among all the controllers and it was 6.7 times lower than that of the Impulsive Law. The MPC had the best $\Delta v$ consumption, 1.9 times higher than that of the Impulsive Law with the highest RMSE, which was 6.1 times lower than that of the Impulsive Law, among the designed controllers. As can be seen, the settling time and RMSE had the exact same ranking.

When the Fig. 11, all the designed controllers was able to get rid of the error in near half of orbit.

TABLE XXI
The Comparison of the Various Controller Performances for Rendezvous Scenario Error Case 1 for 5 Orbits

|  | $\Delta v$ <br> $[\mathrm{~m} / \mathrm{s}]$ | RMSE <br> $[\mathrm{m}]$ | Max Error <br> $[\mathrm{m}]$ | Settling Time <br> $[\mathrm{s}]$ |
| :---: | :---: | :---: | :---: | :---: |
| Sliding Mode | 0.50 | 16.61 | 0 | 2139 |
| Feedb. Linear. | 0.42 | 16.36 | 0 | 1692 |
| MPC | 0.37 | 17.94 | 0 | 2170 |
| Impulsive | 0.19 | 109.94 | 0.91 | 8783 |



Fig. 11. The Tracking Errors in LVLH Frame of Chief for Rendezvous Mission with Error Case 1
2) Case 2: In this case, an initial eccentricity error was considered, which corresponded to an initial $x$ axis error in the LVLH frame. When two satellites were at the same exact

TABLE XXII
The Comparison of the Various Controller Performances for Rendezvous Scenario Error Case 2 for 5 Orbits

|  | $\Delta v$ <br> $[\mathrm{~m} / \mathrm{s}]$ | RMSE <br> $[\mathrm{m}]$ | Max Error <br> $[\mathrm{m}]$ | Settling Time <br> $[\mathrm{s}]$ |
| :---: | :---: | :---: | :---: | :---: |
| Sliding Mode | 0.33 | 10.13 | 0 | 1910 |
| Feedb. Linear. | 0.29 | 10.57 | 0 | 1579 |
| MPC | 0.25 | 12.43 | 0 | 2110 |
| Impulsive | 0.13 | 75.86 | 0.52 | 8769 |

position, the effect of $\mathrm{J}_{2}$ was the same, hence, there was no final oscillation in the response, which leads to no final error. From Tab. XVIII the highest $\Delta v$ consumption was on Sliding Mode, with approximately 2.5 times higher than that of the Impulsive Controller. Whereas, the RMSE was the best among the designed controllers which corresponded to 7.5 times lower than that of the Impulsive Control. The Feedback Linearization had the second highest $\Delta v, 2.2$ times higher and the RMSE of it was 7.2 times lower than those of the Impulsive Control. The MPC, this time had the lowest fuel consumption among the designed controllers, approximately 1.9 times higher than that of the Impulsive Law. The corresponding RMSE was 6.1 times lower than that of the Impulsive Law. For the convergence time, the trend as follow, the shortest time was obtained with Feedback Linearization, then Sliding Mode, and finally MPC.

As can be seen in Fig 12, designed controllers were able to converge to the reference in less than half of an orbit, whereas the Impulsive Law converged to reference in nearly 1.5 orbits.


Fig. 12. The Tracking Errors in LVLH Frame of Chief for Rendezvous Mission with Error Case 2
3) Case 3: In this case, the effect of initial error in inclination was investigated. Again, all the designed controllers had 0 final error. As can be seen from Tab. XXIII, the same ranking occurred as of error case 2 for all the parameters. The minimum fuel consumption was achieved with MPC, which was 1.4 times higher than that of the Impulsive Law, with 2.3 times smaller RMSE. The Feedback Linearization had the second lowest $\Delta v$, which was 1.5 times higher than that of the Impulsive Law, and the RMSE was 2.7 times lower than that of the Impulsive Law. The Sliding Mode had the highest $\Delta v$, 1.9 times higher than that of the Impulsive Law and lowest RMSE, 2.8 times lower than that of the Impulsive Law. The settling time trend was observed here as well.

TABLE XXIII
The Comparison of the Various Controller Performances for Rendezvous Scenario Error Case 3 for 5 Orbits

|  | $\Delta v$ <br> $[\mathrm{~m} / \mathrm{s}]$ | RMSE <br> $[\mathrm{m}]$ | Max Error <br> $[\mathrm{m}]$ | Settling Time <br> $[\mathrm{s}]$ |
| :---: | :---: | :---: | :---: | :---: |
| Sliding Mode | 0.27 | 10.01 | 0 | 2356 |
| Feedb. Linear. | 0.21 | 10.74 | 0 | 1893 |
| MPC | 0.20 | 11.98 | 0 | 2227 |
| Impulsive | 0.14 | 27.58 | 5.90 | 2624 |

From Fig. 13, all the controllers got rid of the initial error in $z$ axis caused by inclination difference in approximately half an orbit. Furthermore, it was noticed that, the Impulsive Law, had a slightly different starting error along $x$ axis. This was due to the fact that the two methods had different initialization procedure. However, this error was quite small, hence the $\Delta v$ due to this error was ignored.
4) Case 4: In this case, the combination of all the previous error cases with additional mean anomaly error was investi-


Fig. 13. The Tracking Errors in LVLH Frame of Chief for Rendezvous Mission with Error Case 3
gated.
As can be seen from the Tab. XXIV. The settling time trend was followed. Furthermore, the $\Delta v$ consumption trend for rendezvous missions was also obeyed. The Sliding Mode had the highest $\Delta v$, which was approximately 2 times higher than that of the Impulsive Law, and the lowest RMSE, which was 2.3 times lower than that of the Impulsive Law. The Feedback Linearization's $\Delta v$ was 1.5 times higher than that of the Impulsive Law and its RMSE was 2.2 times lower than that of the of Impulsive Law. The smallest $\Delta v$ corresponded to MPC, which was 1.2 times higher than that of the Impulsive Law. However, its RMSE was 2 times lower than that of the benchmark method. In Fig. 14, it is seen that, all the controllers

TABLE XXIV
The Comparison of the Various Controller Performances for Rendezvous Scenario Error Case 4 for 5 Orbits

|  | $\Delta v$ <br> $[\mathrm{~m} / \mathrm{s}]$ | RMSE <br> $[\mathrm{m}]$ | Max Error <br> $[\mathrm{m}]$ | Settling Time <br> $[\mathrm{s}]$ |
| :---: | :---: | :---: | :---: | :---: |
| Sliding Mode | 0.61 | 20.60 | 0 | 2010 |
| Feedb. Linear. | 0.45 | 21.06 | 0 | 1639 |
| MPC | 0.36 | 22.99 | 0 | 1983 |
| Impulsive | 0.30 | 46.43 | 5.05 | 8098 |

follow the same trend.

## V. Discussion

The complicated nature of satellite formation flying was tried to be simplified by implementing and comparing different types of controllers with different types of approaches, namely Sliding Mode, Feedback Linearization, MPC and an Impulsive Control, in terms of $\Delta v$ usage and tracking error for two different missions, a Relative Orbit Mission and Rendezvous


Fig. 14. The Tracking Errors in LVLH Frame of Chief for Rendezvous Mission with Error Case 4

Mission. Each controller, except Impulsive Control, was investigated, by changing different parameters and then compared with each other through different missions and error cases.

It was noticed that, the Impulsive Law had the lowest $\Delta v$ for all the tests. The reason behind that was believed to be to the fact that, it depends on calculation of the best possible time to correct the error, which increases the efficiency. Even though, similar approach was implemented in MPC, the model was assuming circular orbit with no perturbations affecting the system, hence the fuel consumption was high. On the other hand, Sliding Mode and Feedback Linearization controllers were even though numerically optimized for a cost function, they did not have such an application, thus, their fuel consumption was also high.

To achieve a comparison, a numerical optimization algorithm was adapted for Sliding Mode and Feedback Linearization Controllers. It was seen that, in the literature, some of the optimization with ABC was done with 6000 to 10000 maximum cycles [90], [92], however, in some examples 1000 maximum cycles was also used [62], [65]. In order to assure that the local minimum was found for the controller gains, the same numerical optimization problem was solved twice. In the end both of the solutions gave approximately the same gain set. As a result, the gains of those two controllers were assumed to be the local minimum.

Even though the same numerical optimizations were applied to Sliding Mode and Feedback Linearization, their $\Delta v$ usage and corresponding tracking error in terms of RMSE were different. The reason behind that was believed to be due to the different nature of the controllers. For the optimization of the cost function, the Sliding Mode Controller seemed to focus on errors rather than fuel, whereas, the Feedback Linearization
did the other way around.
Throughout the investigations, concerning both examining the control parameters, and observing the comparisons of controllers with each other, it was seen that the error produced was inversely proportional with the $\Delta v$. In other words, if tracking error was desired to be small or tried to be cancelled as soon as possible, then the fuel consumption will be high. For example, Impulsive Law offered by Schaub and Alfriend applies thrusts only three times throughout the orbit. Hence, its RMSE is higher with lower $\Delta v$ usage.

In the Relative Orbit Mission with different error cases, the Sliding Mode Controller had the highest $\Delta v, 2.5$ to 3.5 times higher than that of the Impulsive Law, with lowest tracking error and steady state error. Its RMSE was 2.7 to 8.3 times lower than that of the Impulsive Law. The Feedback Linearization used 1.8 to 2.9 times higher $\Delta v$ than that of the Impulsive Law for the same missions, and produced slightly higher errors compared to Sliding Mode, 2.6 to 7.8 times lower RMSE than that of the Impulsive Law. MPC, consumed similar amounts of $\Delta v$ with Feedback Linearization, 1.7 to 3 times higher than that of the Impulsive Law and produced the highest RMSE compared to other methods, 2.2 to 5.9 times lower RMSE than that of the Impulsive Law.

The difficulty of having a relative orbit was that, as known, the gravity perturbations effect satellites differently throughout the mission. In rendezvous missions, even though the initial effect of the gravity perturbations were different, the finals were similar since the position difference is zero. As a result, the ranking of the controllers were almost the same for the different error cases for rendezvous mission. Furthermore, since the continuous controllers always tries to cancel the errors introduced by perturbations in the Relative Orbit Mission, the $\Delta v$ of the rendezvous mission for the same error cases were lower, because when the rendezvous happens, the perturbation effects diminishes for the relative position. However, the RMSE of both of the mission was on the same order. This was because, controllers followed similar paths.

In Rendezvous mission, in terms of $\Delta v$, the Impulsive Law, again outperformed all the designed controllers. It was noticed that, on the contrary to the Relative Orbit Mission, MPC consumed the least amount of fuel with the highest RMSE, compared to designed controllers, for all the error cases. The $\Delta v$, of MPC was 1.2 to 1.9 times higher than that of the Impulsive Law. Whereas, the RMSE of MPC was 2 to 6.1 times lower than that of the Impulsive Law. The second highest $\Delta v$ consumption was for Feedback Linearization, with the second highest RMSE. The $\Delta v$ of it was 1.5 to 2.2 times higher than that of the Impulsive Law, and produced 2.2 to 7.2 times smaller RMSE. The Sliding Mode, again consumed the highest $\Delta v, 2$ to 2.6 times higher than that of the Impulsive Law, and its RMSE was 2.3 to 7.5 times smaller.

As expected, the Sliding Mode Controller consumed the highest amount of $\Delta v$ with the smallest amount of RMSE for all the missions. As mentioned earlier, the robustness of the Sliding Mode comes with the cost of fuel. The MPC with the CW equations had variable performance for the Relative Orbit Mission, however, its $\Delta v$ for the rendezvous mission was quite close to that of the Impulsive Law. Briefly, the optimization


Fig. 15. Error of mean semi-major Axis, eccentricity and argument of periapsis for Relative Orbit Mission with initial error Case 4
problem solved in MPC allows it to have close performance to the benchmark method. The Feedback Linearization, which lacks both the robustness and optimization features, was in the middle of those designed controllers.

It is noticed that the performance of the MPC with the CW model was improved in the Rendezvous mission. This was believed to be due to the fact that, the error of the model reduces with the decrease in formation distance [93]. As a result, the model becomes closer to reality, of course not exactly due to perturbances. Hence, the $\Delta v$ was reduced more than for the other methods.

In the comparison for Relative Orbit Mission, the tracking error calculations of the Impulsive Law was obtained with a reference created with approximation. In this approximation, initial error was on the order of centimeters, however, after 5 orbits, the error was on the order of 20 meters, with an increasing trend. That means, the RMSE and maximum errors shared in Section IV-F has errors near in the order of tens of meters. However, in terms of mean orbital elements, the tracking error was quite low. Tracking error in terms of mean orbital elements was shared in Fig. 15 and 16 for Relative Orbit Mission error Case 4. This situation does not change the fact that, the Impulsive Law produces high amount of error. Because, in the Rendezvous mission, the Impulsive Law still had the highest RMSE among all the controllers.

Furthermore, the Low Thrust System implemented is a cold gas system, with a smaller specific impulse, near 3.5 times smaller than that of a hydrazine system. Which means that, 2 to 4 times higher $\Delta v$ would mean 7 to 12 times higher fuel consumption. If an electrical thrusting system, with high specific impulse was adapted, then there is a possibility that the two systems, the low thrust and high thrust systems, would have similar levels of fuel consumption. However, it is out of scope of this thesis. In order to protect the environment while reducing fuel consumption, electrical propulsion systems with high specific impulse are thought to be beneficial.


Fig. 16. Error of right ascension of the ascending node, inclination and mean anomaly for Relative Orbit Mission with initial error Case 4

## VI. Conclusion

The complexity of the arrangement of the relative motion of the two identical satellites was tried to be reduced while investigating the $\Delta v$ cost and tracking error of different control approaches.

This study shows how to apply different reference trajectory methods and different dynamical models to use for control of relative motion. The transformation of this reference trajectory to different Frames of Reference was implemented, and tracked with a continuous control approaches. A similar reference trajectory was created in terms of Mean Orbital Elements and tracked with an Impulsive Law offered by Schaub and Alfriend [81].

A slight difference in reference trajectories was observed between continuous control and impulsive laws for the relative orbit mission due to numerical operations. This introduced approximately 10 m of error for both root mean square error and maximum error in steady state. However, the same error was not observed for rendezvous mission. As a result, the reader should be careful while considering the tracking error of the impulsive law in the relative orbit mission.

The study showed that, there exists an inversely proportional relationship in between $\Delta v$ and tracking error, as expected. The Impulsive law had the highest tracking error, both in terms of root mean square error and maximum error in the steady state, but, the smallest $\Delta v$. Similarly, Sliding Mode Controller had the highest $\Delta v$ for all the test scenarios, and produced the smallest tracking error.

It was noticed that Model Predictive Control, working with Clohessy-Wiltshire equations, had $\Delta v$ levels similar to the Impulsive law in the rendezvous mission. However, it had one of the highest $\Delta v$ in the relative orbit mission. This showed that the Clohessy-Wiltshire equations should be approached with care while using them for formation flying missions where the perturbation effects are not negligible.

The LEO is a frequently used orbit for commercial and scientific satellites. LEO is becoming more and more populated with debris due to the collision happening in between them. This means, removal of debris from space is becoming more vital for the space missions. A rendezvous mission was investigated. It was shown that, both impulsive controllers and continuous controllers were able to diminish the relative position error.

More efficiency-oriented operation of impulsive law approaches allowed these types of controllers to be used in satellite formation flying. However, it is noticed that, it comes with the cost of tracking error. If low error rates are desired, the follow-up satellite system should be controlled continuously at each point in the orbit. But, it has been found that this type of control will also relatively increase the fuel consumption of the tracking satellite.

Management of energy is a fundamental ground for human welfare, economic development and poverty reduction and global demand for limited and constantly decreasing energy resources is growing rapidly day by day. Nevertheless, it should be remembered that energy systems also have important environmental effects such as causing environmental hazards and pollution. Considering that, if the mission can tolerate tracking errors, then the impulsive laws would offer better solutions in terms of economical end environmental causes, i.e. longer lifetime. If the mission demands high tracking accuracy, then a highly efficient electrical propulsion systems might be used to compensate for higher $\Delta v$ requirements.

## VII. Future Work

In this study it was seen that the $\Delta v$ spent for a rendezvous mission was lower than that of the relative orbit mission for all the controllers, even though the initial errors were the same. However, the $\Delta v$ of the MPC was reduced more than other controllers. This is thought to be related to the model used in MPC, which does not account for perturbations. Hence, this shows that due to model assumptions, the MPC performed badly when the perturbations were present. To improve the MPC, a model that is offered by [56] which covers $J_{2}$ effects can be implemented and compared with the MPC at hand.

It is known that Feedback Linearization control is vulnerable to model noise and uncertainties [94], [95]. The performances shared here for Feedback Linearization might not be reachable due to possible noise in the system. So, it might be beneficial to investigate the controller performances under noise, or thrust misalignment.

Additionally, in this study, the positions of each satellite was known with $100 \%$ accuracy. In reality, it is known that there are estimation algorithms to predict the position of the satellite through sensor measurements which include errors. Future work might involve the controller performances with an observer, or it might focus on that algorithm directly.

In this work, the boosters of the satellite was modeled as a continuous function that has a saturation limit only. In other words, it can create all the thrust up until the saturation limit. However, in general the thrust system does not have such a capability. To overcome that a Schmidt trigger design can be
implemented. Even more, this study can be redone with a high fidelity thrust model.

Furthermore, in this study the effect of the aerodynamics was ignored due to the altitude and satellites being aerodynamically identical. In the GRACE mission, which is at 500 km LEO, the satellites have the same shape, however, they have slightly different ballistic coefficient, $0.14 \%$ to $0.32 \%$ difference [33]. This is because of the attitude requirement of the mission. As a result, a future investigation might involve the atmospheric effects as perturbations or implement 6 Degree of Freedom model rather than a point mass model to investigate such effects.
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## Appendix A

## Transformation Between Classical Orbital Elements and Cartesian Coordinates

## A. Cartesian Coordinates to Classical Orbital Elements

The input to the transformation is the Position, $\boldsymbol{r}$ and Velocity $\dot{\boldsymbol{r}}$ of the satellite with respect to ECI frame, with the gravitational constant of the primary, $\mu$. This approach is taken from [96]. The angular momentum vector is calculated
based on Eq. 127, and calculation of eccentricity vector $e$ is in Eq. 128.

$$
\begin{gather*}
\mathbf{h}=\mathbf{r} \times \dot{\mathbf{r}}  \tag{127}\\
\mathbf{e}=\frac{\dot{\mathbf{r}} \times \mathbf{h}}{\mu}-\frac{\mathbf{r}}{\|\mathbf{r}\|} \tag{128}
\end{gather*}
$$

Calculation of vector $n$ which points toward the ascending node and true anomaly $f$ are in Eq. (129) and (130), respectively.

$$
\begin{align*}
& \mathbf{n}=(0,0,1)^{\mathrm{T}} \times \mathbf{h}=\left(-h_{y}, h_{x}, 0\right)^{\mathrm{T}}  \tag{129}\\
& f= \begin{cases}\arccos \frac{\langle\mathbf{e}, \mathbf{r}\rangle}{\|\boldsymbol{e}\|\|\mathbf{r}\|} & \text { for }\langle\mathbf{r}, \dot{\mathbf{r}}\rangle \geq 0 \\
2 \pi-\arccos \frac{\langle\mathbf{e}, \boldsymbol{r}\rangle}{\|\boldsymbol{\mu}\| \mathbf{r} \|} & \text { otherwise }\end{cases} \tag{130}
\end{align*}
$$

The inclination of the orbit is calculated with the $z$ component of the angular momentum vector, namely $\boldsymbol{h}_{z}$, in Eq. 131 .

$$
\begin{equation*}
i=\arccos \frac{h_{z}}{\|\mathbf{h}\|} \tag{131}
\end{equation*}
$$

Calculation of the eccentricity $e$, which is the magnitude of the eccentricity vector, and the eccentric anomaly, $E$ in Eq. 132.

$$
\begin{equation*}
e=\|\mathbf{e}\| \quad E=2 \arctan \left(\frac{\tan \frac{f}{2}}{\sqrt{\frac{1+e}{1-e}}}\right) \tag{132}
\end{equation*}
$$

Then the Right Ascension of the Ascending Node, $\Omega$, and the Argument of Periapsis is calculated in Eq. 133) and 134)

$$
\begin{align*}
& \Omega= \begin{cases}\arccos \frac{n_{x}}{\|\mathbf{n}\|} & \text { for } n_{y} \geq 0 \\
2 \pi-\arccos \frac{n_{x}}{\| \mathbf{n}} & \text { for } n_{y}<0\end{cases}  \tag{133}\\
& \omega= \begin{cases}\arccos \frac{\langle\mathbf{n}, \mathbf{e}\rangle}{\|\mathbf{n}\|\|\mathbf{e}\|} & \text { for } e_{z} \geq 0 \\
2 \pi-\arccos \frac{\langle\mathbf{n}, \mathbf{e}\rangle}{\|\mathbf{n}\|\|\mathbf{e}\|} & \text { for } e_{z}<0\end{cases} \tag{134}
\end{align*}
$$

Calculation of the Mean Anomaly is in Eq. (135).

$$
\begin{equation*}
M=E-e \sin E \tag{135}
\end{equation*}
$$

The final orbital element is the Semi-Major Axis, which is in Eq. 136.

$$
\begin{equation*}
a=\frac{1}{\frac{2}{\|\mathbf{r}\|}-\frac{\|\dot{\|}\|^{2}}{\mu}} \tag{136}
\end{equation*}
$$

## B. Classical Orbital Elements to Cartesian Coordinates

This formation takes the classical osculating orbital elements and produces the corresponding ECI position and velocity of the satellite. The approach is implemented from [97]. The first step is the calculation of the eccentric anomaly based on mean anomaly. This can be achieved with NewtonRaphson Method, shared in Eq. 137).

$$
\begin{gather*}
f(E)=E-e \sin E-M  \tag{137}\\
E_{j+1}=E_{j}-\frac{f\left(E_{j}\right)}{\frac{\mathrm{d}}{\mathrm{~d} E_{j}} f\left(E_{j}\right)}=E_{j}-\frac{E_{j}-e \sin E_{j}-M}{1-e \cos E_{j}} \\
E_{0}=M
\end{gather*}
$$

Then the true anomaly, based on eccentric anomaly is calculated according to Eq. 138.

$$
\begin{equation*}
f(t)=2 \cdot \arctan 2\left(\sqrt{1+e} \sin \frac{E(t)}{2}, \sqrt{1-e} \cos \frac{E(t)}{2}\right) \tag{138}
\end{equation*}
$$

where $\arctan 2$ calculates the correct quadrant of the angle, seen in Eq. 139.

$$
\arctan 2(y, x)= \begin{cases}\arctan \left(\frac{y}{x}\right) & x>0  \tag{139}\\ \arctan \left(\frac{y}{x}\right)+\pi & y \geq 0, x<0 \\ \arctan \left(\frac{y}{x}\right)-\pi & y<0, x<0 \\ +\frac{\pi}{2} & y>0, x=0 \\ -\frac{\pi}{2} & y<0, x=0 \\ \text { undefined } & y=0, x=0\end{cases}
$$

The magnitude of the position from the main body to the satellite is calculated according to the Eq. (140).

$$
\begin{equation*}
r_{c}(t)=a(1-e \cos E(t)) \tag{140}
\end{equation*}
$$

Calculation of the position vector $\boldsymbol{o}(t)$ and velocity vector $\dot{o}$ resolved in orbital frame are in Eq. (141) and (142, respectively.

$$
\begin{align*}
& \mathbf{o}(t)=\left(\begin{array}{c}
o_{x}(t) \\
o_{y}(t) \\
o_{z}(t)
\end{array}\right)=r_{c}(t)\left(\begin{array}{c}
\cos f(t) \\
\sin f(t) \\
0
\end{array}\right)  \tag{141}\\
& \dot{\mathbf{o}}(t)=\left(\begin{array}{c}
\dot{o}_{x}(t) \\
\dot{o}_{y}(t) \\
\dot{o}_{z}(t)
\end{array}\right)=\frac{\sqrt{\mu a}}{r_{c}(t)}\left(\begin{array}{c}
-\sin E \\
\sqrt{1-e^{2}} \cos E \\
0
\end{array}\right) \tag{142}
\end{align*}
$$

In order to resolve $\boldsymbol{o}(t)$ and $\dot{\boldsymbol{o}}$ in ECI, the DCM shared in Eq. 143 is applied.

$$
\begin{equation*}
\boldsymbol{C}_{I O}=\underline{\boldsymbol{R}}_{z}(-\Omega) \underline{\boldsymbol{R}}_{x}(-i) \underline{\boldsymbol{R}}_{z}(-\omega) \tag{143}
\end{equation*}
$$

where $\underline{\boldsymbol{R}}_{z}$ denotes a DCM of pure rotation in $z$.

## Appendix B

## First Order Transformation Between Osculating

Orbital Elements and Mean Orbital Elements
The method described here is the first-order truncated version of an infinite power series solution of the theories in [51] and [53], taken from [47]. This truncation means that with a simple sign change, the method can be used in both ways. The Classical Orbital Elements are used, the input is øe and the output is œ'. The mapping starts with the definition of the $\gamma_{2}$ as in Eq. 144.

$$
\begin{equation*}
\gamma_{2}=\frac{J_{2}}{2}\left(\frac{r_{e}}{a}\right)^{2} \tag{144}
\end{equation*}
$$

which is suitable for the mapping from mean orbital elements to osculating elements. If the inverse mapping is desired, then a minus sign should be added to Eq. (144). The definition of $\eta=\sqrt{1-e^{2}}$ is used to define $\gamma_{2}^{\prime}$, in Eq. (145).

$$
\begin{equation*}
\gamma_{2}^{\prime}=\frac{\gamma_{2}}{\eta^{4}} \tag{145}
\end{equation*}
$$

Then the Mean Anomaly is transformed into Eccentric Anomaly with the use of Keplerian equation, $M=E-e \sin E$. The solution of this can be obtained with a Newton-Raphson method, in Eq. (137). Then the true anomaly, $f$ is calculated with Eq. 146.

$$
\begin{equation*}
f=2 \arctan \left(\sqrt{\frac{1+e}{1-e}} \tan \left(\frac{E}{2}\right)\right) \tag{146}
\end{equation*}
$$

The ratio of $a / r$ is calculated with the Eq. (147).

$$
\begin{equation*}
\frac{a}{r}=\frac{1+e \cos f}{\eta^{2}} \tag{147}
\end{equation*}
$$

Then the transformed semi-major axis is calculated according to the Eq. 148.

$$
\begin{align*}
a^{\prime}= & a+a \gamma_{2}\left(\left(3 \cos ^{2} i-1\right)\left(\left(\frac{a}{r}\right)^{3}-\frac{1}{\eta^{3}}\right)+\right.  \tag{148}\\
& \left.3\left(1-\cos ^{2} i\right)\left(\frac{a}{r}\right)^{3} \cos (2 \omega+2 f)\right)
\end{align*}
$$

The intermediate variables for the future calculations are shared below.

$$
\begin{align*}
\delta e_{1}= & \frac{\gamma_{2}^{\prime}}{8} e \eta^{2}\left(1-11 \cos ^{2} i-40 \frac{\cos ^{4} i}{1-5 \cos ^{2} i}\right) \cos (2 \omega) \\
\delta e= & \delta e_{1}+\frac{\eta^{2}}{2}\left\{\gamma _ { 2 } \left[\frac { 3 \operatorname { c o s } ^ { 2 } i - 1 } { \eta ^ { 6 } } \left(e \eta+\frac{e}{1+\eta}+3 \cos f\right.\right.\right. \\
& \left.+3 e \cos ^{2} f+e^{2} \cos ^{3} f\right)+3 \frac{1-\cos ^{2} i}{\eta^{6}}(e+3 \cos f \\
& \left.\left.+3 e \cos ^{2} f+e^{2} \cos ^{3} f\right) \cos (2 \omega+2 f)\right] \\
& \left.-\gamma_{2}^{\prime}\left(1-\cos ^{2} i\right)(3 \cos (2 \omega+f)+\cos (2 \omega+3 f))\right\} \tag{150}
\end{align*}
$$

$$
\begin{align*}
\delta i= & -\frac{e \delta e_{1}}{\eta^{2} \tan i}+\frac{\gamma_{2}^{\prime}}{2} \cos i \sqrt{1-\cos ^{2} i}(3 \cos (2 \omega+2 f) \\
& +3 e \cos (2 \omega+f)+e \cos (2 \omega+3 f))  \tag{151}\\
M^{\prime} & +\omega^{\prime}+\Omega^{\prime}= \\
& M+\omega+\Omega+\frac{\gamma_{2}^{\prime}}{8} \eta^{3}\left(1-11 \cos ^{2} i-40 \frac{\cos ^{4} i}{1-5 \cos ^{2} i}\right) \\
& -\frac{\gamma_{2}^{\prime}}{16}\left(2+e^{2}-11\left(2+3 e^{2}\right) \cos ^{2} i\right. \\
& \left.-40\left(2+5 e^{2}\right) \frac{\cos ^{4} i}{1-5 \cos ^{2} i}-400 e^{2} \frac{\cos ^{6} i}{\left(1-5 \cos ^{2} i\right)^{2}}\right) \\
& +\frac{\gamma_{2}^{\prime}}{4}\left(-6\left(1-5 \cos ^{2} i\right)(f-M+e \sin f)\right. \\
& +\left(3-5 \cos ^{2} i\right)(3 \sin (2 \omega+2 f)+3 e \sin (2 \omega+f) \\
& +e \sin (2 \omega+3 f))) \\
& -\frac{\gamma_{2}^{\prime}}{8} e^{2} \cos i\left(11+80 \frac{\cos ^{2} i}{1-5 \cos ^{2} i}+200 \frac{\cos ^{4} i}{\left(1-5 \cos ^{2} i\right)^{2}}\right) \\
& -\frac{\gamma_{2}^{\prime}}{2} \cos i(6(f-M+e \sin f) \\
& -3 \sin (2 \omega+2 f)-3 e \sin (2 \omega+f)-e \sin (2 \omega+3 f)) \tag{152}
\end{align*}
$$

$$
\begin{align*}
(e \delta M)= & \frac{\gamma_{2}^{\prime}}{8} e \eta^{3}\left(1-11 \cos ^{2} i-40 \frac{\cos ^{4} i}{1-5 \cos ^{2} i}\right) \\
& -\frac{\gamma_{2}^{\prime}}{4} \eta^{3}\left\{2\left(3 \cos ^{2} i-1\right)\left(\left(\frac{a \eta}{r}\right)^{2}+\frac{a}{r}+1\right) \sin f\right. \\
& +3\left(1-\cos ^{2} i\right)\left[\left(-\left(\frac{a \eta}{r}\right)^{2}-\frac{a}{r}+1\right) \sin (2 \omega+f)\right. \\
& \left.\left.+\left(\left(\frac{a \eta}{r}\right)^{2}+\frac{a}{r}+\frac{1}{3}\right) \sin (2 \omega+3 f)\right]\right\}  \tag{153}\\
\delta \Omega= & -\frac{\gamma_{2}^{\prime}}{8} e^{2} \cos i\left(11+80 \frac{\cos ^{2} i}{1-5 \cos ^{2} i}+200 \frac{\cos ^{4} i}{\left(1-5 \cos ^{2} i\right)^{2}}\right) \\
& -\frac{\gamma_{2}^{\prime}}{2} \cos i(6(f-M+e \sin f)-3 \sin (2 \omega+2 f) \\
& -3 e \sin (2 \omega+f)-e \sin (2 \omega+3 f)) \tag{154}
\end{align*}
$$

Now the the transformation for the rest of the elements can be done with an additional definition, in Eq. (155).

$$
\begin{align*}
& d_{1}=(e+\delta e) \sin M+(e \delta M) \cos M \\
& d_{2}=(e+\delta e) \cos M-(e \delta M) \sin M \tag{155}
\end{align*}
$$

Then the transformed Mean Anomaly is calculated by using Eq. 156.

$$
\begin{equation*}
M^{\prime}=\arctan \left(\frac{d_{1}}{d_{2}}\right) \tag{156}
\end{equation*}
$$

The transformed eccentricity is calculated according to Eq. (157).

$$
\begin{equation*}
e^{\prime}=\sqrt{d_{1}^{2}+d_{2}^{2}} \tag{157}
\end{equation*}
$$

For the final orbital elements, a final definition, shared in Eq. (158) is used.

$$
\begin{align*}
d_{3} & =\left(\sin \left(\frac{i}{2}\right)+\cos \left(\frac{i}{2}\right) \frac{\delta i}{2}\right) \sin \Omega+\sin \left(\frac{i}{2}\right) \delta \Omega \cos \Omega \\
d_{4} & =\left(\sin \left(\frac{i}{2}\right)+\cos \left(\frac{i}{2}\right) \frac{\delta i}{2}\right) \cos \Omega-\sin \left(\frac{i}{2}\right) \delta \Omega \sin \Omega \tag{158}
\end{align*}
$$

Then the rest of the transformation is from Eq. 159 to 161 .

$$
\begin{align*}
\Omega^{\prime} & =\tan ^{-1}\left(\frac{d_{3}}{d_{4}}\right)  \tag{159}\\
i^{\prime} & =2 \sin ^{-1}\left(\sqrt{d_{3}^{2}+d_{4}^{2}}\right)  \tag{160}\\
\omega^{\prime} & =\left(M^{\prime}+\omega^{\prime}+\Omega^{\prime}\right)-M^{\prime}-\Omega^{\prime} \tag{161}
\end{align*}
$$
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