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ABSTRACT
Many online learning initiatives have failed to reach beyond the
environments in which they were first developed. One exception
is the Open Learning Initiative (OLI) at Carnegie Mellon Univer-
sity (CMU). In an attempt to validate the question-based learning
methodology implemented in OLI, we developed online material
for an introductory course in object-oriented programming, and
tested it on two course offerings with a total of 70 students. As
our course has been given in the same format for several years,
we also had comparable assessment data for two classes prior to
our intervention in order to determine that we did not introduce
any obvious harm with this methodology. Findings show a reduced
teaching and learning time by 25%. No statistically significant dif-
ferences could be found in the results of the assessment quizzes nor
confidence surveys completed by the students. The two teachers
(the same who handled the classes before the intervention) took
different paths to teaching preparations with this newmethodology.
One teacher increased preparations, whilst the other reduced them,
but both teachers were convinced that using online question-based
learning was superior to the previous lecture and textbook-based
approach, both for the students and themselves in terms of overall
satisfaction. We also gathered time logs from the development to
estimate return on investment.

CCS CONCEPTS
•Human-centered computing→User studies; •Applied com-
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ing environments; E-learning; Learning management systems.
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1 INTRODUCTION
In 2008, the Open Learning Initiative (OLI) at Carnegie Mellon Uni-
versity (CMU) showed that a digitally supported Question-Based
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Learning (QBL) methodology could reduce learning and teaching
time by 50% in a university Statistics course, with maintained learn-
ing outcomes [23]. The CMU study was done with American stu-
dents who pay tuition fees for attending CMU. It can be argued
that the situation might differ at tuition free universities. Also, their
Statistics course has beed developed and refined for over a decade,
and some of the effects could possibly be explained by very refined
learning material, rather than the actual methodology.

One obstacle for digitalization is the necessary investments
needed for the online material - if you strive for high quality, it will
be expensive. Estimates are in the area of 100–160hrs to produce
one hour of ready online learning content [8]. Another is that the
return on investment is unclear. For example, if a teacher spends
their “spare” time to record videos to streamline teaching, but the
result in the end will be that time allotment for the course is re-
duced. That is the teacher spends time on streamlining, but the
university collects all the gains [15].

The purpose of this study is twofold: RQ1: Can we repeat the
“no-harm” parts of the 2008 CMU study? RQ2: Is “good enough”
learningmaterial sufficient for achieving some of the positive effects
reported by CMU?

We do this by developing an introductory course in object-
oriented programming (using Java), in the current version of the
CMU platform. In the CMU study, they reduced learning time by
50%. Since our learning material is untested, we only attempted to
reduce the learning time by 25% (from 23 to 17 days) with the same
content and assessment.

2 BACKGROUND
Teaching interventions in general have been shown to improve pass
rates in programming courses [32]. However, digitally supported
learning has for a long time been a hope for improving education or
at least making it more affordable, but has often failed to deliver on
its promise [16]. In a meta-study only 7 out of 77 studies were found
to produce positive effects [3]. Hopes for effectiveness have not been
met [7]. The increased student diversity has not been addressed [30].
There are significant barriers to adoption and dissatisfaction with
the courseware [20, 21]. However, review studies have in general
described online learning as being just as efficient as traditional
classroom education, and blended learning as an even better option
[24] even for community college students [26].

Cost per student analysis in general shows lower costs for using
online material, but more importantly this can be done while im-
proving student learning [5, 13]. Thus, it is possible to both reduce
costs and improve quality at the same time, especially for large intro-
ductory courses where the return on investment is short [4, 12]. As
expected, the positive impact of digital learning material is greater
in courses with over 50 students [13], where the possibilities to
have individual time with a teacher are much smaller.
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When comparing learning outcomes, it is important to compare
actual outcomes and not only ask students for their perceptions, as
it has been shown that these perceptions often are wrong [6]. The
students tend to rate the amount of effort on their part rather than
the actual learning. Since it requires effort to learn, lectures with a
great presenter make the students comfortable and think (wrongly)
that they learn things at the same time.

From a student perspective, a qualitative study identifies expecta-
tions from students that Information Technology (IT) should assist
them with focus on the content, organisation and easy access to
learning resources [31]. This is related to Self-Regulated Learning
(SRL) strategies such as strategic planning, organisation and help
seeking. In a review study of learning analytics dashboards, the
use of formative assessment as a means for the SRL strategies re-
flection and self-evaluation was not so common [14], but the OLI
methodology relies upon formative assessment.

2.1 Question-based learning in the Open
Learning Initiative

In the 2008 CMU-OLI study, students were divided randomly into
either the traditional campus course or the OLI version. The OLI
version ran over half the semester (compared to the control group’s
traditional full semester course), weekly contact hours were reduced
from four to two, but only the OLI group got access to the OLI online
material. The evaluations showed that the OLI students performed
as well or better than the control group on the mid-term and the
final exam [23]. Similar benefits have been reported from other
studies of OLI courses, such as higher completion rates (99% vs.
41%) and learning more material [28], high learning gains [29],
and a sixfold learning benefit from the learning activities in OLI
compared to reading and watching videos [18, 19]. The last study
included data from 12,500 students in four different courses.

The methodology can shortly be described as:
(1) It has a question-based learning approach where the learning

material is organised around formative questions mapped to
the learning outcomes.

(2) Answering a formative question results in a reinforcement
of either why the selected answer is correct, or if it was
incorrect, how to think in order to understand what the
correct answer would be.

(3) The data collected when students’ are answering questions
are used in a machine-learning model to predict students’
mastery of the learning outcomes. This mastery prediction
is used in a flipped-classroom setting to assist the teachers to
focus on the learning outcomes that were difficult to master
(instead of the results of individual questions).

(4) The information that the course developers get from the click
data when the students are answering questions are used to
improve the learning material as the prediction model also
indicates which parts of the learning material that is well-
functioning and which should be targeted for improvement.

This is in line with other proposals on important factors in good
learning design, such as [27], three opportunities for using learning
analytics in learning design: 1) indicators for evidence-based deci-
sions on learning design (step 4 above), 2) intervening during the
run-time of a course (3 above) and 3) increasing students learning

outcomes and satisfaction (1 + 2 above). It is also aligned with one
of the seven principles in [1]: Goal-directed practice coupled with
targeted feedback enhances the quality of students’ learning.

The two first steps are best illustrated with an example question:

What is the mean value of 5, 6, 5, 5, 7, 6, 13, 9?

a: 5
b: 6
c: 7
d: 8

Depending on the answer from the student, the feedback would
be one of the following:

a: Incorrect This is the mode. The mean is the sum of all num-
bers divided with the count of all numbers.

b: Incorrect This is the median. The mean is the sum of all
numbers divided with the count of all numbers.

c: Correct The mean is the sum of all numbers divided is the
sum of all numbers divided with the count of all numbers.

d: Incorrect This is the count of all numbers. The mean is the
sum of all numbers divided with the count of all numbers.

The third part, the feedback to the course developers, is based
on breaking down the Learning Objectives (LO) for the course
into testable Skills (a.k.a. Knowledge Components) that are tested
through a set of questions similar to the one in the example. In
this case the LO is: “Relate measures of center and spread to the
shape of the distribution, and choose the appropriate measures in
different contexts.” And one of the skills needed to master that LO
is: “Being able to calculate mean values”.

Since these courses are often also offered as Massive Open On-
line Courses, click data from several thousands of students can be
analysed. When answering the first question on a skill, it can be
expected that not all students will get it right (if so the question was
too simple), nor will all students get it wrong (if so, the question was
too difficult). Considering the constructive feedback all students
get after answering the first question, if all works as it should, the
percentage of students failing the 2nd question on the same skill
should be lower. Otherwise, there is something wrong. It could be
the learning material, the question, the answering alternatives, the
feedback, etc, but the important thing here is that the system gives
feedback to the course developers on where something is wrong, so
that it can be improved (for a more elaborate explanation on OLI,
see [30]; the underlying learning model, [17]; analytics included in
the learning dashboard, [22]; and learning curves, [2]).

The connection between LOs and questions, skill, is essential. In
theory, an ideal question would be one that all students get wrong,
but the feedback clarifies all students’ misconceptions of the world,
and therefore leads to all students mastering the skill. A teacher
looking only at the result of that question with 100% failures would
be horrified and might even replace it. The important thing here is
not that students answered wrong, but rather what they learned by
answering wrong and reading the feedback. This can be challenging
to detect, but behind the scenes of the OLI environment there is a
machine learning component [2] that can detect this and predict
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the likelihood of the student mastering a skill, which is available
for students and teachers.

2.2 Course Description
The course in question for this study is the Programming Founda-
tions (PF) module in the Software Development Academy (SDA).
The SDA was developed as a result of the 2015 crisis for large parts
of Europe when trying to handle the migrant effects of the Syrian
war. The purpose was to quickly educate migrants for the IT job
market where there was a substantial shortage of skilled personnel.

The participants go through an application process where they
are tested for logic, mathematical ability, problem solving and Eng-
lish. Selected applicants are then interviewed and ≈35 are finally
admitted to the program. SDA is an accelerated learning course
over 15 full time weeks where the participants learn the basics of
programming (in the PF module), software engineering, enterprise
technologies [10], web development and group work using the
Scrum methodology and team tools like GitHub. During this period,
the participants are matched towards the job market, with a success
rate of over 80% within 5 months of the completing the programme,
despite having been unemployed for several years before starting
the programme, and having unsuccessfully applied for a minimum
of 100 jobs [33].

The PF module includes an introduction to object-oriented pro-
gramming in Java and is equivalent to a full semester campus course
at quarter speed (where full time is four parallel courses). PF evolved
from the earlier iterations (SDA 1–5) that followed a traditional
format: students received daily lectures and complated lab assign-
ments before sitting an end of module exam. In SDA 6 + 7, the
traditional approach was replaced with a question-based learning
approach. Students worked daily on online material interspersed
with questions on the OLI platform, and then teachers rounded
off the day with a discussion of the issues that emerged from the
platform participation, i.e. focusing on the questions that caused
the most difficulty and a general discussion of the topic of that day.

3 METHOD
There are a total of four non-overlapping student groups involved
in this study, SDA 4–7. These are subdivided into the control group
(SDA 4 + 5) and the experimental group (SDA 6 + 7). Depending on
the data available from each group (see Table 1), we have compared
the outcomes based on various combinations of these groups.

The students of SDA 5 were asked to volunteer a simple anony-
mous time log over the time spent on the SDA course. Due to
administrative challenges, these time logs were only used for the
last 10 days during the PF module (including the weekend). This
time log was recorded on paper. An identical time log was used for
the SDA 6 students for the entire PF module, but administered as
an anonymous weekly web questionnaire.

Each instance of SDA included an evaluation process every week
that investigated the students’ experience, knowledge and confi-
dence [11]. The experience component gave the students the chance
to reflect on how the programme was going from their perspec-
tive, using a mixture of Likert-style items and open responses. The
purpose of the knowledge quiz component was to test the knowl-
edge of students on the material they had encountered during the

week. The format was a multiple-choice quiz and students had 20
minutes to complete the assessment under exam conditions. These
quizzes have had 57 identical questions since SDA 4, with four new
questions added for SDA 5 and forward, which makes it possible to
compare the learning outcomes between different instances.

Besides the quizzes, the participants also answered questions on
their confidence of their knowledge of the material each week in a
confidence survey. Students were presented with a list of typically
10 topics that had been encountered that week, and asked to give
their level of agreement from very uncertain to very confident on
a five-point scale. This was distributed on Fridays, covering the
topics for the week, but the same survey was also distributed a
week later to see how the confidence was affected by the continued
work. This resulted in a total of five surveys: one for each week,
plus the repeated week 1 + 2 surveys distributed during week 2 and
3. Since SDA continued with another theme immediately after the
PF module, we distributed the confidence survey for week 3 only
once.

Two teachers were involved in the delivery, both also teaching
the previous control installments of SDA. The teachers were in-
terviewed separately regarding their experience of the differences
between teaching with the digital QBL material and without. The
interviews lasted 30 minutes and were recorded. Relevant parts
were transcribed.

We also digitally asked the Teaching Assistants (TAs) who were
involved in both SDA 5 and 6 to compare their experience between
pre- and post-QBL.

The timelogs for these two teachers during the course are avail-
able for both the previous instances and the instances after our
intervention.

Besides the educational data in Table 1, we also have timelogs
from the development of the QBL material. While of less pedagogi-
cal interest, these timelogs were summarized to get an estimate for
the costs for developing a course from scratch with question-based
learning methodology.

4 RESULTS
4.1 Learning Time
Out of the 36 SDA 5 students, 24 volunteered time logs (67%) for
lessons 7-12 (the last half of the course). The 35 SDA 6 students
volunteered 24 time logs for the first week (69%), 19 for the 2nd
week (54%) and 14 for the 3rd week (40%).

For the last half of the course (lessons 7-12) the SDA 5 students
spent on average 69 hours in total, while SDA 6 students spent
72 hours on the same material. This difference is not statistically
significant. Looking weekly, the SDA 6 students spent on average
44, 47 and 42 hours, including the two weekends.

4.2 Results on Quizzes
We combine SDA 6 + 7 (QBL groups) and compare the total results
of the quizzes with SDA 4 + 5 (control group). Looking at the 57
questions, the QBL group had an average score (one point per
question) of 34.7 and the control group 37.1, which looks like the
QBL group (or the students) performed worse. However, a Welch
Two Sample t-test gives a p-value of 0.10, so the difference is not
significant.

Paper Session: Exams  SIGCSE ’21, March 13–20, 2021, Virtual Event, USA

662



Table 1: Summary of data collected for the study.

SDA 4 SDA 5 SDA 6 SDA 7

Delivery Method Traditional Traditional Question-based learning Question-based learning
Course Length (days) 23 23 17 17
Student Time Logs No Yes, for the last 10 days Yes No (Covid)
Student Experience Survey Yes Yes Yes Yes
Student Knowledge Quiz Yes, 57 questions Yes, 61 questions Yes, 61 questions Yes, 61 questions
Student Confidence Survey Yes Yes Yes Yes
Teachers Involved A + B A + B A + B A + B
Teachers Time Report Yes Yes Yes Yes

Comparing SDA 6 + 7 with SDA 5 with all 61 questions, the mean
values are identical at 37.5, so the difference in the mean values
above is due to an exceptionally good performance of the students
in SDA 4.

4.3 Results on confidence surveys
When comparing the answers of the confidence surveys between
SDA 4 + 5 and SDA 6 + 7, we cannot find any statistically significant
differences.

4.4 Teachers’ Impressions
The two teachers addressed the lecture preparations completely
differently. Both teachers used the learning data from the teacher’s
dashboard to identify talking points for the lecture. However, whilst
one teacher reduced the amount of preparation to making short
notes (see Fig. 1) as a reminder not to forget anything that seemed
important, the other teacher increased the time to prepare for all
the what-ifs that might come when they no longer had a script to
follow.

» Previously, I have felt much more tied to a
script. . . . [the advantage is] Then you know,
you will ONLY talk about the things in the
script. Now Imust be prepared for amuchwider
area [as you do not knowwhat the students will
ask].

During lectures, both teachers report that the lecture became
student-driven and much more interactive than previous years.
Demonstrations became more ad-hoc, as they were derived directly
from the students’ questions. Even when asked if they wanted a
break, the students preferred asking questions and the teachers
interpreted this as a sign of motivation.

» The lecture became an exploration of the top-
ics driven by how students had performed in
the questions.

» The [learning dashboard in the] system itself
directed you to exactly the point of difficulty.

» It is an awesome feeling when you realize

how the students are improving their knowl-
edge iteratively.

» In SDA 5 and earlier, there were always ques-
tions asked, but it tended to be particular [stu-
dents], the stronger voices, [who asked them]
. . . now questions came from all over the room. . . and
there were more questions in general.

Both teachers report that after the lectures they were more tired
compared to previous years, but also more satisfied with the lec-
tures and convinced that these lectures were more efficient for the
students.

» We have stayed on track much better, when
it comes to topics.

» Now I think: next year I will ask these ques-
tions, rather than [as previously]: next year I
will say these things. Focus has been moved
to asking good questions, from having good
things to say.

» I would like to do all my courses with QBL, I
will not go back to traditional lectures.

Only one of the TAs answered but he confirms a sense that the
online material supported a focus on the important issues for the
course:

» I would say that the questions in the begin-
ning of SDA 5 was more about BlueJ and how
similar editor softwares worked and what were
the pros and cons of a specific editor. I remem-
bered that questions were not somuch concepts
in Object-oriented programming until later. In
SDA 6, much of the questions were about pro-
gramming concepts presented in OLI
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Figure 1: Teacher’s minimal lecture notes for the first four lectures.

4.5 Teaching Time
The TAs’ teaching time is directly proportional to the number of
days, which resulted in a reduction from a total of 240 contact hours
to 180. For the teachers, the teaching time was reduced the same
way from 40 to 30 hrs. When it comes to the preparation time it
varies between SDA 6 (the first instance after the intervention)
and SDA 7. In SDA 6 the preparation time was proportional to the
previous instances ≈20 hrs, but in SDA 7 it dropped dramatically
to 7.5 hrs. This means that the total teacher time was reduced from
60 hrs to 37.5 hrs.

4.6 Development Time
The TAs spent a total of 305 hours developing and implementing.
During the development of learning material for all of the topics
of the course and the creation of formative questions, six meetings
were held by the course responsible teacher with the TAs. These
meetings and other course development related work added up to
37 hours for the course responsible teacher.

5 DISCUSSION
Despite the 25% reduction in delivery days, we could not detect any
differences in the students’ time logs when it comes to time studied
per delivery day, resulting in a reduction in total learning time. At
the same time, results on the weekly quizzes and the confidence
surveys were unaffected. However, the students’ time logs should
have been collected in a more consistent way. When SDA 4 was
running we did not know that we would be able to use QBL in
the future for this course at all. This became clear first when SDA
5 had already started. Hence, we collected the data we could, as
soon as we could. In SDA 6 we should have continued with paper
questionnaires, both for consistency and response frequency. We
planned for this in SDA 7, but then the pandemic struck. It is always
possible that self-reported time from the students does not reflect
the actual time spent on the course. However, there is a limit for how
much time that can be spent studying each day, and the collceted
time logs are in line with the ones in [23], so we are fairly convinced
that any differences are small. As the interviewed teachers stated:
the online material kept the contact time more focused. Another
explanation may be the increased student engagement reported in
previous studies [18, 19].

The two teachers’ different perspectives of preparations (more
or less) can possibly be attributed to their personalities. One is com-
fortable improvising, whilst the other relies on carefully prepared
material. This confirms results from previous research that learning
dashboards influence teachers’ pedagogical actions [25]. Despite
this difference in attitudes towards preparation, both teachers were
convinced that the QBL approach was an improvement over pre-
vious years, partly because the questions in the online learning
material helped the learners to stay focused on the important top-
ics, which is also confirmed by the TA.

Teaching preparation time is something you would expect to be
reduced between course instances, and increase when you change
something. In this case, the teaching preparation time did not in-
crease with the switch to QBL (and it had been stable over the
previous course iterations), but the drop to almost one third be-
tween the first and second QBL instance was dramatic.

The possibility of reducing learning time for the students with
the same learning outcomes (in this case the scores on the quizzes)
can be used in several different ways. For students, you could either
ease the burden (so they can perform better in other courses or
improve other abilities) or go in the opposite direction and increase
the amount of learning objectives (either go deeper into subjects or
cover more ground).

The PF module in SDA is more or less identical to a 7.5 ECTS
credits course, but the students are far from average university stu-
dents. They are highly motivated and bright individuals so it is not
clear how the results would translate into regular intro courses. We
will therefore pursue a study with the 180 students of the Computer
Science program with the same online material, but this study on
35 students was necessary to do first.

The development time for this online course material, corre-
sponding to 7.5 ECTS credits totals to 305 TA person hours and
37 teacher person hours. This should be put into relation to the
time savings during course instances where 60 TA hours and 22.5
teacher hours will be saved in each instance. That is, the return on
investment is roughly five course instances for the TAs and two
for the teachers. The TAs were students at the Computer Science
program, so we can view them as computer and Java experts, but
the development environment and the methodology was new.
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There were lecture slides available and a structure for the course,
but no formative questions. These formative questions with feed-
back are very time consuming to construct, and we did not reach
the target of a minimum of eight questions per skill [2], but we are
working on time saving solutions for that [9]. It should be noted
that the SDA instances have only around 35 students, and the return
on investment would likely be more significant in a larger course,
as noted by House et al. (2018).

6 CONCLUSION
We have performed a study investigating the effectiveness of digi-
tally supported question-based learning using Carnegie Mellon’s
Echo environment with OLI support. The study was similar to the
CMU study [23] that reduced learning time by 50% whilst sustain-
ing the same level of results. However, we did this in a tuition free
environment, with newly developed and untested learning material,
with a 25% reduction in learning time.

The outcomes were positive. Learning outcomes were unaffected
by reduction of delivery time and learning time, and students spent
their learning time in proportion to the delivery time. The return
on investment in our case was six course instances for TAs and two
for the teachers, despite this being a small group of students (≈35).
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