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Abstract

Advanced NLP models require huge
amounts of data from various domains to
produce high-quality representations. It is
useful then for a few large public and pri-
vate organizations to join their corpora dur-
ing training. However, factors such as leg-
islation and user emphasis on data privacy
may prevent centralized orchestration and
data sharing among these organizations.
Therefore, for this specific scenario, we in-
vestigate how gossip learning, a massively-
parallel, data-private, decentralized proto-
col, compares to a shared-dataset solution.
We find that the application of Word2Vec
in a gossip learning framework is viable.
Without any tuning, the results are com-
parable to a traditional centralized setting,
with a reduction in ground-truth similarity
scores as low as 4.3%. Furthermore, the
results are up to 54.8% better than indepen-
dent local training.

1 Introduction

Machine learning models, and especially deep
learning models (LeCun, 2015) used to represent
complex systems, require huge amounts of data.
This is also the case with large-scale Natural Lan-
guage Processing (NLP) models. Moreover, these
models benefit from merging various sources of
text from different domains to obtain a more com-
plete representation of the language.

For this reason, a small number of separate or-
ganizations (for example, government agencies)
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may want to train a complex NLP model using the
combined data of their corpora to overcome the lim-
itations of each single corpus. However, the typical
solution in which all data is moved to a centralized
system to perform the training may not be viable,
as that could potentially violate privacy laws or
data collection agreements and would require all
organization to trust the owner of the system with
access to their data.

This problem can potentially be solved using
massively-parallel, data-private, decentralized ap-
proaches – that is, distributed approaches where
training is done directly on the machines that pro-
duce and hold the data, without having to share or
transfer it and without any central coordination –
such as gossip learning (Ormándi et al., 2013).

Therefore, we seek to investigate, in the scenario
of a small group of large organizations, how mod-
els that are produced from the corpus of each node
on a decentralized, fully-distributed, data-private
configuration, i.e. gossip learning, compare to mod-
els trained using a traditional centralized approach
where all the data are moved from local machines
to a data center. Furthermore, we investigate how
these models compare to models trained locally
using local data only, without any cooperation.

Our results show that the Word2Vec (Mikolov
et al., 2013b) models trained by our implementation
of gossip learning are close to models produced
by its centralized counterpart setting, in terms of
quality of the generated embeddings, and vastly
better than what simple local training can produce.

2 Background and related work

The main technique for massively-parallel, data-
private training is federated learning (Yang et al.,
2019), a centralized approach where each worker
node calculates an update of the model based on
local data. This gradient is then sent back to the
central node which aggregates all these gradients
to produce an updated global model which is sent



back to the workers. This approach, however, suf-
fers from issues such as the presence of a central
node which may act as a privileged “gatekeeper”,
as well as reliability issue on the account of that
central node.

Unlike centralized approaches, with decentral-
ized machine learning all the nodes in the network
execute the same protocols with the same level of
privileges, mitigating chances of exploitation by
malicious actors. Furthermore, with a peer-to-peer
network protocol, decentralized machine learning
can virtually scale up to unlimited sizes and be
more fault-tolerant, as the network traffic is spread
out across multiple links, and not all directed to a
single central location. One such approach is the
gossip learning protocol (Ormándi et al., 2013).

The gossip communication approach refers to a
set of decentralized communication protocols in-
spired by the behaviour of the spread of gossip
socially among people (Shah, 2009). First intro-
duced for the purpose of efficiently synchronizing
distributed servers (Demers et al., 1987), it has also
applied to various problems, such as data aggre-
gation (Kempe et al., 2003) and failure detection
(Van Renesse et al., 1998).

3 Gossip Learning

Gossip learning is an asynchronous, data-parallel,
decentralized averaging approach based on gossip
communications. It has been shown to be effective
when applied to various ML techniques, including
binary classification with support vector machines
(Ormándi et al., 2013), k-means clustering (Berta
and Jelasity, 2017) and low-rank matrix decom-
position (Hegedűs et al., 2016). However, these
implementations of gossip learning are limited to
simple scenarios, where each node holds a single
data point and network communications are unre-
stricted. Giaretta and Girdzijauskas (2019) showed
that the gossip protocol can be extended to a wider
range of more realistic conditions. However, they
identify issues with certain conditions that appear
in some real-world scenarios, such as bias towards
the data stored with faster communication speeds
and the impact of network topologies on the con-
vergence speed of models.

Algorithm 1 shows the general structure of gos-
sip learning as introduced by Ormándi et al. (2013).
Intuitively, models perform random walks over the
network, merging with each other and training on
local data at each node visited.

Algorithm 1: Generic Gossip Learning.
mcur ← INITMODEL()
mlast ← mcur
loop

WAIT (∆)
p← RANDOMPEER()
SEND(p,mcur)

end loop
procedure ONMODELRECEIVED(mrec)

mcur ← UPDATE(MERGE(mrec,mlast))
mlast ← mrec

end procedure

Each node, upon receiving a model from a peer,
executes ONMODELRECEIVED. The received
model mrec and the previous received model mlast

are averaged weight-by-weight. The resulting
model is trained on a single batch of local data
and stored as mcur. At regular intervals, mcur is
sent to a random peer.

We simulate gossip learning on a single machine,
using synchronous iterations. This approximation
works well under the assumption that all nodes have
similar speeds. If that is not the case, additional
measures must be taken to ensure correct model
behaviour (Giaretta and Girdzijauskas, 2019).

4 Methodology

While gossip learning could be applied to most
NLP algorithms, in this work we use Word2Vec
(Mikolov et al., 2013a) because it is simple, small,
and fast, thus allowing us to perform larger experi-
ments on limited hardware resources. Additionally,
it is a well-known, well-understood technique, al-
lowing us to more easily interpret the results.

The dataset used is the Wikipedia articles dump
(Wikimedia Foundation, 2020) of more than 16GB,
which contains over 6 million articles and in wiki-
text format with embedded XML metadata. From
this dump we extract the articles belonging to the
following 5 Wikipedia categories of similar size:
science, politics, business, humanities and history.

To measure the quality of the word embeddings
produced by a specific model, we collect the k = 8
closest words to a target word wt according to said
model. We then assign to each of these words a
score based on their ground-truth cosine similarity
to wt. We repeat this process for a set of (contextu-
ally ambiguous) target words Wt (|Wt| = 23) and
use the total sum as the quality of the model. We
estimate the ground-truth word similarities using
a high-quality reference model, more specifically
a state of the art Word2Vec model trained on the



Figure 1. w2vsim evolution for centralized train-
ing.

Google News dataset, which uses a similar embed-
ding size (d = 300) and contains a vocabulary of 3
million words (Google Code Archive, 2013).

This metric can be defined as

w2vsim(M) =
∑

wt∈Wt

∑
w∈Nk

M (wt)

simR(w,wt)

where M is the model to be evaluated, Nk
M (·) is

the top-k neighbourhood function over the embed-
dings of M and simR is the ground-truth cosine
similarity measure defined based on the reference
model.

5 Experimental results

To establish the baseline to compare to, the first ex-
periment is in the traditional non-distributed, cen-
tralized configuration of Word2Vec. The baseline
w2vsim value is 64.479, as shown in Figure 1.

We simulate gossip learning with 10 nodes, with
three different data distributions. In the r-balanced
distribution, the corpora of the nodes have similar
sizes and are randomly drawn from the dataset. In
the r-imbalanced distribution, the corpora are simi-
larly drawn at random, but have skewed sizes (up
to a 4:1 ratio). Finally, in the topicwise distribution,
the dataset is divided between the nodes based on
the 5 Wikipedia categories, with two nodes split-
ting each category.

The intuition behind dividing the texts by topic
is that often times the corpora of organizations are
limited to a specific domain. And setting imbal-
anced content sizes in one of the distributions can
provide insights into how the learning is affected
when some nodes have significantly bigger corpora
than others. Both these configurations are very rel-
evant to the practical applicability of this work, as
they both reflect common real-world scenarios.

Exchange
frequency

Data
distribution w2vsim

w2vsim
reduction w.r.t.

baseline
Frequent topicwise 60.606 6.390%

r-balanced 59.936 7.580%
r-imbalanced 60.122 7.247%

Infrequent topicwise 61.840 4.267%
r-balanced 60.910 5.859%
r-imbalanced 60.968 5.759%

Table 1. Summary of w2vsim scores for all tested
gossip learning configurations.

The formulation of gossip learning presented in
Section 3 requires the nodes to exchange their mod-
els after every local batch update. As complex NLP
models can require millions of training batches, the
communication overheads can quickly add up. We
thus investigate the effect of reducing the exchange
frequency while still maintaining the same number
of training batches. More precisely, we repeat the
same tests but limit the nodes to exchange the mod-
els every 50 batch updates, thus reducing overall
communication by a factor of 50.

Figure 2 shows the evolution of the trained mod-
els for all combinations of exchange frequency and
data distribution. Table 1 summarizes the final
scores and compares them to the baseline. In all
combinations, the model quality is quite compa-
rable to the traditional centralized configuration.
In fact, for the gossip learning with infrequent ex-
change configuration, there is a slight improvement
over the frequent exchange in terms of training time
required and w2vsim value. This indicates that the
original gossip learning formulation has significant
margins of optimization in terms of communication
overhead. Furthermore, the relatively unchanged
values of w2vsim between the data distributions, in
spite of the heterogeneity/homogeneity of the node
contents and their sizes, show that gossip learning
is robust to topicality and local dataset size. The
results suggest that the quality of word embeddings
produced using gossip learning is comparable to
what can be achieved by training in a traditional
centralized configuration using the same parame-
ters, with a loss of quality as low as 4.6% and never
higher than 7.7%.

We perform one more experiment, in which each
node independently trains a model on its local data
only, using the topicwise distribution. The w2vsim
values do not converge as quickly and range from
41.657 to 56.570 (see Figure 3). This underscores
the importance for different organizations to collab-



(a) topicwise, frequent exch. (b) r-balanced, frequent exch. (c) r-imbalanced, frequent exch.

(d) topicwise, infrequent exch. (e) r-balanced, infrequent exch. (f) r-imbalanced, infrequent exch.

Figure 2. Evolution of w2vsim similarity scores for all tested data distributions and exchange frequencies.

Figure 3. Local, independent training at each node:
w2vsim similarity score evolution.

orate to overcome the specificity of local corpora,
as this can increase model quality by as much as
54.8%.

6 Limitations and future work

Although the experimental setup of this research
takes into account parameters and conditions which
simulate real-world scenarios, it is still limited in
scope. For instance, the network conditions were
assumed to be perfect. Furthermore, security and
privacy considerations in the area of networking
were not taken into account. Although they were
not the focus of this research, their significance can-
not be overlooked. Investigating the behaviour of
the proposed solution in more realistic network con-
ditions is therefore a possible avenue of research.

A single, simple NLP algorithm (Word2Vec) was
evaluated in this work. This is due to the purpose
of this research, which was to test the viability of

gossip learning and compare it to a centralized solu-
tion in a specific scenario. Evaluating more recent,
contextualized NLP models, such as BERT (De-
vlin et al., 2019) would be an interesting research
direction, as these can better capture the different
meanings of the same words in multiple domains.

Finally, the experiments were run without exten-
sive hyperparameter optimization. Given the sat-
isfactory results obtained, it is likely that a proper
tuning, based on state of the art distributed training
research (Shallue et al., 2018), could lead to gossip
learning matching or even surpassing the quality of
traditional centralized training.

7 Conclusions

Motivated by the scenario where various organi-
zations wish to jointly train a large, high-quality
NLP model without disclosing their own sensitive
data, the goal of this work was to test whether
Word2Vec could be implemented on top of gos-
sip learning, a massively-parallel, decentralized,
data-private framework.

The quality of the word embeddings produced
using gossip learning is close to what can be
achieved in a traditional centralized configuration
using the same parameters, with a loss of quality
as low as 4.3%, a gap that might be closed with
more advance tuning. The frequency of model ex-
change, which affects bandwidth requirements, has
also been reduced 50 times without negative effects.
Finally, gossip learning can achieve up to 54.8%
better quality than local training alone, motivating



the need for joint training among organizations.
The results of this work therefore show that gos-

sip learning is a viable solution for large-scale, data-
private NLP training in real-world applications.
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