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Abstract 

Concussions occur frequently as a result of tackles in ice hockey. Analysis of video material 

may provide an understanding of the relationship between the kinematics of collisions and the 

risk for injury. In this thesis, two video analysis methods were used to estimate the impact 

velocities of 22 ice hockey tackles that resulted in concussions. The Point tracking method 

uses tracking of user-defined object points on the players and ice to estimate the velocities. It 

was used in an earlier thesis. A deep learning-based method was implemented in this thesis. It 

uses a pre-trained deep learning model to detect the players in each frame of the video. Both 

methods were validated in this thesis using soccer videos containing accelerometer data from 

the players. The mean error was 25.6 % for the Point tracking method and 43.1 % for the 

Deep learning method. The difference was not significant. Both methods calculate the player 

velocity as a mean from a given number of video frames before impact. The choice of the 

number of frames did not significantly affect the difference in estimated velocities between 

the Point tracking method and the Deep learning method. The Point tracking method 

succeeded in estimating velocities in 17 cases. The mean velocities for the attacking and 

injured players were 10.5 m/s and 9.3 m/s, respectively. The Deep learning method succeeded 

in 9 cases, and the mean velocities were 9.7 m/s and 9.5 m/s. The velocities are higher than 

what has been found in earlier research, suggesting that both methods may be biased towards 

estimating too high velocities. More investigation needs to be done to evaluate the methods’ 

performance, possibly by comparing with accelerometer data from ice hockey. 

 

Keywords: Video analysis, Ice hockey, Deep learning, Velocity, Concussion 
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Sammanfattning 

Tacklingar inom ishockey resulterar ofta i hjärnskakning. Videoanalys kan ge förståelse för 

sambandet mellan kinematiken för tacklingarna och risken för hjärnskakningar. I det här 

projektet användes två olika videoanalysmetoder för att uppskatta hastigheter vid 22 

hockeytacklingar som resulterat i hjärnskakning. Point tracking-metoden uppskattar 

hastigheter genom spårning av punkter som användaren markerar på spelare och isen. Den har 

används i ett tidigare projekt. Deep learning-metoden implementerades i detta projekt. Den 

använder en förtränad djupinlärningsmodell för att detektera spelare i varje bildruta. Båda 

metoderna validerades med hjälp av fotbollsvideor med tillhörande accelerometerdata från 

spelarna. Medelfelet var 25,6 % för Point tracking-metoden och 43,1 % för Deep learning-

metoden. Skillnaden var inte signifikant. Båda metoderna beräknar spelarhastigheten som ett 

medelvärde från ett givet antal bildrutor före kollisionen. Valet av antal bildrutor medförde 

ingen signifikant påverkan på skillnaden i uppskattad hastighet mellan Point tracking-

metoden och Deep learning-metoden. Point tracking-metoden lyckades uppskatta hastigheter i 

17 fall. Medelhastigheten för den attackerande respektive skadade spelarna var 10,5 m/s och 

9,3 m/s. Deep learning-metoden lyckades i 9 fall, och medelhastigheterna var 9,7 m/s och 9,5 

m/s. Hastigheterna är högre än vad som har framkommit i tidigare forskning, vilket indikerar 

att båda metoderna kan ha fel som gör att de tenderar att uppskatta hastigheter för högt. Mer 

undersökningar behövs för att utvärdera metodernas prestanda, möjligen genom jämförelse 

med accelerometerdata från ishockey. 

 

Nyckelord: Videoanalys, Ishockey, Djupinlärning, Hastighet, Hjärnskakning 
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1 Introduction 

Sports-related injuries are common, both at the elite and amateur levels [1]. The type of 

injuries that are most frequent can differ between sports categories. One injury that has been, 

and still is, a serious public health concern is traumatic brain injuries (TBIs). TBIs could lead 

to serious health issues, among them are cognitive slowing and early-onset Alzheimer’s 

disease. Some research has shown that repeated sports-related TBIs could lead to chronic 

traumatic encephalopathy (CTE). A concussion is a mild form of TBI that could be a result 

of an impact or a blow to the head [2, 3].  

 

The risk of TBIs in sports depends, among other things, on the type of sports, safety 

equipment, risk of collision, and possibly the force upon collision [4, 5]. Ice hockey has been 

identified as one of the sports with a high risk of concussion [6]. According to statistics from 

the Swedish Hockey League (SHL), an average of 1.2 concussions occurred each game 

round during the 2018/19 season [7]. Awareness has been raised about this issue and there 

are some efforts made to reduce the number of concussions [8]. In ice hockey, players are 

skating at high speeds and collision can occur between two players or one player and an 

object with a hard surface. Such hard surfaces are the ice, the rink, the goalposts, and in 

some cases the hockey puck. Understanding the kinematics associated with the collisions can 

help develop or improve methods that will reduce the risk of concussion. One way to better 

understand the kinematics is to extract the velocities through video analysis, focusing on the 

moment of impact and see if there is any correlation between the velocities and risk of 

concussion. 

 

Extracting velocities in ice hockey through video analysis has been done previously, both 

with multiple camera views and single-camera views [9-11]. Multiple camera views can 

potentially give better velocity estimations but can be more difficult to use than single 

camera views. It requires the collision to be recorded from two different angles 

simultaneously and the calibration points used for event synchronization needs to be visible 

during the selected sequences [9]. 

 

The department of neuronic engineering at the Royal Institute of Technology in Stockholm 

is working with developing methods to extract velocities from a single camera view in ice 

hockey. They are currently investigating the possibility to accomplish this with a method 

that uses a pre-trained deep learning model for object detection. The model is called 

keypoint_rcnn_R_50_FPN_3x from Detectron2, which is a Facebook AI Research library 

for object detection [12]. They have built a script that uses this pre-trained model to use in 

their research. They now want to implement the method, referred to as the Deep learning 

method, and compare it with a prototype that was developed in an earlier master thesis by 

Beatrice Bjering [11]. In this thesis, the prototype is referred to as the Point tracking method. 

 

1.1 Aim 

 

The first aim of this project was to determine which of the Point tracking method and the 

Deep learning method has the lower error compared with accelerometer data. The second 

aim was to determine how much the two methods differ when estimating mean velocities in 

ice hockey and if the difference is dependent on the number of frames used. The third aim 

was to estimate the player velocities in ice hockey collisions that resulted in concussions. 
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2 Background 

Estimation of velocity from a video sequence can be done in different ways depending on 

the number of camera views available. If a sequence is recorded by multiple cameras at 

different angles, it is possible to transform the 2D coordinates of the images into 3D 

coordinates. This can be done with a direct linear transform (DLT) as first described by 

Abdel-Aziz and Karara [13]. The method requires that at least six points of an object are 

visible from at least two different angles. With the acquired 3D coordinates of the object in 

each frame, it is easy to calculate its velocity through a sequence of frames. 

 

Due to practical or economic factors, it is often not possible to have access to multiple 

camera views. If the sequence of interest is recorded with only one camera the loss of depth 

makes it more difficult to estimate the 3D velocities of an object. There are several methods 

available for estimating the depth of an image, including deep learning neural networks [14, 

15]. The depth of human movement in a single camera video sequence can also be estimated 

with homography, which has been done for several sports including ice hockey [16-18]. The 

two methods considered in this thesis, the Point tracking method and the Deep learning 

method, use a single camera view and homography to estimate the velocities. The methods 

use homography for different purposes. The Point tracking method first calculates the 

displacement of the players in the two dimensions of the plane of the frame, and then uses 

homography to get an approximation of the depth. This results in 3D velocity. The Deep 

learning method uses homography to calculate the displacement of the players in the top-

down view of the rink. This results in 2D velocity in the plane of the ice, where any 

movement up and down is neglected. The methods also differ with regard to object detection 

and tracking. 

 

2.1 Deep Learning 

 

Deep learning is a subset of machine learning, which in turn is a subset of artificial 

intelligence. It is an algorithm that is modeled after how the human brain processes data and 

makes decisions based on experience. Deep learning is a relatively new technique and is 

currently being used in many applications. Such applications are voice and object 

recognition, video analysis, and medical imaging [19, 20]. 

 

One significant characteristic of deep learning is the ability to define the necessary features 

for a specific task, without any input from the user. This is done with an algorithm based on 

a technique called a neural network. A typical neural network is composed of neurons 

organized in different layers, an input layer, one or several hidden layers, and one or more 

output layers. A deep neural network has several hidden layers. The structure of a simple 

neural network is demonstrated in Figure 1. 
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Figure 1: Structure of a neural network with one hidden layer and one output layer [21]. 

 

The connections between the neurons have a weighting factor, which decides the extent to 

which the connection is taken into consideration. The value of the input data 𝑥𝑖 in each 

specific neuron is multiplied by its weighting factor when processed to the next layer. The 

inputs into each neuron not in the input layer, are used with an activation function resulting 

in whether the inputs are part of a class or not [22]. Since most real-world data is non-linear, 

the activation function is usually non-linear. This process is sequentially repeated through all 

the layers producing a prediction output 𝑦. For a deep learning model to be able to produce 

reliable predictions, it needs to be trained with a dataset. The dataset is needed to compare 

the model’s predictions with the known output. The result is then used to optimize the value 

of the weights that give the least prediction error [19]. 

 

There are different types of neural networks. The convolutional neural network (CNN) is a 

variant that is widely used in image processing and object detection. CNN has several 

convolutional hidden layers for feature detection. Each neuron in the hidden layers processes 

the image with a kernel matrix, also called filter, containing weighting factors. This is done 

by performing the dot product between the kernel and a patch from the input image with the 

same size as the kernel, then sliding the filter through the hole image producing a filtered 

image. Each convolutional layer is tasked with detecting a specific feature, for example, one 

layer for edge detection and another for corner detection. The layers are organized in a 

hierarchical manner where the initial layers are for edge and corner detection and the deep 

layers are for more complex features such as object parts [23]. Between each convolutional 

layer, subsampling is done to lower the amount of data to be processed. The final layer is 

then formed into a single line of neurons to be used as input for the object classification 

process. In the object classification process, fully connected layers are used which means 

that each neuron in one layer is connected to all neurons in the next layer. Figure 1 is an 

example of fully connected layers with only one hidden layer [23]. 

 

The Pre-trained Deep Learning Model 
 

The pre-trained model used in this thesis is obtained from the open-source library called 

Detectron2, which is a Facebook AI Research library that can be used for object detection. 

The library contains deep learning models that can be used to localize and classify multiple 

objects and can also be used to combine semantic and instance segmentation [12, 24]. The 

model used in this thesis is called keypoint_rcnn_R_50_FPN_3x and is based on a variant of 

Mask Region Conventional Neural Network (Mask R-CNN). It returns the bounding box and 

classification of each detected object. The model is trained with a general dataset, not 
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specified for ice hockey. Each detected object is treated as an instance of a certain class and 

its location in the image can be obtained by the coordinates of its bounding box, 

(𝑥1, 𝑦1, 𝑥2, 𝑦2). The upper left corner of the box is represented by (𝑥1, 𝑦1), and the lower 

right by (𝑥2, 𝑦2). The objects can also be visualized by their keypoints, as demonstrated in 

Figure 2. For an object of class person, the connection between the keypoints would form a 

skeleton. 

 

 

 
Figure 2: Bounding box and keypoints of ice hockey players detected by detectron2. The players’ 

numbers are concealed for anonymity. 

 

2.2 Homography 

 

Homography is a tool that can be used when working with computer vision, images, and 

camera calibration [11, 25]. With homography, also known as projective transformation, one 

can remove distortion, warp an image, or simply transform a set of points from one plane to 

another for other purposes. For these reasons, it can be used to map a set of points from one 

image to another taken from a different camera view. For example, from a rotating camera or 

multiple camera views [26]. 

 

When working with homography, computations are done in a homogenous coordinate 

system [26]. An 𝑛-dimensional Euclidean point is then represented with an 𝑛 + 1 

dimensional vector. This means a pixel coordinate in a 2D image (𝑥, 𝑦) will be represented 

as (𝑧𝑥, 𝑧𝑦, 𝑧), where 𝑧 is a non-zero scale factor usually set to 1. A 3𝑥3 homography matrix 

𝐻, can be used to transform the pixel’s coordinate 𝑥 = (𝑧𝑥, 𝑧𝑦, 𝑧), from an image 𝐴 to 

another image 𝐴՚, that share the same planar surface. This can be written in vector form as 

 

                          𝑋′ = 𝐻𝑋,    𝐻 = [
ℎ11 ℎ12 ℎ13

ℎ21

ℎ31

ℎ22 ℎ23

ℎ32 ℎ33

].                                                (1) 

 

The homography matrix has eight degrees of freedom. Each corresponding 2D point will 

have two constraints on 𝐻. This means four correspondence points would be sufficient to be 
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able to compute a fully constrained 𝐻. Since this mathematical solution consists of linear 

equations with respect to ℎ, no more than two points are allowed to be collinear [26]. After 

translation, the Euclidian form of the translated coordinates can be obtained by dividing with 

the added dimension 𝑥՚ = (
𝑥՚

𝑧՚
,

𝑦՚

𝑧՚
). 

 

2.3 The Point Tracking Method 

 

The method for velocity extraction referred to in this thesis as the Point tracking method was 

used in an earlier master’s thesis at KTH to estimate 3D velocities from a single camera 

view in ice hockey [11]. It was validated using a miniature hockey game with accelerometers 

attached to the player figures. The miniature player figures were moved while being 

recorded with a mobile phone camera. The velocities from the resulting video sequences 

were then compared with the accelerometer data. The results from the validation showed that 

the method had a mean error of 21.7 % [11]. 

 

The method consists of a MATLAB script that reads the video file and asks the user to 

define regions around the two colliding players [11]. The user also defines four points on the 

ice in the first frame and the same corresponding points on a top-view image of the hockey 

rink. The script then uses homography to map the image plane of the frame with the players 

on the plane of the top-view image. The regions around the players are used to create object 

points with the Minimum eigenvalue algorithm. The object points are tracked frame by 

frame throughout the video with the Kanade-Lucas-Tomasi (KLT) algorithm. These 

algorithms are described below. The tracking of the object points is shown in Figure 3. With 

the known displacement of the object points, the frame rate of the video and known 

distances between points on the hockey rink, the 2D velocities of the players can be 

calculated in each frame. For the third dimension of the velocity, the depth in the image 

frame, the user marks where the camera’s center of rotation is in the top-view image. The 

distance from the object points to the camera is measured in the homography for each frame, 

which gives the rate of change in every object point’s distance to the camera. This is used as 

an approximation of the movement of the object points in the depth of the image plane. 

Together with the 2D velocities, this can be used to estimate the 3D velocities of the players. 
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Figure 3: Tracking of object points on colliding players and the ice in the Point tracking method. The 

cyan and green points below the attacking and injured players represent their respective position in 

each frame of the video sequence. The players’ numbers are concealed for anonymity. 

 

  The Minimum Eigenvalue Method 
 

The Minimum eigenvalue method was developed by Shi and Tomasi [27]. Its purpose is to 

find the most distinct features of an image’s region to make tracking from one frame to the 

next possible. The method uses the two eigenvalues (λ1, λ2) of a two-by-two tracking matrix 

specific for each point in the region. If both eigenvalues are large, that indicates that the 

point is a corner point or part of a pattern that makes it easy to track. For the point to be 

considered, the lesser of (λ1, λ2) must be larger than λ, which is a chosen threshold value 

[27]. 

 

The KLT Algorithm 
 

The KLT algorithm is a time-efficient method to track points of interest from one frame to 

the next in a video sequence [28]. Its defining feature is that it uses information of the spatial 

intensity in the image to direct the search for the tracked point. Compared with other 

methods, this leads to, on average, fewer points being investigated before the right one is 

found [28]. The KLT algorithm is suitable for sequences where the object to be tracked has 

clearly defined spatial texture, which is a variation in the brightness of the pixels, and does 

not change too much in shape [29]. According to the inventors of the method, the choice of 

points is important for the algorithm to be able to correctly track them [30]. They propose a 

choice based on the size of the smallest eigenvalue of the tracking matrix, as is done in the 

Minimum eigenvalue method. The KLT algorithm is frequently used for short video 

sequences since the tracking points tend to be lost after some time due to factors such as 

changes in lighting, deformation, or rotation of the object to be followed [29]. 
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3 Method 

Twenty-two ice hockey video sequences containing tackles between two players were used 

in this thesis. All tackles resulted in a confirmed concussion for the injured player. The video 

sequences were provided by the Swedish Hockey League (SHL) and are not available for 

reference as they contain sensitive information. The videos were named A-V. The velocity 

of the ice hockey players in the video sequences was estimated with both the Point tracking 

method and the Deep learning method. Velocity estimation using the Point tracking method 

was done according to section 2.3, where the video sequences were trimmed to fifteen 

frames before impact. The impact was defined as the first frame where the attacking and 

injured players visibly had contact. The methods were compared by estimating the mean 

velocities obtained using five, ten, and fifteen frames. To see if the choice of the number of 

frames affected the difference between the methods, three two-sided paired t-tests were 

performed. The chosen confidence interval was 95 %. The tests were performed using Excel 

16.0 (Microsoft Corp., Redmond, WA, USA). This section begins with the implementation 

of the Deep learning method, followed by the validation of both methods. 

 

3.1 Implementation of the Deep Learning Method 

 

Estimating velocity using the Deep learning method was done in several stages. 

Preprocessing of the video data was to extract frames of interest and improve instance 

detection and tracking. The script with the pre-trained deep learning model was used for the 

detection and tracking of the players’ 2D coordinates through all frames. The homography 

was then used for transformation to a global top-view coordinate system. Thereafter, the 

players’ transformed coordinates were used to calculate the velocity upon impact. The 

programming language used for this method was Python (version 3.7.4.final.0) with Visual 

Studio Code 1.55.2 (Microsoft Corp., Redmond, WA, USA) and with the environment 

Anaconda 2020.02 (Anaconda Inc., Austin, TX, USA). 

 

Preprocessing and Instance Detection 
 

To extract the frames of interest, the video sequences were trimmed to fifteen frames before 

impact. This was done with the application Microsoft Photos 2020.20120 (Microsoft Corp., 

Redmond, WA, USA). The video data was then further edited in a video editing software 

called VideoPad 10.33 (NCH Software, Canberra, ACT, AUS). Its stabilizing function was 

used to remove the horizontal and vertical camera movement. However, this does not 

remove the zoom-in effect of the camera. The VideoPad application was also used to remove 

audio and crop the video frames focusing on the rink region. The cropping of the frames was 

done to decrease the amount of unnecessary input data during the detection and tracking 

process. To further enhance the quality of the video frames, an open-source script called 

DeblurGANv2 was used to decrease motion-blur caused by the high velocity of the ice 

hockey players [31]. The model from the script that was used for this purpose is called 

MobileNet and is a pre-trained deep learning model [31].  

 

For object detection and tracking, the videos were processed by the pre-trained deep learning 

model. The obtained data was saved to a JSON file. The data consisted of the 2D coordinates 

of the bounding box and keypoints to each detected instance of an object class of type person 

in each frame. Each detected instance was assigned a different ID that was consistent 
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through the frame sequence. Depending on the quality of the image, the model can 

sometimes fail to detect an instance through the whole frame sequences. To compensate for 

this effect, a linear interpolation was done between the known coordinates to obtain the 

missing ones (script implementation in Appendix 2). 

 

Homography Transformation 
 

The homography described in section 2.3 was used to transform the 2D coordinates of the 

players of interest from the ice hockey image to the top-view rink model. To be able to 

compute the homography matrix, four known points that were visible throughout the whole 

video sequence were chosen. Also, these points were chosen so that the real-life distance 

between them is known. This was needed to be able to estimate the velocity in meters per 

second. To compute the homography matrix, a preexisting function in the Python OpenCV 

library was used. The function is called cv2.findhomography, and it takes in the four points 

coordinates from the ice hockey image and their corresponding coordinates in the rink model 

as an argument and returns the homography matrix. The rink model image was also resized 

to the same size as the ice hockey image. Furthermore, to eliminate the camera's zoom 

effect, the four points were manually identified in each frame and a new corresponding 

homography matrix was computed. The result of homography transformation is 

demonstrated in Figures 4 and 5. 

 

                      
Figure 4: Original image of                          Figure 5: Image after homography            

ice hockey players. The players’ numbers    transformation. 

are concealed for anonymity. 

 

Since the homography relates to transformation between two planes, the chosen coordinates 

of the player's positions need to be on the same plane as the rink model, that is the ground 

plane. To implement this, the bounding box’s coordinates in section 2.1, was used to obtain 

the center 2D coordinate of the players on the ground plane according to 

 

                                                       𝑥 = (𝑥, 𝑦) = (
𝑥1 + 𝑥2

2
, 𝑦2).                                                       (2) 

 

The obtained homography matrix was then used to transform the player's coordinates 𝑥 from 

the ice hockey image to the rink model 𝑥՚. This was done by transforming the coordinates to 

a homogenous coordinate system 𝑥 = (𝑧𝑥, 𝑧𝑦, 𝑧), where 𝑧 is the non-zero scale factor set to 

1. Equation (1) was then used to obtain 𝑥՚ in the homogenous coordinate system. To 

transform 𝑥՚ back to Euclidean form it was divided by the added dimension (script 

implementation in Appendix 2). 
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Velocity Estimation 
 

The velocity estimation was computed by using the two-point forward difference method. 

This was implemented by dividing the motion displacement vector ∆𝑋𝑖 between the current 

frame and the next frame by the time step ∆𝑡. To be able to compute the velocity in meters 

per second, the pixel length of the rink model needed to be defined. This was done by 

comparing the rink model with the real-life rink dimensions in Appendix 3. The pixel length 

was then estimated as 

 

                                                       𝑃𝐿𝑥 =  
∆𝑥

∆𝑃𝑥
 ,          𝑃𝐿𝑦 =  

∆𝑦

∆𝑃𝑦
,                                                   (3) 

 

where ∆𝑃𝑥 and ∆𝑃𝑦 are the number of pixels for the 𝑥 and 𝑦 coordinates between two of the 

points chosen for the homography. ∆𝑥 and ∆𝑦 are the real-life measurements in meters. The 

motion displacement ∆𝑋𝑖 = (∆𝑥𝑖, ∆𝑦𝑖) of the players in meters per second can then be 

estimated as 

 

                                       ∆𝑥𝑖 = (𝑥𝑖+1 − 𝑥𝑖) × 𝑃𝐿𝑥  ,      ∆𝑦𝑖 = (𝑦𝑖+1 − 𝑦𝑖) × 𝑃𝐿𝑦 ,                     (4) 

 

where 𝑋𝑖 = (𝑥𝑖, 𝑦𝑖) was the player’s coordinates at the time 𝑡 = 𝑡𝑖, and 𝑋𝑖+1 = (𝑥𝑖+1, 𝑦𝑖+1) 

was the player’s coordinates at the time 𝑡 = 𝑡𝑖 + ∆𝑡. Thereafter, the displacement vector was 

used to compute the 2D velocity of the players in each frame 𝑣𝑖, according to 

 

                                                           𝑣𝑖 = √(
∆𝑥𝑖

∆𝑡
)

2

+ (
∆𝑦𝑖

∆𝑡
)

2

 .                                                        (5) 

 

The mean velocity was obtained by averaging the velocity obtained at each frame (script 

implementation in Appendix 2). 

 

3.2 Validation 

 

For validation, the two methods were tested on a game of soccer since no dataset with ice 

hockey velocities was found. A dataset consisting of a combination of a single stationary 

camera view of the game and sensor data from accelerometers attached to the players was 

used [32]. The accelerometers had recorded the players’ velocities with a frequency of 20 

Hz, and the video data had a frame frequency of 30 Hz. The video data consisted of 

consecutive 90 frames long segments with timestamps to make it possible to match with the 

sensor data. 

 

Six video segments were chosen with the requirement that any one player and four specific 

points on the field should be visible throughout the whole segment. The Point tracking 

method and the Deep learning method were each used to get an estimation of the velocity for 

the chosen player in each frame. The sensor data was interpolated to match the timestamps 

of the frames in the videos. The mean velocity over 15 frames was calculated from both 

methods and compared with the mean velocity obtained from the sensor data. A two-sided, 

paired t-test was performed with Excel to see if there were any differences between the 

velocities estimated with the two methods. 
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4 Results 

4.1 Velocities Compiled with the Point Tracking Method 

 

In 17 of the 22 video sequences, it was possible to estimate velocities with the Point tracking 

method. In four sequences, the method failed to track object points on one or both players, 

and in one sequence, the method was unable to track object points on the ice. The estimated 

mean velocities of the attacking and the injured player in the last 0.5 seconds before impact 

can be seen in Table 1. For the attacking player, the mean velocity was 10.5 m/s with a 

standard deviation of 3.1 m/s. For the injured player, the mean velocity was 9.3 m/s with a 

standard deviation of 4.5 m/s. The velocity of the attacking player was higher than that of the 

injured player in 12 of the 17 collisions. 

 

Table 1. Mean velocities for 17 ice hockey collisions estimated over 15 frames before impact 

with the Point tracking method. 

 

Video 

Segment 

Velocity of 

Attacking Player 

(m/s) 

Velocity of 

Injured Player 

(m/s) 

A 11.3 14.4 

B 6.1 21.0 

C 14.2 9.9 

D 5.7 7.8 

E 12.6 11.1 

G 13.2 8.1 

H 9.2 6.4 

I 9.2 5.0 

J 12.6 11.1 

K 5.8 8.2 

L 14.3 6.7 

M 10.2 16.5 

O 12.1 7.8 

P 15.8 10.1 

Q 6.6 1.8 

T 10.4 5.0 

U 8.6 7.1 

Average 10.5 9.3 
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4.2 Velocities Compiled with the Deep Learning Method 

 

It was possible to estimate velocities with the Deep learning method in 9 of the 22 video 

sequences. All of these were among the 17 sequences from which it was possible to estimate 

velocities using the Point tracking method. For the remaining 13 sequences, the method 

failed to track the players accurately. There were multiple reasons for the failed tracking. In 

six of the video sequences, a region of one or both players was obscured by the board. In 

three of the video sequences, a major part of one or both players was behind other players. In 

this case, the pre-trained model failed to distinguish between the players, and they were 

detected as the same instance. In two of the video sequences, detection failed due to high 

motion blur caused by the attacking player’s high velocity. One of the video sequences was 

too blurry and in another, one of the players had a body position where key features could 

not be distinguished. 

 

Table 2 shows the estimated mean velocities of the attacking and the injured player in the 

last 0.5 seconds before impact. For the attacking player, the mean velocity was 9.7 m/s with 

a standard deviation of 2.1 m/s. For the injured player, the mean velocity was 9.5 m/s with a 

standard deviation of 3.8 m/s. The velocity of the attacking player was higher than that of the 

injured player in 6 of the 9 collisions. 

 

Table 2. Mean velocities for 9 ice hockey collisions estimated over 15 frames before impact 

with the Deep learning method. 

 

Video 

Segment 

Velocity of 

Attacking Player 

(m/s) 

Velocity of 

Injured Player 

(m/s) 

A 9.5 6.6 

B 13.9 9.8 

D 10.1 13.6 

I 9.8 8.4 

J 10.3 16.8 

K 9.6 10.0 

M 8.3 8.2 

P 10.5 9.3 

T 5.2 2.6 

Average 9.7 9.5 
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4.3 Comparison between the Methods 

 

Table 3 shows the Deep learning method’s deviation from the Point tracking method for 

estimated mean velocities from 5, 10, and 15 frames before impact. The mean deviation was 

61.1 % for 5 frames, 50.1 % for 10 frames, and 46.9 % for 15 frames. There was no 

significant difference in the deviation of the estimated velocity between 5 and 10 frames 

(𝑝 = 0.41), 10 and 15 frames (𝑝 = 0.49), or 5 and 15 frames (𝑝 = 0.42). The estimated 

velocities from both methods for the different number of frames are shown in Appendix 1. 

 

Table 3. Percent error of mean velocities over different video lengths estimated with the 

Deep learning method compared with the Point tracking method. Players are denoted by 

capital letters for video sequence and subscript letters for attacking (a) or injured (i) player. 

 

Player Deviation in Estimated Velocity (%) 

5 Frames 10 Frames 15 Frames 

Aa 7.0 5.1 15.8 

Ai 53.2 57.9 54.4 

Ba 139.9 167.2 126.6 

Bi 61.3 59.2 53.2 

Da 31.5 52.9 76.3 

Di 27.1 39.4 74.4 

Ia 9.6 10.7 6.8 

Ii 45.4 39.5 70.6 

Ja 37.4 30.7 18.8 

Ji 30.9 51.4 51.1 

Ka 358.4 133.0 65.1 

Ki 25.2 45.5 22.3 

Ma 11.8 11.8 18.6 

Mi 57.9 56.1 50.4 

Pa 54.2 37.9 33.7 

Pi 34.7 14.1 8.3 

Ta 67.7 63.0 49.7 

Ti 46.9 26.2 47.8 

Average 61.1 50.1 46.9 
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4.4 Validation 

 

The results from the validation of the two methods expressed in the error of the mean 

velocity over 15 frames are shown in Table 4. The mean error was 25.6 % for the Point 

tracking method with a standard deviation of 16.8 m/s. The Deep learning method had a 

mean error of 43.1 % with a standard deviation of 40.8 m/s. The difference in error between 

the methods was not statistically significant (𝑝 = 0.19). 

 

Table 4. Error for mean velocities in 6 soccer videos estimated over 15 frames with the Point 

tracking method and the Deep learning method compared with sensor data from 

accelerometers. 

 

Video 

Segment 

Error for mean velocity over 15 frames (%) 

The Point Tracking 

Method 

The Deep Learning 

Method 

1 14.4 34.0 

2 16.3 22.6 

3 6.0 0.5 

4 46.5 108.4 

5 50.6 87.9 

6 20.0 5.5 

Average 25.6 43.1 
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5 Discussion 

5.1 Performance of the Deep Learning Method 

 

The Deep learning method managed to track the players of interest in less than half of the 

video sequences that were used. The most common reason for failure was that a major part 

of the player was obscured by the board or other players. The method depends on detecting 

features included in an object of class person. If the majority of these features are obscured 

or too blurry, detection and tracking either fail or become too inaccurate. For example, if 

half of the body has sufficient visibility, detection will still be possible. However, detection 

will fail if only a small region of a shoulder is visible. Successful detection is highly 

dependent on image quality. If the player is too blurry due to poor image quality or high 

motion blur, either detection fails, or the size of the bounding box becomes inaccurate. This 

also causes problems for the model to distinguish between players with the same color of 

clothing or distinguish players with white clothes from the ice. The position of the players on 

the ground plane is determined from the bounding box’s coordinates. Erroneous change in 

the bounding box’s size between frames will affect the accuracy of the velocity estimation. 

In some frames where the estimated velocity was unreasonably high, it was possible to 

manually track the source of the error by observing the size of the bounding box. From one 

frame to another, the bounding box changed in size by over 50 %. In the validation videos, 

the players were farther away from the camera than the players in the ice hockey videos. 

Visible erroneous change in the bounding box’s size was higher in these videos. This 

suggests that the players’ distance from the camera could affect tracking accuracy. This 

effect is probably the main reason for the high errors in some of the video segments in Table 

4. This contributes to the average error in the validation, which was 43.1 %. 

 

5.2 Comparison with the Point Tracking Method 

 

The Point tracking method succeeded in estimating velocities in more than three quarters of 

the video sequences, which is a big difference in success rate from the Deep learning 

method. All the videos that failed with the Point tracking method also failed with the Deep 

learning method. The Point tracking method failed when an object point on a player or the 

ice could not be tracked throughout the sequence. This occurred when the chosen point was 

obscured by another object in at least one frame, such as another player or the board. An 

advantage of the Point tracking method is that only one point anywhere on the body needs to 

be visible throughout the whole sequence. The rest of the body can be obscured at any point 

in time, and it will not matter since it is only the point, and not the whole player, that is 

tracked. On the other hand, if a player of interest is completely obscured in one frame the 

Point tracking method immediately fails, whereas the Deep learning method can detect the 

player again if reappearing somewhere in the next few frames. Then, interpolation can be 

used to get an approximation of the velocity in the frames with missing data. The risk that all 

object points on a player will be obscured sometime during tracking gets higher when the 

video sequences are longer. Furthermore, since the Point tracking method uses the KLT 

algorithm, some points will be lost with time for reasons discussed in 2.3. This suggests that 

for longer video sequences, the success rate of the Point tracking method will decrease more 

than the success rate for the Deep learning method will. 
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The Point tracking method was validated in a previous thesis [11]. It had an estimated error 

of 21.7 % which is not far from the result in this thesis (25.6 %). The estimated error of the 

Deep learning method was higher (Table 4), but the difference was not significant. It is 

possible that the difference would have been significant if more video sequences had been 

used. The standard deviation of the mean error was higher for the Deep learning method than 

for the Point tracking method. This suggests that the Deep learning method often is more 

accurate but sometimes produces very high errors. This is consistent with the observation of 

the changes in the size of the bounding boxes described in 5.1. The Point tracking method 

seems to have a more consistent error. The validation was performed on video sequences of 

soccer recorded with a stationary camera positioned higher up and farther away than the 

camera used in the ice hockey videos. The movement of running is also somewhat different 

from the movement of skating, and ice hockey players can reach velocities higher than 

soccer players. For these reasons, it is likely that the actual errors in the estimated velocities 

in the ice hockey videos to some extent deviates from the validation. It would be interesting 

to validate the methods using a corresponding dataset of ice hockey if that becomes 

available. 

 

The velocities estimated with the Deep learning method deviated from the estimation with 

the Point tracking method with 46.9 % to 61.1 %, depending on the number of frames (Table 

3). When estimating the impact velocity, it is naturally desirable to use as few frames before 

impact as possible to calculate the mean. If the methods had no error, it would be sufficient 

to use only the last frame. Since the change in the bounding box’s size causes high errors in 

the estimated velocities in some frames, it is safer to calculate the mean over several frames. 

However, if too many frames are considered, the players may have time to change their 

actual velocities too much. As a compromise, 15 frames (0.5 seconds) before impact were 

used for velocity estimation in this thesis. The comparison between 5, 10, and 15 frames 

showed no significant difference in how much the Deep learning method deviated from the 

Point tracking method (Table 3). For one of the players (Ka), the deviation was very high 

when 5 frames were used. Excluding that player, the mean deviations for the different 

number of frames were very similar. Since the Point tracking method seems to be more 

consistent in its errors, this may indicate that the Deep learning method can be used with a 

lower frame count than 15 but at the risk of occasional sequences with high errors. More 

investigation needs to be done to determine the optimal number of frames, preferably 

comparing with sensor data. 

 

5.3 Estimated Velocities 

 

According to the training document for skating technique in the Swedish Ice Hockey 

Association website, the top speed that ice hockey players can achieve is 40 km/h [33]. This 

correspondence to approximately 11 m/s. Both methods produced some velocities that were 

significantly higher, for example 21.0 m/s from the Point tracking method and 16.8 m/s from 

the Deep learning method (Table 1 and Table 2). These velocities are too high to be real and 

must be due to errors of the methods. The mean of the estimated velocities for both attacking 

and defending players was close to 10 m/s with both methods. The standard deviations show 

that the computed velocities are spread rather than centered around the mean values. This is 

at least partly caused by the impossibly high velocities obtained from some videos, which 

makes it difficult to draw any conclusions about the real variation in impact velocities. The 

means of the estimated velocities are also higher than expected compared with earlier 

research. A study found that in North American professional leagues, ice hockey collisions 
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occur at between 4.4 m/s and 9.0 m/s [34]. Although it is possible that this deviation to some 

extent is due to the differences in leagues and rink size, this deviation supports the findings 

in 5.1 that the errors of the Deep learning method mainly are in the direction of estimating 

too high velocities. It also suggests that the somewhat more consistent errors of the Point 

tracking method may have the same tendency. 

 

5.4 Suggestion for Improvement of the Deep Learning Method 

 

There are several aspects of the Deep learning method that could be improved to minimize 

the error. As mentioned in section 5.1, the Deep learning method is dependent on image 

quality. In this thesis, the deep learning model DeblurGANv2 was used to decrease motion 

blur which contributed to image enhancement. After processing, some video sequences 

remained at an unsatisfactory quality. Therefore, it could be beneficial to investigate if there 

are other methods that would give better image enhancement before processing the video 

sequences with the pre-trained model. Another way to improve the model is to train it with 

data that corresponds to the categories of use. The pre-trained model is not trained 

specifically for detection and tracking in sports, therefore the weights described in 2.1 may 

not be optimized for this use. Another way to minimize the error is to find a way to 

automatically correct the erroneous change in the bounding box’s size. It could also be done 

by having the user manually choose the bounding box’s coordinates in the cases where the 

change in size is over a specifically chosen threshold. However, adding user input reduces 

automation. Another aspect that could be improved with the Deep learning method is the 

time efficiency. It would be beneficial to find a way to compensate for the camera zoom 

effect so the user would only need to choose the four points for the homography matrix once 

when processing a video sequence. Another interesting thing is to evaluate other methods to 

calculate the velocity after homography transformation. The three-point center difference 

method can be used to calculate the velocity in a certain frame based on the displacement of 

the players between the previous frame and the next frame. An initial trial showed that the 

three-point center difference method may have a lower error than the two-point forward 

difference method used in this thesis. 
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6 Conclusion 

A deep learning-based method for estimating velocities in ice hockey was implemented and 

compared with a method based on point tracking. Both methods have high errors when 

compared with accelerometer data. No significant difference between the errors of the 

methods was concluded. The Deep learning method seems to deviate from the Point tracking 

method when estimating velocities in ice hockey. The number of frames used has no 

significant effect on the deviation. The average of the estimated velocities with both methods 

is higher than what has earlier been reported for ice hockey tackles. This suggests that both 

methods may be biased towards estimating too high velocities. More investigation needs to 

be done to evaluate the methods’ performance, for example by comparing with 

accelerometer data from ice hockey. The Deep learning method can possibly be improved 

through image enhancement, training, or post-processing methods. 
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Appendix 1: Velocities 

Table 1. Mean velocities over different video lengths estimated with the Deep learning 

method. Players are denoted by capital letters for video sequence and subscript letters for 

attacking (a) or injured (i) player. 

 

Player Estimated Velocity (m/s) 

5 Frames 10 Frames  15 Frames 

Aa 12,0 11.4 9.5 

Ai 6.8 6.1 6.6 

Ba 18.2 17.5 13.9 

Bi 9.1 8.8 9.8 

Da 9.8 10.2 10.1 

Di 16.7 12.7 13.6 

Ia 11.7 9.6 9.8 

Ii 9.1 8.1 8.4 

Ja 0.9 0.9 1.0 

Ji 1.5 1.9 1.8 

Ka 16.3 10.9 9.6 

Ki 11.5 10,0 10.0 

Ma 6.6 7.6 8.3 

Mi 8.0 7.5 8.2 

Pa 8.2 10.3 10.5 

Pi 12.89 9.0 9.3 

Ta 4.7 4.6 5.2 

Ti 2.0 2.9 2.6 
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Table 2. Mean velocities over different video lengths estimated with the Point tracking 

method. Players are denoted by capital letters for video sequence and subscript letters for 

attacking (a) or injured (i) player. 

 

Player Estimated Velocity (m/s) 

5 Frames 10 Frames 15 Frames 

Aa 12.9 12.1 11.3 

Ai 14.5 14.5 14.4 

Ba 7.6 6.6 6.1 

Bi 23.6 21.5 21.0 

Da 7.4 6.7 5.7 

Di 13.2 9.1 7.8 

Ia 12.9 10.8 9.2 

Ii 6.3 5.8 5.0 

Ja 14.5 12.5 12.6 

Ji 11.0 11.3 11.1 

Ka 3.6 4.7 5.8 

Ki 9.2 6.9 8.2 

Ma 7.5 8.7 10.2 

Mi 19.1 17.0 16.5 

Pa 17.9 16.6 15.8 

Pi 9.6 10.4 10.1 

Ta 14.4 12.4 10.4 

Ti 3.8 3.9 5.0 
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Appendix 2: Script 

 
Figure 1: Homography transformation and transformation of the homogenous coordinates back to 

Euclidean form. 

 
Figure 2: Interpolation between the two known coordinates of the players bounding boxes. 
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Figure 3: Script for computing the mean velocities of the players. 
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Appendix 3: Rink Dimensions 

 
Figure 1: Rink dimensions in SHL, license for use was given by Swedish Ice Hockey Association 

[35].
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