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A Framework for Defining, Measuring, and
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Sammanfattning—Nya teknologiska framsteg har gett upphov
till transformationer som Industri 4.0, Supply Chain 4.0 och
nya sätt för organisationer att använda tjänster för att möta
människors behov. Från denna föränding har fokus hamnat
på tjänsteupphandling för att möta efterfrågan på allt från
molntjänster och informationsteknologi till mjukvarulösningar
som stödjer operationer eller skapar värde för slutkunder.
Upphandling är en väsentlig del av organisationer och utgör
oftast en stor del av deras kostnader. Att mäta besparingar är ett
av de primära sätten att driva kostnadsreducering och prestanda.

Detta arbete utforskar hur besparingar kan definieras och
mätas på ett förenande sätt och undersöker om maskininlärning
kan användas för att predicera tjänsteinköpskostnader.
Semistrukturerade intervjuer hölls för att hitta definitioner och
mått. Tre maskininlärningsmodeller, XGBoost, LightGMB och
CatBoost utvärderades för att studera kostnadsprediktion.

XGBoost presterade bäst med MAPE 14,17%, jämfört med
basmodellens MAPE på 40,24%. Detta tyder på att bud-
getsättning och förhandling kan stödjas av maskininlärning
genom att mer precist predicera kostnader, som i sin tur kan
ha en positiv påverkan på en organisations resursallokering och
lönsamhet.

Abstract—Recent technical advances have paved the way for
transformations such as Industry 4.0, Supply Chain 4.0, and
new ways for organizations to utilize services to meet the needs
of people. In the midst of this shift, a focus has been put on
service procurement to meet the demand of everything from cloud
computing and information technology to software solutions
that support operations or add value to the end customer.
Procurement is an integral part of organizations and typically
accounts for a substantial part of their costs. Analyzing savings
is one of the primary ways of measuring cost reduction and
performance.

This paper examines how savings can be defined and measured
in a unifying way, and determine if machine learning can be used
to predict service purchase costs. Semi-structured interviews were
utilized to find definitions and measurements. Three decision-tree
ensemble machine learning models, XGBoost, LightGBM, and
CatBoost were evaluated to study cost prediction.

The result indicates that cost reduction and cost avoidance
should be seen as a financial, and a performance measure,
respectively. Spend and capital binding can be controlled by a
budget reallocation system and could be improved further with
machine learning cost prediction.

The best performing model was XGBoost with a MAPE of
14.17%, compared to the base model’s MAPE of 40.24%. This
suggests that budget setting and negotiation can be aided by more
accurately predicting cost through machine learning, and in turn
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have a positive impact on an organization’s resource allocation
and profitability.

Index Terms—Procurement, Service Procurement, Manage-
ment Accounting, Savings, Cost, Regression, Machine Learning,
Gradient Boosting

I. INTRODUCTION

SAVINGS within procurement are used to measure cost
reduction. Out of an organization’s revenue, between 50 to

70 percent is spent on procurement [1], indicating that savings
can have a large impact on an organization’s overall cost
reduction and in turn profit margin. Services contribute circa
65% to the global GDP as of the year 2018 [2], where service
procurement plays an increasingly large role. However, pro-
curement of services is generally more challenging than that of
goods [3]. Services are typically characterized by intangibility,
heterogeneity, perishability, and inseparability [4]. In budget-
driven organizations, a part of managerial accounting is budget
setting. Budgets are tools to control costs and are typically set
in advance, meaning that they are estimates of purchasing costs
of future points in time. There can exist difficulty in setting
accurate budgets, based on the last price paid, especially with
services since many of these purchases are non-recurring, and
have a large change in technical specifications. Inaccurate
budgets can lead to capital binding and overspending when
higher than the actual cost, and costs over budget or possible
quality loss when lower than the actual cost. This, in turn,
yields increased or diminished savings, which can interfere
with cost reduction targets, and poorly capture procurement
performance.

To measure procurement performance, different types of
savings typically exist, and saving definitions vary amongst
companies [5]. If the saving types recognized by procurement
do not reflect budget variances, a misalignment can occur. This
gap is typically prominent in service procurement.

To narrow the gap, this paper seeks to approach this problem
from both sides of the gap, by generating a unifying definition
and measure of what a saving is, and by exploring if machine
learning can be used to more accurately predict costs that can
be used when setting budgets and negotiating.

Research has been published in the field of supply manage-
ment and management control regarding performance mea-
surement of savings. However, to the best of our knowledge,
much of the research covers direct procurement to a greater
extent than indirect procurement. Although much literature
about the service sector and its operations exist, the research
on service procurement and savings appear to be sparse.
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Therefore, this paper seeks to shed light on this topic by
exploring the research questions below.

A. Research Question

This study investigates the following two questions.
- How can saving contributions from indirect procurement

of services be defined and measured?
- Can machine learning be used to improve budgets and

savings by predicting cost in service procurement?

B. Purpose

The purpose of this study is to improve companies’ oppor-
tunities for value creation by increasing profitability through
optimization of resource consumption. This is done by provid-
ing insights into how savings can be captured from indirect
procurement (IDP) of services in medium to large organi-
zations and companies. The goal is to identify a savings
definition, within IDP, that is congruent with finance, and
a way to measure savings, which reduces cost and capital
binding. Additionally, this paper will look at how budgets,
and therefore savings, can be improved with machine learning
cost prediction. This could have a substantial impact on cost
reduction and resource allocation, which in turn can yield more
profitable and efficient companies.

C. Company Interest

This research is carried out in collaboration with Volvo
Car Group (Volvo Cars). Volvo Cars is owned by Zhejiang
Geely Holding and operate in the premium car segment of the
automobile industry.

The company has currently several performance measure-
ments for savings within their IDP department. Volvo Cars
IDP has identified the need to introduce a clear definition of
procurement savings, as well as a unifying measurement that
accurately captures the savings from IDP and is recognized
by managers and controllers.

In doing so, Volvo Cars seek to, besides and as a result of
clarifying how they should define and measure savings, gain
better insight into their performance, obtain high-precision and
systematic methods upon which procurement data analysis
is conducted, and further identify saving opportunities. This
research is expected to result in a definition of savings,
specifically within IDP, a measurement method that captures
them, and analyze if machine learning can be used for bet-
ter cost predictions, in accordance with the formerly stated
requirements.

D. Scientific Relevancy and Expected Results

The research topic in this study is considered to be of
scientific interest as it aspires to result in new findings that
can, in turn, be utilized by companies that want to optimize
their operations. Possible effects are more insightful resource
management, improved cost reduction, reduced capital bind-
ing, better-informed decisions, and increased profitability.

The expected results are firstly obtaining a clear definition of
what constitutes a saving, that is compatible with management

control. Secondly, a way to measure these savings, that is able
to reduce cost and capture procurement performance is desired.
Finally, a predictive model that can be used to make more
informed decisions in budget setting and negotiation, which
can result in more accurate and larger savings, is expected.

E. Limitations and Delimitations

The data set used only covers company-internal information
and does not include any features of external attributes. For
instance, when regarding savings, it can be of interest to use
market indices as a benchmark. Furthermore, there are often
delimitations, to some degree, that appear when conducting
a literature study. For instance, there may exist a trade-off
between the amount of information gathered and its relevancy
and representativity. Additionally, as this thesis has arisen
due to the common difficulties in practically approaching it,
one cannot necessarily rely on finding solutions from solely
empirical observations.

As for delimitations, this study investigates savings within
service procurement only, and furthermore, only treats non-
recurring purchases. Another delimitation is that only machine
learning will be compared to the current approach to predict
costs to analyze savings. Any methods outside the machine
learning framework will not be used, and in turn, only gradient
boosting methods will be applied.

F. Social and Ethical Aspects

Improved resource allocation can yield increased profitabil-
ity. More sizable profits can allow the company or organization
to focus on providing more value to society through ways
such as increased sustainability, quality, or additional benefits.
Alternatively, increased profitability could also be utilized
without having a large societal impact and could in fact be
used to have a negative effect if used unethically. Therefore,
it is of utmost importance to align research in this paper with
corporate social responsibility.

G. Abbreviations and Acronyms

IDP - Indirect Procurement
MAE - Mean Absolute Error
MAPE - Mean Absolute Percentage Error

II. THEORY

A. Extreme Gradient Boosting (XGBoost)

XGBoost is a machine learning ensemble model based on
decision trees, that uses gradient boosting. XGBoost is used
for supervised learning, which is the machine learning task
of training a model to correctly map inputs to outputs. The
algorithm performs regression or classification by combining
the inputs from a set of trees.

Gradient boosting is a class of ensemble methods that
sequentially combines steps such that a step corrects the errors
of the previous one. Specifically, each tree boosts the attributes
that caused prediction errors from the tree before it. Each tree
is evaluated, in terms of its prediction ability, using some loss



3

function. A loss function measures how well a model predicts
an expected outcome.

XGBoost uses trees repeatedly to progressively lower the
loss and finally minimize it. Hence, the model searches for the
steepest direction in which the loss decreases. For any step i,
this is mathematically computed as the negative derivative of
the loss function at that step with respect to the output of the
previous step, as follows.

−δ L(yi, ŷi)

δ ˆyi−1
(1)

This term is called the weak learner (at step i). The ensemble
at any step i equals the ensemble at the previous step added
to the weak learner at step i multiplied by the learning rate.

ŷi = ˆyi−1 − λ
δ L(yi, ŷi)

δ ˆyi−1
(2)

The learning rate is optimally chosen such that it neither
goes too far in the wrong direction nor is too low. The reason
is to avoid not finding the steepest direction of the loss function
or greatly increase the time by which the model converges to
the correct answer, respectively.

XGBoost has become increasingly popular. The algorithm
has high speed and performance. However, as often is the
case with high-capacity algorithms, XGBoost can also quickly
result in overfitting [6]. Overfitting describes the potential
modeling error caused by a model being too adapted to training
data and therefore predicts unseen data poorly. The model can
be evaluated in terms of how well it serves its purpose by
measuring the accuracy by which it functions as a forecasting
system. The prediction accuracy measurements used in this
study are described in separate subsections.

B. Light Gradient Boosting Machine (LightGBM)

LightGBM is a decision-tree-based gradient boosting ma-
chine learning framework. The two techniques of Gradient-
based One Side Sampling (GOSS) and Exclusive Feature
Bundling (EFB) that LightGBM uses form its characteristics
and make it efficient. Specifically, LightGBM uses these tech-
niques to downsample data and features, so that the complexity
of the histogram-based algorithms, that is commonly used in
gradient boosting decision trees, is reduced.

GOSS is a sampling method in which downsampling is done
with respect to gradients. Data instances with small gradients
have small training errors and are well trained, whereas large
gradients indicate undertrained instances. Instances with larger
gradients add more to the information gain than instances
of smaller gradients does. At the same time, only retaining
instances with large gradients lead to a non-representative
data distribution. And so, GOSS keeps instances with large
gradients and performs random sampling of instances with
small gradients. This results in higher accuracy compared to
uniformly random sampling.

EFB is an algorithm that reduces the number of features
in data. Features rarely take non-zero values concurrently in
sparse feature spaces. EFB is a next to lossless approach
to reducing the number of features, by bundling mutually

exclusive features. As the dimensionality hence decreases, the
efficiency and speed are improved without compromising on
accuracy.

The main difference between LightGBM and XGBoost
(see subsection A) is how decision trees are applied to the
model. While XGBoost, alike other algorithms, grow trees
horizontally, LightGBM grow trees vertically, meaning trees
are split level-wise in the former, and leaf-wise in the latter. As
LightGBM selects to grow the leaf with the highest loss, it can
decrease loss more than level-wise algorithms when growing
the same leaf.

LightGBM is highly efficient in terms of memory usage,
speed, and accuracy. However, if not used correctly, it may
instead be disadvantageous. While LightGBM is suitable for
the large data sets that much of modern tasks carry, the
algorithm is highly sensitive to overfitting when applied on
smaller data sets [7].

C. Categorical Boosting (CatBoost)
CatBoost is a gradient boosting algorithm that utilizes

ordered boosting and is used for classification and regression.
Unlike other gradient boosting algorithms, CatBoost automat-
ically manages the categorical features that commonly exist
in data sets. Categorical features, in machine learning, are
features that take a limited, and normally fixed, set of possible
values. Machines cannot interpret categorical data and so it is
necessary to represent such data numerically.

However, some categorical data cannot logically be trans-
lated to numbers. This is the case with for instance nominal
data, which is a type of data that has no quantitative value and
that can neither be ordered nor measured. CatBoost handles
this using a method called Target Based Statics (TBS). This
method essentially means that for every nominal variable,
a value is assigned for each of its categories. Specifically,
CatBoost implements a type of TBS called Ordered TBS.
Ordered TBS is based on the assumption that history repeats
itself and the introduction of ’artificial time’. Given an artificial
timeline in which each instance is ordered one after another,
the following steps are repeated several times: For each focal
row, only the rows before it in the artificial timeline are
randomized and used to calculate its target statistics [8].

D. Mean Absolute Error (MAE)
MAE is used to measure the error in a model, and mathe-

matically equals the average of all absolute errors. Given a real
value y, a predicted value ŷ, and n errors, MAE is calculated
as follows [9].

MAE = L(y, ŷ) =
1

n

n∑
i=1

|ŷi − yi| (3)

E. Mean Absolute Percentage Error (MAPE)
MAPE is a prediction accuracy measurement. Given a real

value y, a predicted value ŷ, n points, and ε as a number close
to 0, MAPE is given by the following equation [9].

MAPE =
100

n

n∑
i=1

∣∣∣∣yi − ŷiyi + ε

∣∣∣∣ (4)
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F. Coefficient of Determination: R-squared

R-squared (R2) is a statistical measure that captures the
fraction of variance for a dependent variable that is explained
by the independent variable(s) in regression models. The R-
squared value of a model equals the square of the correlation
of that model. While correlation measures the relationship
between two variables with respect to direction and strength
and has the range -1 to 1, R-squared measures how close data
fit the regression line and has the range 0 to 1. R-squared
indicates how well the regression line predicts actual values.
Generally, the closer R-squared is to 1, the better the regression
prediction fits the data.

A common mathematical definition of R-squared is the
following:

R2 = 1− RSS

TSS
(5)

where RSS is the residual sum of squares and TSS is the total
sum of squares. Given n data points, y1, y2, ..., yn, each with
an associated predicted value f1, f2, ..., fn, these two types of
sums of squares are calculated as follows.

RSS =
∑
i

(yi − fi)2 =
∑
i

e2i (6)

where e is the residual, defined as the difference between the
data point and its correspond predicted value [10].

TSS =
∑
i

(yi − ȳ)2 (7)

where ȳ equals the mean of all data points yi.

III. PREVIOUS STUDIES

The literature search shows that not much research has
been conducted on the topic that this study investigates.
Nonetheless, the literature study gives some theoretical in-
sights. Additionally, empirical observations have been made,
further providing a base to build knowledge upon. Altogether,
these findings serve to obtain increased knowledge about the
topic and find different perspectives. Findings from previous
studies are covered in this section, and empirical findings are
presented in the next one.

A. Saving Definition and Measurement

Although there appears to be a lack of information about
how to define and measure savings, the commonly recognized
definitions, and measurements, as observed through this study,
have been concluded in the following.

There are several saving types identified in the literature, of
which some appear more frequently. A common distinction
between savings is that between cost reduction and cost
avoidance, each defined as follows.

Cost Reduction: ”[...] purchase price reduced from the
last price paid” [5]

Cost Avoidance: “[...] difference between the price paid

and a higher price that might have been paid, had purchasing
not obtained a lower price” [5]. The definition of cost
avoidance can also include the “[...] expression of securing
an unchanged cost level at increasing market prices” [11].

In [5], the author claims that there is no general definition
of procurement savings and that definitions vary amongst
companies. This perspective is also presented in [11].

Moreover, performance measurements tend to be based
on the degree of recurrence and the comparability of the
purchases.

Recurring Spend: “[...] a previous price is always available
[...]” [12].

Non-recurring Spend: [...] no previous price is available,
another reference point has to be created artificially [...]” [12]
and “[...] reference points: market index, reference units, or
quotations, in this order of prioritisation [...]” [12].

Service procurement often falls into non-recurrent purchases
since the comparability of purchases is low, due to differences
in purchase specifications.

In [11], the author suggests savings of purchased services be
measured through a method called Price Quotation Method, in
which the order placement value is subtracted from the average
of best offers commercially and technically revived.

Moreover, a notable study has been made on the perfor-
mance measurement of procurement and its industrial use
[12]. The study found that 59%, of companies participating
in the study, fully consider reduced prices as savings, and 3%
completely disagree, compared to 7% versus 38% for avoided
costs, and 9% versus 19% for additional benefits. This shows
that it is predominantly price reductions that are considered
as savings. Identified among some of the study participants,
the author also highlights a ”pot”-concept, in which savings
are cut from the budget and the capital reallocated. Baseline
priority for recurring and non-recurring purchases is described.
Savings reporting timeline is also discussed, where [12] found
that savings should be reported for the first twelve months due
to budgetary cycles.

B. Prediction

A cost reduction is typically the result of a cost subtracted
from the budget baseline. Depending on the point in time, cost
prediction can be used to either set a budget or predict contract
cost for negotiation. To make the prediction more generally
applicable, regardless of baseline, and to work with budget
setting, this study will focus on predicting cost. Nevertheless,
if a certain saving type is defined as the difference between
a baseline and cost, then subtracting the predicted cost from
chosen baseline, will yield the predicted saving.

In [13], the authors argue that regression analysis is the most
common technique when data is available, and further regards
neural networks as a model to estimate costs. When the data
set is not applicable, the author proposes that neural networks
have an advantage, over conventional regression modeling, of
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being capable to identify hidden relationships in data, making
it a better predictor of costs. Despite their strengths, the authors
imply that artificial intelligence lacks usefulness in practical
applications because of its black-box properties.

The authors in [14], describes the wide range of ensemble
methods’ applications and mention that XGBoost has been
consistently placing high in machine learning competitions and
display reliable and efficient results. The result of the study
was that CatBoost had the highest accuracy, LightGMB was
the fastest, and XGBoost placed second in accuracy and speed.

Other cost modeling techniques, primarily applied to the
area of services, are approached in [15]. The authors state that
companies generally lack knowledge of the cost of services
and discuss estimation techniques. Some approaches discussed
are ABC, top-down costing, bottom-up costing, analogy-based
estimations, and extrapolation based on experts’ opinions.

As a summary of cost prediction modeling, the authors
provide a guideline upon which choice of model can be based.
This choice should depend on the purpose of conducting cost
estimations, classification and complexity of the service, de-
sired precision, and available data. The authors then conclude
that combining methods is a better option than using single
ones. The majority of techniques are based on historical data,
however, it is also of importance to regard the opinions of
experts when computing service costs, the authors emphasize.

In addition to cost prediction, prediction techniques, overall
or of some other variable than cost, are covered by a large
number of studies. Since this paper applies gradient boost-
ing algorithms as prediction models, due to their increased
popularity as prediction models, it is relevant to review their
functionalities and capabilities as forecasting techniques.

For instance, [16] uses gradient boosting methods in an
attempt to improve the prediction of travel time. The authors
discuss some of their advantages over other prediction models
but also highlight some of their issues.

Although gradient boosting minimized prediction errors
with added trees, overfitting becomes a bigger risk as small
data fluctuations become more apparent with increased itera-
tions. The authors suggest that overfitting can be prevented by
controlling the number of iterations. However, that is not the
only variable that the authors consider needs controlling. Given
a fixed number of iterations, the training risk tends to be higher
with smaller learning rates. In this trade-off, a small learning
rate and a large number of iterations are optimal, the authors
suggest. Tree complexity, that is the number of nodes in a tree,
is another parameter that needs to be optimized which can
harm the algorithm’s performance under the assumption that
each iteration is the last, increasing computation complexity.
And so, to prevent this, the authors suggest that all trees should
be of the same size [16].

IV. EMPIRICAL FINDINGS

Besides theoretical research, interviews have been held
with different companies in which the interviewee has been
asked how saving contributions are defined and measured at
the corresponding company. Additionally, interviews found
in the literature have been examined for the same purpose.

The findings have been concluded in the following. For the
entire observation, see appendix B, in which the latter three
observations (E,F,G) are found in [11].

The empirical findings reveal that there are several different
types of savings, of which some appear more frequently
amongst the companies observed. Cost avoidance and cost
reduction appear in more than one company, and the somewhat
similar, and in some cases interchangeable, hard saving and
soft saving are also recognized. However, one issue found
is that the scope of cost reduction as a local performance
measure of a saving is small. Furthermore, abstract types of
savings are also common. An example of such a saving type
regards added value given a fixed price. There are also a
number of saving types that, amongst the companies observed,
appear only once. Such examples are savings resulting from
improved cash usage, savings resulting from budget variances,
and savings that arise in the design of some product. Moreover,
several of the companies face, to some degree, the formerly
stated challenges with service procurement.

V. METHOD

The study has been conducted in two, although overlapping,
individual parts. The first part deals with exploring saving
definitions and measurements and is mainly investigated by
literature and empirical research. The second part of this study
covers prediction and is primarily explored using machine
learning techniques. A more detailed method description is
given next.

A. Defining and Measuring Savings

1) A literature study was conducted. Information connected
to the thesis was collected and the practical approach to
the research topic was compared to that of the theoretical
findings in the literature study.

2) Empirical Findings - Weekly meetings were held with
supervisors and employees with different roles from
Volvo Cars. Additionally, interviews were conducted
with several external companies.

B. Prediction

Savings are typically a function of baseline and cost. The
baseline can vary and is usually in itself a prediction, hence
this paper focuses on predicting the cost part of the savings
formula for a broader application.

1) Data: The data consisted of two data sets. The first
data set (data set A) covers costs with 208,627 instances, ten
features, and one target. The second data set (data set B) holds
savings data with 1,675 instances, two features, and one target.
Details about the data can be found in appendix A. Data set
B was solely used for the base model, therefore data set A
will be referred to as the data set in this paper if not explicitly
stated otherwise.

2) Data Preprocessing:
- Strings joined with numeric values, erroneous inputs, and

unexpected symbols were removed from the data set.
- Data types were checked feature-wise and converted to

either a categorical or numerical data type.
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- To generate unique identification numbers, instances with
the same identification number were aggregated on pur-
chase order level and summed on purchase value, making
recurring and non-recurring purchases more similar.

- Sparse features were removed, leaving only fully popu-
lated features.

- Data set A was joined with savings data to generate data
set B for the base model.

- For the model XGBoost, the categorical features were
encoded with ordinal encoding, while the categorical
features were kept for the other two models since both
models can work with categorical data.

3) Base Model: The base model was created from historic
budget estimates from data set B, using actual cost as the
target. This is based on the assumption that the budget is a
prediction of cost, where the budget owner’s aim is to set the
budget as close to the predicted cost as possible, to restrain
spend and minimize capital binding rather than using it as a
maximum limit for some project.

4) Model Training: The data set was split with Scikit-learn
train test split module such that 80% of the data was used
as training data and the remaining 20% as test data. Three
machine learning algorithms were utilized. These algorithms,
XGBoost, LightGBM, and CatBoost, are described under the
Theory section in this paper. The models were hyperparameter
tuned on important parameters with grid search and 5-fold
cross-evaluation on the training data. The models were scored
on MAE. Parameters such as the number of estimators, tree
depth, child weight, subsample, colsample (column sample),
and learning rate were tuned. The first three and the last two
parameters were tuned together. The parameters were adjusted
based on the round with the best MAE.

5) Evaluation: The models were trained on the test data
features with MAE scoring and evaluated against the test
labels. The MAE, MAPE, and R2 were calculated with Scikit-
learn for each model and contrasted against the base model in
table III. These measures are described under Theory.

VI. RESULTS

The results for defining and measuring savings will be
presented separately from those of prediction. Because of the
nature of the former topic, the results will, to some degree,
be presented in the form of a discussion. Regarding the latter,
only data is presented under this section, and analysis of it is
covered under the Discussion section.

A. Defining Savings

As observed in Previous Studies, there is no general
savings definition found from the literary search. In practice,
the savings definition varies depending on the company,
as observed in the section Empirical Findings. However, a
general pattern can be observed from the interviews and the
literature. A saving is recognized as a reduction of a metric
in relation to a baseline. The same goes for recurring and
non-recurring purchases, where there are slight variations in
the definition. Therefore, this paper will attempt to define
recurring and non-recurring purchases and a general savings

definition, encompassing both purchases of goods and
services.

Recurring purchase: A purchase with the last price paid
available and predictable variance in cost and specification

Non-recurring purchase: A purchase with no last price
paid available and/ or unpredictable variance in cost and
specification.

Fig. 1. The realization of savings in the procurement process, visualizing
the result of how to measure cost reduction and cost avoidance, as mentioned
below.

This research has found that many services fall into non-
recurring purchases, mostly due to their variance in the specifi-
cation or being new purchases. Through this, a general savings
definition can be found, as the following [12].

S = B − P ± Cf (8)

Where S is saving, B is baseline, P is price, Cf is
contingency factor.

The baseline in the formula will in turn depend on which
category the purchase falls into and the information available.
Given some purchase and one or more baselines from which
its saving contribution can be measured, what baseline will be
used for this calculation depends on its order in the priority
list, as explained next.

B. Measuring Savings

According to [12], there are four baselines/ reference points
in descending order of priority:

1) Last price paid/ previous price (Recurring)
2) Market Index (Non-recurring)
3) Reference Unit (Non-recurring)
4) Quotations (Non-recurring)

In budget-driven companies with a budget cycle of a year,
quotations are not generally possible since they only can be
accessed at a future point in time. In practice, a market index
and reference unit are many times not available for non-
recurrent purchases such as services. Therefore, the baseline
typically becomes the last price paid, if such exist, or allocated
budget otherwise.

This paper defines what is typically known in the literature
as cost reduction or ”hard” saving for recurring and non-
recurring purchases as:
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Cost reduction: A financial saving with direct impact
on the income statement from a reduction in cost compared
to the last price paid, allocated budget or reference unit
plus/minus contingency factors for the first twelve months.

Therefore, cost reduction corresponds to equation 8, where
B is the last price paid, or allocated budget, as displayed in
Figure 1.

The time frame and contingency factor concept are inspired
by concepts found in literature [12]. The author argues that
the most realistic way of reporting savings is by dividing the
total realized saving by the contract term in years, and then
report that at the end of the twelve months, along with any
contingency factors. A contingency factor is any unexpected
cost or saving incurred during the same time period. This way,
the savings reporting aligns with the budget cycle without
distorting the procurement’s efforts through discounting or
compounding of savings.

One major limitation discovered from the interviews is,
however, the narrow scope of cost-reduction as a local per-
formance measure of a saving. If the market price or quotes
of a purchase is above the budget baseline, the performance
of negotiation to get the price below the budget baseline is
not captured. This can be the case with, especially, service
purchases that sometimes tend to increase in market price.

This leads to the introduction of the second measure
identified from the interviews and literature [17][5][11]. The
paper defines what is typically known in the literature as cost
avoidance or ”soft” saving for recurring and non-recurring
purchases as:

Cost avoidance: A procurement performance measure
with indirect impact on the income statement from a
reduction in cost compared to the market value of a purchase
based on a market index, or quotations as a baseline.

Hence, cost avoidance matches equation 8, where B is
the market index, reference unit, or quotations, as shown in
Figure 1.

This saving is reported after the last quote or final price is
reached. This paper has found, from empirical observations
within finance and procurement functions, that cost avoidance
should be seen purely as a local performance measure for
procurement, and a clear distinction should be made between
that and cost reduction because it does not impact the income
statement directly.

In regards to quotation baseline, [11] suggests taking an
average of the best quotes commercially and technically re-
viewed while [12] suggests taking the best quotation. Similar
approaches were found from the interviews. To reduce the
effects of subjectivity in choosing the best quote and also
compensating for variance, this paper suggests the baseline
to be calculated as:

Quotation baseline = AV G(Best first round quotes)
(9)

Where the best first round-quotes are determined by the

supplies having moved on to the second round.

Fig. 2. An account structure for the reallocation account, tracking on cost
center level and governed by a reallocation team.

1) Budget Reallocation System: From the empirical study
and based on Anna Quitt’s findings in [12], budget reallocation
has been identified in practice and this paper has attempted to
further develop and concertize this process.

Fig. 3. An account structure for the reallocation account, tracking on cost
center level and governed by a reallocation team.

Fig. 4. The continuous process of the budget reallocation system.

The concept is based on one or several reallocation ac-
counts, depending on the size and structure of the organization.
An organization can have one account for each controlling
area.

The criterion for a saving to get booked into the account
is that the budget of the purchase is over a set threshold.
This varies depending on the organization and is meant to
alleviate the administrative burden. If the threshold is met, a
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percentage of the savings amount is cut from the budget. This
percentage is based on how much flexibility the organization
wants to leave in the purchase and can decrease capital
requests of smaller amounts from unexpected costs throughout
the contract term.

If an unexpected cost is identified throughout the contract
term, a request for a budget increase can be sent to the central
account and if the request is granted, the budget is increased.

The balance of the central account is tracked on the cost
center top-level. The account is governed by a cross-functional
reallocation team consisting of a procurement controller, stake-
holder controller, and central finance. A decision is made
quarterly regarding what savings from the central account
balance should be frozen and therefore not spent or reallocated
to cost requests made from cost centers throughout the quarter.
At the end of the fiscal year, the capital decided to be
reallocated moves over to the next fiscal year.

C. Predicting Savings

TABLE I
MODEL RESULTS

Model Name MAE (SEK) MAPE (%) R2

Base Model 1,065,122 40.24 0.70
XGBoost 59,274 14.17 0.87

LightGBM 49,817 19.30 0.74
CatBoost 70,213 22.32 0.50
Table displaying the performance of different ma-

chine learning algorithms.

Fig. 5. Chart displaying feature importance when predicting cost with
machine learning, in this case, XGBoost.

VII. DISCUSSION

A. Saving Definition and Measurement

The literature study and empirical observations reveal
that there is no common way to conceptualize savings. The
savings concept is approached differently depending on the
interpreter. Even within a singular organization, there are
debates in terms of whether a certain outcome is a saving
or how large a certain saving is, so it is not surprising that
there exists disagreement between different organizations or
different sources of literature. Nonetheless, this paper has
aimed to provide some clarity regarding this.

How can saving contributions from indirect procurement of
services be defined and measured?

This paper, building on previous literary works and
empirical findings, attempts to define cost reduction and
cost avoidance in an effort to increase compatibility with
management accounting. Apart from the clear formulas in
the result, the findings suggest that cost reduction should
be reported as a financial saving and be a budget variance
tracking contingency factors for twelve months while cost
avoidance should be regarded as a local performance measure
with a baseline that is the average of best first-round quotes.
However, the budget baseline’s inability to control spend and
the cost reduction measure’s limited scope for visualizing
procurement performance should not be overlooked and it
would be beneficial to dynamically be able to adjust the
budget baseline displayed in Figure 4. Therefore, this paper
suggests, based on [12] findings, that a budget reallocation
account, controlled by a cross-functional team that can
distribute the savings across cost centers, can be beneficial.
The system can be advantageous in reducing spend by
removing reported saving from the budget, once identified,
and, in turn, capture more of the procurement’s performance
in spend reduction, as well as allowing for capital to be
more efficiently allocated. This concept could pave the way
for a more dynamic way of managing resources within the
organization.

This study’s findings suggest, that although the last price
paid is typically not advised as a baseline for non-recurring
spend, it can be seen used in practice due to the limitations of
the budgetary cycle in certain companies. The results of the
baseline model in Table 1 point to a large average discrep-
ancy (MAPE 40.24) between the budget and the final quote.
This could be due to difficulty in predicting procurement
performance, the market value of the purchase order, or both.
Regardless of the cause, the empirical findings suggest that
the variance in the budget baseline may cause budget gaming
and in turn diminishing savings.

B. Prediction

Three machine learning models were evaluated against
the base model. XGBoost gave the best MAPE and R2

performance while LightGBM had the lowest MAE.

Can machine learning be used to improve budgets and
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savings by predicting cost in service procurement?

Comparing XGBoost with the base model indicates that
by utilizing XGBoost as a model for cost prediction, the
budget baseline could in theory potentially be cut by 26
percentage units on average, per service purchase. What the
cut in spend could be is hard to tell without implementation
but could possibly have a large impact on an organization’s
spend on services.

The value of predicting the cost of a purchase order and,
in turn, saving, is the ability to set better budget baselines,
resulting in lower spend, and to aid negotiation by predicting
the final quote before going into a negotiation. The feature
importance results in Figure 5 suggests that factors such as
quantity and stakeholder have a large impact on predicting
costs, which could be seen as outside of procurement’s control.
This highlights the limitation of cost reduction as a measure
for performance but also the need for an improved baseline
setting. However, supplier and buyer rank high as well, pos-
sibly emphasizing procurement’s impact.

In parallel, the results of an experiment generally depend on
the data set used. For instance, LightGBM works better with
large data sets, and so, if the data set used had been larger,
perhaps LightGBM had performed better. This indicates the
difficulty in directly applying the results of a study, such as
this one, to a practical application.

And so, although machine learning models have proven
to be accurate estimators of real values, knowledge about
statistics and data is normally required to obtain such pre-
dictors, as observed in [16]. The fact that certain parameters
must be optimized in order to prevent a model with poor
generalization ability, indicates that simply using machine
learning as a prediction method may not give an accurate
prediction. Knowledge about characteristics, as mentioned in
[16], is important, and likewise is the understanding of how
to manage these characteristics.

Furthermore, this study aims to compare the current ap-
proach of managing savings to a machine learning one, rather
than weighing different algorithms against each other. The
literature study reveals that there are many other machine
learning methods used for prediction. While this study imple-
ments three gradient boosting models, due to their increased
popularity as predictors, another option is to use different
types of machine learning techniques. While this increases
the number of parameters that differ amongst the models, and
that must be accounted for when drawing conclusions, using
a more diverse selection of methods could represent machine
learning as an entire set of frameworks better than using a
subset of it including methods similar to each other. Therefore,
this paper does not investigate the question of which very
model is the best for the purpose, which in turn can be an
interesting further research topic given the findings of this
paper. However, out of the several literature sources that this
study has investigated, all of them have admitted the benefits of
machine learning algorithms for such purposes and in general,
gradient boosted decision trees tend to be top performers.

At the same time, when reviewing the findings of a study,
there are a few things that should be kept in mind. First,

different methods are suitable for different situations. Second,
although machine learning can outperform non-data-driven
prediction methods, there are criteria that must be fulfilled
for the machine learning algorithm to be reliable. Third, the
characteristics of the data set used are important to consider.
Such parameters are its size, if it is representative of what the
model is to generalize, how balanced it is, and so on. Forth,
the very same model can be tuned, implemented, and used
differently.

This indicates that the results of one study cannot directly
be applied to some similar task as that of the study, without
accounting for data and suitable parameters. Nevertheless, the
concepts can still be used and the general pattern that machine
learning functions well as a prediction method remains. This
is especially helpful with complex phenomenons that cannot
easily be described with mathematical equations since pre-
diction accuracy relies on the ability to extract information
and patterns from data. This can be used to argue why the
machine learning methods performed better than the base
model, according to the results of this paper.

As this study has identified, while there are opportunities
with machine learning techniques, there are also risks. Poor
data selection can cause overfitting, non-optimal parameters
can harm performance, and results, conclusions, and other
model outputs may not be accurate if there were any defects in
the input or the algorithm itself. In addition to this, there are
often trade-offs between some variables, such as computation
cost and accuracy.

Furthermore, although accuracy is an important indicator
of the usefulness of a model, it is not sufficient to consider
accuracy alone. Specifically, configurability and explanatory
value should be regarded as well, as observed by [18]. The
authors make another important reflection. They state that a
certain model must be considered within the context of their
interaction with its end-user, so as to evaluate its practical
functionality. While this study seeks to weigh the current
saving approach with a machine learning one, it has not aimed
to actually implement such a model. For the potential further
research question aiming to do so, it is suggested that the
end-user is considered.

One of the initially presumed practical challenges with the
savings concept was its exposure to subjectivity and lack of
data. In this very study, the rather objective machine learning
approach proved to outperform the base model. [18] conclude,
in contrast to some studies and alike others, that subjectivity
can be useful in prediction purposes. Specifically, the authors
propose that engaging the end-user is valuable so as to make
sure that the prediction system fulfills some requirements, and
to avoid situations where the end-user does not use the model.
The observation that opinions can be necessary for prediction
purposes is a contrast against the idea of opinions reduces the
credibility of a model.

C. Further Research

As this study reveals that identified issues with the current
approach of managing savings, such as subjectivity and vari-
ations, can be reduced, through this savings can be captured,
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by moving towards a data-driven approach, an interesting
further research question could be to analyze different machine
learning algorithms and their abilities to predict cost and
savings. It would also be interesting to research if a fully
autonomous budget setting and reallocation system would be
possible.

Further, this study focuses primarily on savings from pro-
curement of services. Given the limited amount of research
conducted within service procurement, opportunities for fur-
ther research are available, especially on the reallocation of
savings in practice and on the impact of machine learning
prediction on spend reduction.

Finally, while this study has attempted to examine if ma-
chine learning models have the potential to predict cost and
thereby savings better than the currently applied methods, the
models used have generated single-point estimates. A further
research topic could be to examine probabilistic estimations
to review how possible it is that some saving equals a certain
value or is within a confidence interval.

VIII. CONCLUSION

This paper has explored how savings within indirect pro-
curement of services can be defined, measured, and predicted.
The findings suggest that to use savings as an effective tool to
control spend, the definition of a saving needs to be clear, and
aligned with management accounting. In budget-driven orga-
nizations, this can be done by clearly distinguishing between
cost reduction as a financial measure and cost avoidance as
a procurement performance measure, since the former has a
direct impact on the bottom line, while the latter does not.
Cost reduction saving should be linearly distributed over the
contract term and only the first year from the contract term
start date should be counted as a saving to align with the
budget cycle.

Service purchases are often of the non-recurring type, yet
this paper found that, in practice, the budget baseline is
in general based on the last price paid, regardless of the
purchase type. This is normally because budgets tend to be
set in advance, on an aggregate level, and cannot easily
adapt to baselines suggested in the literature for non-recurring
purchases, since setting the baselines typically need access to
information directly available at the start of a negotiation. This
can lead to poorly fitted budgets for non-recurring purchases,
which in turn can increase overspend and capital binding.
Furthermore, the empirical research indicates that reported
savings that were not taken out of the budget at times were
spent before the end of the measurement period. A solution,
as found by this paper, is to control savings with a budget
reallocation account, by cutting savings from the budget, and
predicting cost with machine learning.

Prediction of cost with the use of machine learning yielded
positive results compared to the baseline and suggests that
budget setting error could in theory be improved with 26
percentage units when using the best performing model in
this paper, XGBoost. When looking at the features, apart from
quantity as one may assume to have a large impact on cost
prediction, what seems to have the largest importance is who

made the purchase order, what was purchased, and from what
supplier.

To conclude, this paper has introduced a clear savings
definition and a way to measure and predict cost to control
spend and accurately reflect savings, with the aim to improve
profitability for organizations and potentially allow for more
possibilities to add value to society. This paper contributes
to the lacking research on service procurement savings and
provides a framework from which increased knowledge can
be gained. The findings can potentially have a substantial on
companies’ and organizations’ profitability which can increase
companies’ opportunity to add value to society.
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APPENDIX

Appendix A

TABLE II
DATA SET ONE

Column Name Type Description Datatype
PO Number NA Unique identifying number. Only used for joining data sets. Numerical

Group Feature Group of the purchase. Categorical
Buyer Feature Code of the responsible buyer. Numerical
Site Feature Geographical location of the purchase. Categorical

Source System Category (Low Commodity Code) Feature Low level code of the purchase. Categorical
Supplier Feature Supplier involved in the purchase. Categorical

Cost Center Feature Cost center involved in the purchase. Categorical
Management Org (Legal Entity) Feature Name of the legal entity. Categorical

Requisitioner Feature Stakeholder responsible for the order. Categorical
Purchase Order Type Name Feature Name of purchase order type. Categorical

PO Quantity (Global) Feature Quantity of the purchase in various units. Numerical
PO Amount (Global) SEK Target Total amount of the order in Swedish Crown (SEK). Numerical

TABLE III
DATA SET TWO

Column Name Type Description Datatype
PO Number NA Unique identifying number. Only used for joining data sets. Numerical

Group Feature Group of the purchase. Categorical
Buyer Feature Code of the responsible buyer. Numerical
Site Feature Geographical location of the purchase. Categorical

Source System Category (Low Commodity Code) Feature Low level code of the purchase. Categorical
Supplier Feature Supplier involved in the purchase. Categorical

Cost Center Feature Cost center involved in the purchase. Categorical
Management Org (Legal Entity) Feature Name of the legal entity. Categorical

Requisitioner Feature Stakeholder responsible for the order. Categorical
Purchase Order Type Name Feature Name of purchase order type. Categorical

PO Quantity (Global) Feature Quantity of the purchase in various units. Numerical
Budget Feature Budget for purchase order. Numerical

Saving Amount in SEK Feature Amount of reported cost reduction for purchase order. Numerical
PO Amount (Global) SEK Target Total amount of the order in Swedish Crown (SEK). Numerical
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Appendix B

Company A recognizes four types of saving measures, as listed in the following.
• Buy Less: Savings resulting from reducing purchasing volume.
• Sustained Buy Less: Savings resulting from maintaining a reduction of purchasing volume over time.
• Buy Cheaper: Savings resulting from a reduction in purchasing price.
• TCO Reduction: Savings resulting from a reduction in total cost of ownership (TCO).

Company B identifies four types of saving measures, as defined next. Additionally, company B uses combinations of the listed
definitions depending on the situation.

• Spot Buy: Savings resulting from a reduction in average first quote spend to last quote spend.
• Price Evolution: Savings resulting from a reduction in spend between years or quotes.
• Supply Demand Optimisation: Savings resulting from optimizing supply and demand given change of specification.
• Direct Revenue: Savings resulting from systematic activities in business such as selling licenses, volume discounts and

consolidation of suppliers.
Company C identifies two types of procurement saving measures and one financial saving measure, as defined next. Additionally,
company C has the financial measure cost saving utilizing total previous cost or approved budget as baseline.

• Cost reduction: Saving resulting in lower price. Rate reductions, specification management, rebates, vendor paid costs,
revenue such as credits. Baseline is either last price paid or allocated budget.

• Cost avoidance: Saving that avoid cost in the future. Negotiating price lower than quote, price protection through delay
or slowing of price increases, value add. Baseline is selected among last price paid, allocated budget, vendor opening bid,
industry published price.

Company D identifies three types of saving measures, as defined in the following.
• Hard Saving: Cost reduction relative to baseline, which is either last paid price or allocated budget.
• Soft Saving: Lowest approved first quote to last quote.
• Other Purchasing Contribution: More value from same amount of money, payment term changes, minimize supplier claim,

penalty/claim from supplier, savings for cancelled projects, TCO savings, impact concept phase.
Company E, Unilever, considers three types of savings.

• Cost Savings: Savings resulting from spending less money than planned.
• Cost Avoidance: Savings resulting from eliminating unnecessary planned costs.
• Cash Generation: Savings resulting from improved cash usage, for instance by optimizing down payments.

Company F, Siemens, applies the following four savings definitions.
• Budget Variance: Savings resulting from actual cost being less than anticipated.
• Measurement Versus Best Offer: Saving resulting from a reduction in costs that are based on a technically adjusted best

offer.
• Framework Agreement Savings: “Savings by means of framework agreements for B or C components [...]”
• Design-to-Cost Savings: Savings that arise in the design of products in which given financial framework constraints are

considered.
Company G, RWE Group, applies the following two savings measures:

• Purchasing Result: “[...] changes in the financial expenditures compared to prior period”
• Purchasing Performance: Lowest offer compared to award price. Comprises services.
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