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Abstract

To meet internationally agreed climate protection targets, a drastic reduction of passenger transport greenhouse gas (GHG) emissions is required. The “Avoid-Shift-Improve”-Approach suggests to meet future transport demand by avoiding unnecessary travel, shifting travel to more environmentally-friendly transport modes and improving the environmental performance of transport modes. Digital applications can contribute to both an increase or a decrease of passenger transport GHG emissions, e.g. by avoiding travel, increasing travel or shifting travel to more GHG-intensive or GHG-efficient transport modes. In view of the large number of digital applications in passenger transport and their uncertain impacts on GHG emissions, the aim of this report is to present a review of (1) digital technologies that are used in passenger transport, (2) applications that are supported by digital technologies and (3) their potential impacts on GHG emissions.

We identified nine central categories of digital technologies that shape passenger transport, namely (mobile) end user devices and apps, telecommunication networks, cloud computing, artificial intelligence and big data, geospatial technologies, digital sensors, computer graphics, automation and robotics and blockchain. These technologies support various applications in passenger transport which can be categorized into digital traveler information systems (e.g. trip planning and booking apps), digital shared mobility services (e.g. car or ride sharing), digitally-enabled transport modes that would not exist without digital technologies (e.g. virtual mobility, taxi drones), digital in-vehicle applications (e.g. automated driving), and digital applications for traffic and infrastructure management (e.g. traffic simulations and mobility pricing).

All described applications can have reducing and increasing effects on GHG emissions. Main levers to reduce GHG emissions are (1) a reduction of number of vehicles produced (e.g. through vehicle sharing), (2) a reduction of total travel distances (e.g. through virtual mobility), (3) an increase in the attractiveness of and shift to more GHG-efficient transport modes (e.g. through multimodal mobility platforms), (4) an increase in the utilization of transport modes and a reduction of vehicle kilometers traveled (e.g. through ride sharing), and (5) an increase in the fuel efficiency of vehicles (e.g. through automated driving systems).

In a real-life setting, the impacts of digital applications depend on the interplay between the applications and their design, existing travel patterns and the policy framework in place. In order put digital applications in passenger transport at the service of climate protection, applications and policies have to be aligned in a way that they promote GHG reducing levers. Otherwise, there is a risk that these applications lead to an increase in GHG emissions, e.g. by inducing additional travel or promoting more GHG-intensive transport modes.

Future research should empirically assess the impacts of digital applications on passenger transport and identify the conditions under which decarbonization potentials will materialize. This will support policy makers and market actors to jointly create conditions under which offering digital applications in passenger transport contributes to a net GHG emission reduction and is economically-feasible.
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1 Introduction

1.1 Background and research aim

Digitalization, the societal change driven by use of information and communication technology (ICT), penetrates almost all economic sectors and domains of everyday life (Bieser & Hilty, 2018; Brennen & Kreiss, 2014). A sector, that is particularly subject to ICT-driven change is passenger transport. Digital technologies and applications impact passenger transport in diverse ways. For example:

- Automated driving systems will fundamentally change the way we use cars in the future (Taiebat et al., 2019).
- Mobility-as-a-Service (MaaS) platforms such as UbiGo or Whim allow to plan and conduct multimodal trips (Kramers et al., 2018).
- Virtual mobility solutions (e.g. video conferences, virtual reality) provide accessibility without physical presence and thereby avoid the need for physical travel (Bieser, Salieri, et al., 2020).
- Digital platforms for car and ride sharing allow us to access transport modes without owning the respective vehicles (Shaheen et al., 2020).

The number and types of digital applications in passenger transport is continuously increasing. For example, the number of mobile app downloads increased from 141 bn in 2016 to 218 bn in 2020 (Statista Research Department, 2021c), with “ride-hail & taxi”, “communication” and “travel booking” being among the fastest growing categories in 2018 (Statista Research Department, 2021a). The global market for intelligent transport systems (ITS) is expected to grow by 12.7% annually between 2015 and 2024 to reach a volume of 54 bn US-$ by 2024 (Intelligent Transport, 2018).

As the transport sector is one of the main contributors to global greenhouse gas (GHG) emissions (Sims et al., 2014), a drastic reduction of passenger transport GHG emissions is required to achieve nationally and internationally agreed climate protection targets such as the Paris Agreement (Paris Agreement, 2015). The “Avoid-Shift-Improve”-Approach\(^1\) suggests to meet future transport demand not by providing additional transport infrastructures but by avoiding unnecessary travel, shifting travel to more environmentally-friendly transport modes and improving the environmental performance of transport modes (United Nations, 2016). Digital applications provide opportunities for avoiding travel (e.g. through video conferencing), shifting travel to more climate-friendly transport modes (e.g. through ride pooling platforms), and improving the GHG-efficiency of transport modes (e.g. by increasing the fuel efficiency of cars through automated driving systems). However, digital applications may also lead to an increase in passenger transport GHG emissions, e.g. if they induce additional travel or lead to a shift to more GHG-intensive transport modes (e.g. if digitally-enabled car sharing replaces public transport, Bieser & Höjer, 2021).

Thus, with the increasing digitalization of passenger transport and the urgent need to reduce passenger transport GHG emissions, a key question is whether and how digital applications can lead to a reduction of passenger transport GHG emissions. For transport decision makers, it is essential to obtain an overview of the state-of-the art in digital applications in passenger transport in order to systematically identify the most promising applications for creating the climate-friendly passenger transport of the future. This is equally important for ICT and transport researchers in order to assess the impact of digitalization on transport systems, e.g. in the form of technology assessments (Banta, 2009).

---

\(^1\) The “Avoid-Shift-Improve”-Approach “was initially developed in the early 1990s in Germany as a way to structure policy measures to reduce the environmental impact of transport” (United Nations, 2016, p. 63).
While some studies have investigated specific digital applications in passenger transport (e.g. Amatuni et al., 2020; Gerte et al., 2018; O’Brien & Yazdani Aliabadi, 2020, 2020; Ringenson et al., 2018), the conceptual relationship between telecommunications and travel (Mokhtarian, 1990, 2002; Mokhtarian et al., 2006; Pawlak et al., 2015), or the GHG impacts of selected applications (e.g. Amatuni et al., 2020; Bieser et al., 2021; O’Brien & Yazdani Aliabadi, 2020), we could not find a comprehensive overview of digital applications in passenger transport and their potential impacts on GHG emissions. The aim of this report is to address this gap by pursuing the following goals:

1. Providing an overview of digital technologies that are used in passenger transport
2. Providing an overview of passenger transport applications that are supported by digital technologies
3. Identifying potential consequences of these applications for passenger transport GHG emissions

This report was created within the scope of the Mistra SAMS program, which is an 8-year research program to investigate how digitally-supported services for accessibility and mobility can contribute to a reduction of GHG emissions by the year 2030. The results provided in this report will guide the selection of possible interventions for a planned living lab in the Botkyrka Municipality, Sweden.

1.2 Limitations

We focus specifically on applications that target everyday mobility needs (e.g. commuting, shopping trips). Applications for occasional and long-distance trips (e.g. holidays), for freight transport (e.g. delivery services), or applications supporting the electrification of passenger transport are out of scope of this report. Also, technologies and applications that provide auxiliary functionalities for another main application are not considered (e.g. vehicle control units). Even though we reviewed a vast amount of literature, further digital technologies and applications that impact passenger transport beyond the ones mentioned in this report exist. It is challenging to identify all existing technologies and applications as they continuously increase in number.

Our discussion of GHG impacts of digital applications does not consider the impacts of producing and operating the ICT hardware and software required for the applications and neither long-term, systemic impacts. Also, the “sustainability of passenger transport” depends on further indicators beyond GHG emissions, which have to be considered in holistic assessments of impacts of digital applications on the “sustainability” of passenger transport. For example, the European Commission (2020) distinguishes 18 core indicators of sustainable urban mobility including environmental indicators (e.g. energy efficiency and GHG emissions), social indicators (e.g. affordability of public transport for the poorest group, accessibility of public transport for mobility-impaired groups, road deaths) and economic indicators (e.g. congestion and delays).

Still, we hope that the overview of digital technologies and applications in passenger transport provided in this report supports transport researchers and decision makers in comparing existing applications and deriving strategies to align the digitalization of mobility with climate protection.

---

2 https://www.sams.kth.se
2 Terminology

This section provides definitions of important terms and concepts used in this report.

Information and communication technology (ICT)

Bieser and Coroamă (2021) define ICTs as the entirety of technologies to sense, store, transmit and process information. We add actuating to the list of ICT capabilities as modern ICT applications often include components to transform data back into physical action via actuators (e.g. with displays or motors in robots, Table 1). Today, all these technologies have become electronic and digital. Thus, any information that can be digitally sensed and/or stored, can also be transmitted and processed (Hilty & Bieser, 2017), and often transferred into physical action via actuators.

<table>
<thead>
<tr>
<th>Capability</th>
<th>Description</th>
<th>Examples</th>
</tr>
</thead>
</table>
| Sensing and actuating    | Capturing information about the condition of objects and the environment and transforming it into digital signals (sensing) or transforming digital signals into physical action (actuating) | - Sensing: LiDAR sensors, GPS sensors, touchscreens  
- Actuating: Motors in robots, displays, virtual reality glasses |
| Storing                  | Storing large volumes of data                                              | - DVDs, hard drives, USB-sticks               |
| Transmitting             | Transmission of data among people and objects over telecommunication networks | - Fixed telecommunication networks  
- Mobile telecommunication networks (e.g. 4G)  
- Low power wide area networks (LPWAN, e.g. Sigfox, Narrowband IoT) |
| Processing               | Manipulating data to produce meaningful information                        | - Analytics software applications  
- Visualization software applications |

Table 1: Capabilities of information and communication technology (ICT).

Digital technologies

Digital technologies is often used as a synonym for digital ICT or technologies that are largely based on digital ICT (IGI Global, n.d.).

Digitization, digitalization, digital transformation

The term digitization describes “the material process of converting analog streams of information into digital bits” (e.g. converting paper-based books into e-books). The term digitalization describes the societal process in which “many domains of social life are restructured around digital communication and media infrastructures” (Brennen & Kreiss, 2014, p. 1). Digital transformation can be used to describe “the transformative changes achieved through digitalization” (Bieser, 2020, p. 23).

Mobility, passenger transport, passenger transport modes and infrastructures

Mobility describes the movement of people. Passenger transport also describes the movement of people and the economic sector whose performance is often measured in passenger kilometers (pkm, FSO, 2020; OECD, 2021). Passenger transport modes are the different means available to people to travel from their origin to their destination such as walking, bikes, scooters, cars, or public transport. Public transport usually refers to a combination of transport modes including buses, commuter trains, metros and trams. Transport infrastructure refers to fixed installations for transport such as railways, roads, bus or railway stations (Hossain, 2019).

Sometimes, passenger transport refers only to motorized transport modes (e.g. car, bus or train, OECD, 2021). However, we consider all transport modes, including non-motorized modes such as walking or biking. Even virtual mobility (e.g. video conferencing) can be considered a transport mode that competes with physical transport modes (Hilty et al., 2004).
Accessibility describes the opportunity to participate in activities (Couclelis, 2000). Accessibility can also be achieved with ICT instead of physical travel (e.g. through video conferencing or remote access to data), often referred to as virtual mobility (Bieser & Hilty, 2018) or travel-free accessibility (Härrskog et al., 2018).

3 Method

We identified digital technologies (3.1) and applications (3.2) that are used in passenger transport and analyzed potential consequences of these applications for passenger transport GHG emissions (3.3).

3.1 Digital technologies in passenger transport

To identify digital technologies we used the overview of information technologies that support mobility by Rodrigue (2020) as a foundation. The overview shows seven information technology categories, namely access devices, geospatial services, connectivity networks, open data exchanges, integrated payments, cloud services, and blockchain. To identify further digital technologies that are not part of this overview, we searched for further scientific and grey literature on Google Scholar and Google using (a combination of) keywords such as "digital technology”, “information and communication technology”, “ICT”, “digital”, “passenger transport”, “mobility”, or “smart mobility”. We discussed all identified technologies with researchers from the Mistra SAMS research program and from Ericsson Research who investigate the use of digital technologies in mobility. Based on the discussions, we added new technology categories to the overview by Rodrigue, dropped technologies because some of them rather described functions instead of technology categories (e.g. integrated payments) and adjusted the terminology (e.g. from “cloud services” to “cloud computing”). Finally, we clustered all categories by the ICT core capabilities they support, i.e. to sense, actuate, transmit, store and process information, and described each technology briefly.

3.2 Digital applications in passenger transport

To identify digital applications in passenger transport, we searched for scientific and grey literature on Google Scholar and Google using (a combination of) keywords such as “digital”, “application”, “digitalization”, “passenger transport”, “mobility” or “smart mobility”. Identifying all applications and illustrating them in a comprehensible way turned out to be challenging as a vast number of existing digital applications are often described with varying terminology. Therefore, we clustered the identified applications into categories and described common applications in each category. We identified five clusters of applications that differ by their impact on transport modes and infrastructures (e.g. improving the performance or the management of transport modes) and the functionality they provide to citizens (e.g. providing information on schedules or access to vehicles without ownership). The clustering was also discussed and refined through discussions with researchers from the Mistra SAMS research program and from Ericsson Research.

3.3 Potential impacts of digital applications on passenger transport GHG emissions

To identify potential impacts of digital applications on passenger transport GHG emissions, we summarized drivers of passenger transport GHG emissions based on Sims et al. (2014) and identified mechanisms or levers through which the applications can lead to a reduction or an increase of GHG emissions, which is a common approach in environmental impact assessments of digital applications (Bieser & Hilty, 2018). For each of the identified application categories, we identified potential GHG increasing and reducing levers, aggregated the levers across all application categories and clustered them according to the three strategies to achieve sustainable transport systems stipulated in the “Avoid-Shift-Improve”-Approach (United Nations, 2016), namely to avoid unnecessary travel, shift...
travel to more environmentally-friendly transport modes and improve the environmental performance of transport modes.

Finally, we synthesized our results by discussing the relationship between the identified technologies and applications, their impact on GHG emissions, and summarized our main conclusions.

4 Digital technologies in passenger transport

Figure 1 provides an overview of nine categories of digital technologies that are used in passenger transport. The categories are clustered by the capabilities of ICT they support, i.e. *sensing and actuating, transmitting, processing, storing*. It shows that most technology categories support more than one capability of ICT.

Finding a set of technology categories that is comprehensive and mutually exclusive is difficult because of varying terminology to describe technologies, different ways of aggregating technologies into categories (e.g. machine learning can be considered a category on its own or a part of artificial intelligence, AI), and overlaps among technologies and categories (e.g. digital sensors are a category on its own but some sensors also support geospatial technologies). Thus, further ways of categorizing technologies and overlaps among the technology categories exist. The purpose of this illustration is to balance comprehensibility, comprehensiveness and demonstrate how the technologies relate to the core capabilities of ICT.

In the following, we briefly describe each technology category. A longer description of the technologies can be found in the appendix.

![Categories of digital technologies](image)

Figure 1: Categories of digital technologies in passenger transport clustered by the capabilities of ICT they support (adapted from Rodrigue, 2020).

4.1 (Mobile) End user devices and apps

End user devices such as desktop computers, laptops or tablets provide users the possibility to display *(actuate)*, process and transmit data. Mobile end user devices such as smartphones or tablets can be used on-the-go and usually transmit data via mobile telecommunication networks (see 4.2). They are often also equipped with sensors (Anjum & Ilyas, 2013, see 4.6), e.g. GPS sensors, cameras, gyroscopes.
to capture data about the physical environment of the device which can be used by software applications.

4.2 Telecommunication networks

A communication network is “a group of devices connected to one another” and can be used to transmit data among devices (Grigorik, 2013, p. 80). Telecommunication networks can be distinguished in fixed and wireless networks. The Internet is a special type of communication network that uses the TCP/IP protocol to connect devices (Abbate, 2017) and that can be accessed via fixed and wireless networks. The Internet of Things (IoT) describes the phenomenon that not only people transmit data amongst each other (e.g. via computers or smartphones), but that objects are equipped with connectivity and exchange data amongst each other (Dorsemaine et al., 2015).

4.3 Cloud computing

Cloud computing describes the provisioning of ICT services (e.g. processing power, storage, software applications) in centralized data centers that can be accessed over the Internet (Repschläger et al., 2010). This means that data processing or storage no longer takes place on user devices (servers, computers, smartphones; user can be companies or end users), but in the data centers of the cloud computing service provider. The users then access the computing resources or application through an interface environment, e.g. through a web browser, on their device.

4.4 Artificial intelligence (AI) and big data

Various terms in this field exist, such as AI, advanced analytics, machine learning and big data, all of which circle around the possibility of analyzing (processing) large amounts of data to derive meaningful insights that could not have been derived with traditional data analysis techniques and smaller data volumes.

AI can be defined as “the ability of computers to perform complex tasks and exhibit human-like intelligence [...]” (Samuylova, 2019, p. 1). Advanced analytics is “the autonomous or semi-autonomous examination of data or content using sophisticated techniques and tools [...] to discover deeper insights, make predictions, or generate recommendations” (Gartner, n.d., p. 1). Machine learning “algorithms use large sets of data inputs and outputs to recognize patterns and effectively “learn” in order to train the machine to make autonomous recommendations or decisions” (Helm et al., 2020, p. 69). Machine learning can be considered a part of advanced analytics, which can be considered a part of AI. Big data describes large volumes of data from various sources that increase at a fast pace. Big data is used as an input for machine learning, advanced analytics or AI in general (Chandra, 2019).

4.5 Geospatial technologies

“Geospatial technologies is a term used to describe the range of modern tools contributing to the geographic mapping and analysis of the Earth and human societies” (AAAS, 2021, p. 1). Geospatial technologies provide the possibility to sense, process, transmit and visualize geospatial data. A geospatial technology that is intensively discussed in recent years is geofencing. “Geofences are virtual geographic boundaries that enable software and applications to trigger a response when mobile devices enter or leave a particular area” (Dabbs, 2018).

4.6 Digital sensors

“A sensor is a device [...] that detects events or changes in its physical environment (e.g., temperature, sound, heat, pressure, flow, magnetism, motion, and chemical and biochemical parameters) and provides a corresponding output” (Rayes & Salam, 2017, p. 58). While analogue sensors produce a continuous output signal, digital sensors convert analogue to digital (discrete) output signals (Rayes & Salam, 2017; Thomas et al., 2015). Smart sensors are equipped with further components such as
microprocessors and communication components that allow to trigger a reaction (e.g. send data) only when specific conditions are met.

4.7 Computer graphics

Computer graphics are “methods and techniques for converting data to and from a graphic display via computer” (Enderle et al., 1987, p. 2). It deals with creating visual representations out of formal descriptions (e.g. data), creating formal description out of visual representations and the processing of visual representations (e.g. images processing, Enderle et al., 1987). Computer graphics uses hardware such as monitors and graphic cards to transform data into optically-visible signals (actuating, Enderle et al., 1987). One of the main benefits of computer graphics is that “visually presented information can be accessed by human perception [...] in less time, in greater number, and with fewer errors than in any other way” (Enderle et al., 1987, p. 2f.).

4.8 Automation and robots

Automation can be defined as “the process of following a predetermined sequence of operations with little or no human labour” (Gupta & Arora, 2009, pp. 1-2). A robot can be defined as “an autonomous machine capable of sensing its environment, carrying out computations to make decisions, and performing actions in the real world” (sensing, processing, actuating, Guizzo, 2018, p. 1.). Robots are sometimes considered the most advanced or most visual form of automation (Ceccarelli, 2004; Gupta & Arora, 2009). Often, robots also exchange data (transmitting) with surrounding robots or a central unit which submits instructions.

4.9 Blockchain

A blockchain is a decentralized database that is mirrored in the network on a variety of computers. Entries (e.g. transactions) are summarized and stored in blocks. A consensus mechanism (processing) used by all computers ensures the authenticity of database entries (Mitschele, n.d.). Smart contracts are based on blockchain technology and “permit trusted transactions and agreements to be carried out among disparate, anonymous parties without the need for a central authority, legal system, or external enforcement mechanism” (Frankenfield, 2021, p. 1).

5 Digital applications in passenger transport

We identified five categories of digital applications in passenger transport:

1. Digital traveler information systems: Information systems that support travelers in trip planning and booking.

2. Digital shared mobility services: Services that provide temporary access to vehicles (and drivers) without ownership through digital platforms. Sometimes these services are provided by citizens, e.g. peer-to-peer car or ride sharing.

3. Digitally-enabled transport modes: Transport modes or transport mode operating models that would not exist without or largely rely on digital technologies. Digital shared mobility services could also be considered digitally-enabled transport modes. However, we created a separate category for these applications due to the unique services they provide to travelers.

4. Digital in-vehicle applications: Digital applications that are installed in vehicles and that improve performance characteristics of transport modes such as safety, fuel efficiency, convenience or travel time.

5. Digital traffic and infrastructure management applications: Digital applications that support the management of the transport system in order to increase efficiency and safety of (passenger) transport.
Digital in-vehicle applications support digital traffic and infrastructure management and digital shared mobility services, e.g., GPS sensors in connected cars can be used to track the vehicle location for traffic monitoring or ride sharing. Digital traffic and infrastructure management applications support digital traveler information systems, e.g., a public transport monitoring system can also be used to inform travelers about bus delays in real-time. Digital traveler information systems can integrate digital shared mobility services, e.g., a trip planner can also provide information on available ride or car sharing services. Digital in-vehicle applications and digital traffic and infrastructure management also support digitally-enabled transport modes, e.g., automated driving systems enable robotaxis.

Figure 2 provides a conceptual overview of digital applications in passenger transport. Please note that overlaps among application categories, various further representations and ways to cluster digital applications in passenger transport exist.

![Conceptual overview of digital applications](image)

Figure 2: Conceptual overview of digital applications (in orange) by their impact on transport modes and infrastructures (e.g., improving the performance or the management of transport modes) and the functionality they provide to citizens (e.g., providing information on schedules or access to vehicles without ownership).

### 5.1 Digital traveler information systems

In the following, we describe digital information systems that support travelers in trip planning and booking.

#### 5.1.1 Travel planning and booking systems

Travel planners provide information on routes, schedules and travel times for specific transport modes. Many travel planners also provide information on fares, the possibility to book and pay for tickets directly in the systems (Borkowski, 2017). For example, the website or app of the Swedish railway company SJ provides the possibility to find train routes and schedules in Sweden and other countries, to book tickets and to reserve seats. Kramers (2014) provides an overview of functionalities in such systems that can encourage travelers to take decisions that reduce transport energy use.

#### 5.1.2 (Multimodal) MaaS platforms

Various definitions for MaaS exist, most of which describe mobility services that focus on meeting mobility needs of travelers, offer (multimodal) mobility rather than transport, and integrate several transport services (e.g., public transport, car or ride sharing) into one integrated service (Sochor et al., 2018). The integration of several transport services is usually supported by digital platforms that can be accessed through a digital interface, e.g., a smartphone app (Sochor et al., 2018). Sochor et al. (2018) propose a topology that distinguishes MaaS services by the degree of integration (Table 2).
<table>
<thead>
<tr>
<th>Level</th>
<th>Title</th>
<th>Description</th>
<th>Example services</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No integration</td>
<td>Every transport service is offered separately</td>
<td>Car rental services</td>
</tr>
<tr>
<td>1</td>
<td>Integration of information</td>
<td>Travelers can plan trips using single or a combination of transport services</td>
<td>Google Maps</td>
</tr>
<tr>
<td>2</td>
<td>Integration of booking and payment</td>
<td>Travelers can plan, book and pay for single trips using single or a combination of transport services</td>
<td>Jelbi, Move</td>
</tr>
<tr>
<td>3</td>
<td>Integration of the service offer</td>
<td>Travelers can meet their (entire) mobility needs with an integrated service that includes bundles of mobility services and possibly subscriptions</td>
<td>Whim, SBB Green Class</td>
</tr>
<tr>
<td>4</td>
<td>Integration of societal goals</td>
<td>Mobility services are integrated with societal goals, e.g. through policies and incentives to reduce car ownership and use.</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 2: MaaS topology by degree of integration (Sochor et al., 2018).

5.1.3 Advanced traveler information systems

Advanced traveler information systems (ATIS) support “travelers with planning, perception, analysis and decision-making to improve convenience, transportation means and infrastructure” (Kem et al., 2017, p. 633). While an ATIS may include functionalities of trip planners and MaaS platforms such as multimodal trip planning and booking, they also provide additional services such as real-time updates on incidents, disruptions or delays, weather warnings and other trip-related information. ATIS can provide information through digital channels such as websites or mobile apps, but also through other channels, e.g. displays embedded in bus stops showing arrival or departure times or variable-message signs on highways indicating the length of traffic jams (Kem et al., 2017).

5.2 Digital shared mobility services

The digital sharing economy is a resources allocation system that allows temporary access to resources and is enabled by digital platforms (Pouri & Hilty, 2021). In this chapter, we describe services that provide temporary access to vehicles (and drivers) without ownership through digital platforms. Public transport is also a form of shared mobility but not included here, because it existed already before the widespread penetration of digital technologies.

5.2.1 Vehicle sharing

Vehicle sharing describes a system in which an entity temporarily uses a vehicle that is owned by another entity (Ataç et al., 2021). Today, common vehicle sharing services are car sharing, (e-)bike sharing, (e-)moped sharing and e-scooter sharing (Ataç et al., 2021). The shared vehicle is either owned by a company (business-to-consumer vehicle sharing) or by a private person (peer-to-peer vehicle sharing, Mutzel et al., 2018).

Vehicle sharing systems can be station-based (pick-up and drop-off of vehicles only at specific stations) or free-floating (pick-up and drop-off of at many places in a specific zone, Atal et al., 2021). Remain et al. (2016) provide an overview of further characteristics of car sharing services and business models. Vehicle sharing is often based on localization sensors in vehicles and on smartphones, that allow to find, book, pay for and open vehicles nearby. Geofencing can be used to ensure that users do not park vehicles outside the service areas.

5.2.2 Ride sharing

Various forms of sharing rides exist and the terminology in this field is ambiguous. Ride hailing services are similar to taxi services that are facilitated by smartphone apps to match passengers with nearby drivers (Ryan, 2020). The main services provided My Taxi, Uber or Lyft are exemplary ride hailing services.
Ride sharing services are similar to ride hailing services; however, (parts of) the rides are shared among several passengers who travel in the same direction (Ryan, 2020). The service is supported by smartphone apps to connect passenger and drivers and by advanced algorithms to optimize routes. Some ride sharing services require users to walk short distances to pick-up or drop-off points. Exemplary services are Berlkönig in Berlin or UberPool in the USA. Ride sharing can also be considered a form of on-demand public transport (see 5.3.2).

Ride pooling is the conventional way of sharing rides with other travelers, e.g. with co-workers in order to share fuel cost. Drivers are private individuals who need to travel a certain way and allow others to join (Ryan, 2020). A typical carpool trip is the commute, but it can also be used for other types of trips. For example, through BlaBlaCar any traveler can post a trip and invite others to join. Digital platforms facilitate matching of travelers.

While these are the most common types of vehicle and ride sharing services, further, more specialized services exist such as shared cars that can be used by residents of specific buildings.

5.2.3 Vehicle renting
In contrast to vehicle sharing, conventional vehicle renting is characterized by less dynamic booking (booking in advance and not spontaneously), centralized pick-up and drop-off stations and a wider selection of cars for different purposes (Car-Sharing vs. Car Rental, 2018). Vehicle renting can also be done for various types of vehicles such as cars, trucks and vans, (e-)bikes or mopeds. Conventionally, vehicles are rented for short periods (e.g. days or weeks). Still, subscription-based vehicle rentals exist, which allow travelers to rent a vehicle for a longer period of time (e.g. Clyde, n.d.; Jonna AB, n.d.). Renting vehicles already existed before increasing adoption of digital technologies, but today is often managed through digital platforms, which facilitate price comparisons, bookings and payments.

5.3 Digitally-enabled transport modes
In this chapter, we describe transport modes or transport mode operating models that would not exist without or largely rely on digital technologies.

5.3.1 Virtual mobility
Virtual mobility describes the virtual participation in activities without the need for physical travel. Virtual mobility is mainly enabled by remote access to data and the ability to virtually interact with people through audio or video calls and conferences (Bieser & Hilty, 2018). Virtual mobility is applied in diverse sectors (Table 3).

Virtual communication and collaboration technology is continuously improved and its adoption increased significantly during the COVID-19 pandemic. In future, fast and low-latency telecommunication networks and new types of end user devices can enable new forms of virtual collaboration. For example virtual reality solutions can allow participants of a meeting to “immerse into a shared virtual location, working together on shared 3D objects beyond text documents” (Bieser, Salieri, et al., 2020, p. 37).
### Sector Example applications

<table>
<thead>
<tr>
<th>Sector</th>
<th>Example applications</th>
</tr>
</thead>
</table>
| E-work | - Video conferencing  
          - Document sharing  
          - Messengers  
          - Webinars |
| E-health | - Remote consultation  
          - Remote health monitoring  
          - Remote surgeries |
| E-education | - Distance learning (e.g. e-learnings, MOOCs, webinars)  
               - Blended learning |
| E-banking | - Online banking  
             - Remote consultation |
| E-events | - Virtual events  
           - Remote participation (e.g. in concerts) |
| E-governement | - Digital identification  
                  - Online forms |
| E-manufacturing | - Remote maintenance  
                    - Remote surveillance  
                    - Virtual worker training |
| E-commerce | - Online shopping |
| E-leisure | - Virtual sport lessons |

Table 3: Overview of exemplary virtual mobility applications by sector.

#### 5.3.2 On-demand public transport

On-demand public transport (or demand-responsive public transport) describes public transport that adjusts schedules or routes dynamically to travel demand (Petterson, 2019). On-demand public transport is mostly used in bus transport; however initiatives to make trains demand responsive exist (Dodgshun, 2018). In a review of on-demand bus services, Peterson (2019) provides an overview of central characteristics of these services (Table 4).

<table>
<thead>
<tr>
<th>Category</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of vehicles</td>
<td>Minibus, bus, with/without wheelchair access</td>
</tr>
<tr>
<td>Service type</td>
<td>Commercial service, subsidized service</td>
</tr>
<tr>
<td>Routing and scheduling</td>
<td>Free-floating in specific zone, fixed destination or origin, zone-to-zone</td>
</tr>
<tr>
<td>Pick-up/drop-off points</td>
<td>Door-to-door service, virtual stops (locations that are not marked on street level),</td>
</tr>
<tr>
<td></td>
<td>physical stops (e.g. bus stops)</td>
</tr>
<tr>
<td>Operating hours</td>
<td>Around the clock, adjusted to specific demands (e.g. on weekends, at night)</td>
</tr>
<tr>
<td>Booking method</td>
<td>Website, SMS, smartphone app, phone call, searchable in public transport planner</td>
</tr>
<tr>
<td>Timing of booking</td>
<td>&lt;1h in advance of trip, &gt;1h in advance of trip, &gt;1 day before the trip</td>
</tr>
<tr>
<td>Pricing</td>
<td>Dynamic (e.g. by distance, time, congestion level), fixed price</td>
</tr>
<tr>
<td>Payment method</td>
<td>Smartphone app/credit card, public transport smart card, on-board payment</td>
</tr>
</tbody>
</table>

Table 4: Characteristics of on-demand bus services (Petterson, 2019).

While on-demand buses exist since some decades, specifically to offer transport services in areas or at times with low demand, it was often considered “expensive and fails to deliver the expected benefits because of barriers such as inadequate technology, mismatches between services and geographical conditions, lack of knowledge about users and various kinds of institutional barriers” (Petterson, 2019, p. 5). Digital technologies provide the possibility to overcome some of these barriers. Specifically, mobile devices and apps, localization services and AI enable more flexible booking of trips, capturing of location of travelers and buses and dynamic adjustment of routes and schedules according to demand. Automated driving systems reduce the cost of providing bus services as no driver is required anymore.
and thus can increase convenience of on-demand public transport because more busses can be put on roads (Bieser, Salieri, et al., 2020).

On-demand public transport could be considered an improvement of conventional public transport. Still, we included it in the category “new transport modes” because it largely relies on (digital) ICT and has a substantially different operating model than conventional public transport.

5.3.3 Robotaxis
Robotaxis describes the use of self-driving vehicles for providing taxi services (Vosooghi et al., 2019). They can be offered in the form of conventional taxi, ride hailing or ride sharing services (see 5.2.2).

5.3.4 Taxi drones
A transport mode that relies largely on modern digital technologies are unmanned aerial vehicles (UAVs, or drones). Drones are aircrafts that can fly without pilots onboard and are either autonomous or remotely controlled. They are supported by telecommunication networks for data exchange between the aircraft and a ground control station, geospatial technologies for localization, routing and air space management, sensors for capturing data about the environment, automation and robotics technology for operating the aircraft (Lakshmi Narayanan & Ibe, 2015).

Although they are still in their infancy, first taxi drones are already tested and used. For example, the “Hang 184” drone can carry weights up to 100 kg and fly at speeds up to 63 mph (Khan et al., 2018). There is some hope that taxi drones can provide a loophole out of congestion problems in cities (Khan et al., 2018); however, its widespread use cannot be expected in near future due to legal, ethical, safety, social and technical challenges (Kellermann et al., 2020).

5.4 Digital in-vehicle applications
In this chapter, we describe exemplary digital in-vehicle applications that improve performance characteristics of transport modes. Many different terms in the field exist, which partly describe the same applications. For example, some advanced driver assistance systems can be considered a form of driving automation or a connected car application. In the following we point at existing overlaps.

5.4.1 Automated driving systems
Automated driving systems are the “hardware and software that are collectively capable of performing part or all of the [dynamic driving task] on a sustained basis” (SAE International, 2016, p. 3). Even though the recent public debate focuses mainly on automated driving systems for cars, the technology can also be applied to other transport modes.

Automated cars
Technologies required for automated cars are for example LiDAR, radar, sonar or camera components to capture information on the surroundings of vehicles, on-board computers, advanced algorithms and communication equipment to process and transmit the captured data (Gawron et al., 2018). Automated driving technology for cars can be distinguished by the degree of automation from “no driving automation” (level 0) to “full driving automation” (level 5, no driver required anymore, SAE International, 2016). Autonomous, self-driving or driverless cars are terms commonly used to describe vehicles with level 4 or 5 automated driving systems.

Automated public transport
Automated public transport describes the application of automated driving systems in public transport (Tirachini & Antoniou, 2020), e.g. for self-driving busses, trains, metros or trams. Advantages of automation in public transport are that it is safer, more fuel efficient and more cost efficient as no driver is required anymore (Tirachini & Antoniou, 2020).
Automation can also facilitate on-demand public transport, if automation makes it more affordable to put more (smaller) on-demand buses into service that dynamically adjust routes according to demand because no driver is required anymore (see 5.3.2). Automated driving technology can also decrease the cost of taxi services significantly as the driver’s salary is a major cost driver of today’s taxi services (Hörl et al., 2019).

5.4.2 (Advanced) driver assistance

Advanced driver assistance “are intelligent systems that reside inside the vehicle and assist the main driver in a variety of ways” (Kala, 2016). As many of them automate parts of the dynamic driving task (e.g. cruise control, parking), they can be considered level 1 or level 2 automated driving systems. Kala (2016) distinguishes two types of advanced driver assistance systems:

- Information-based assistance systems, e.g. dynamic re-routing or inattention alert systems measuring driver performance
- Manipulation-based assistance systems, e.g. safety alert and emergency stopping, adaptive cruise control, overtaking assessment and assist, automated parking systems

Many advanced driver assistance systems for cars, trucks and rail transport exist. However, even for micromobility or walking, assistance systems exist. For example, systems to track the location vehicles to identify thefts (harvested GmbH, n.d.) or to monitor performance characteristics and diagnose failures (Bosch, n.d.-b, n.d.-a) are available for e-bikes and e-scooters. Blind Square (n.d.) provides voice navigation instructions for (partially) blind people when walking and Google Maps provides information about wheelchair accessibility for public transport (Google, n.d.).

5.4.3 Connected vehicles

Most literature on connected vehicles focuses on connected cars. Coppola and Morison (2016, p. 46:4) review literature in this field and propose the following definition:

“A connected car is a vehicle...

- capable of accessing the Internet at any time, using either a built-in device or brought-in user devices;
- equipped with a set of modern applications and dynamic contextual functionalities, offering advanced infotainment features to the driver and passengers;
- capable of interacting with other smart devices on the road or in mechanical shops, leveraging vehicle-to-road infrastructure communication technologies;
- capable of interacting with other vehicles, leveraging vehicle-to-vehicle communication technologies.”

They distinguish five categories of applications that are supported by connected cars (Table 5), which partly overlap with applications that are supported by automated driving or advanced driver assistance systems, shared mobility services, traffic and infrastructure management. Many of these applications also exist for other transport modes such as navigation systems or vehicle tracking for scooters.
### Table 5: Applications supported by connected cars based on Coppola and Morison (2016, p. 46:4).

<table>
<thead>
<tr>
<th>Category</th>
<th>Applications</th>
</tr>
</thead>
</table>
| Traffic safety | - Driver fatigue, anger, and stress detection  
- Accident avoidance and assistance (e.g. lane keeping systems)  
- Night vision assistant and head-up display  
- Remote maintenance, vehicle tracking and stolen vehicle assistance |
| Infotainment | - Music streaming  
- Video streaming, games, and Internet browsing  
- In-car Wi-Fi networks  
- Social networks (e.g. vehicle social networks and voice chats with drivers in proximity) |
| Traffic efficiency | - Navigation, online route planning, street view  
- Traffic, weather, and road condition monitoring  
- Assisted driving and autonomous vehicles  
- Connected parking |
| Cost efficiency | - Driver behavior profiling for insurance  
- Algorithm-based vehicle pricing (e.g. when buying used cars)  
- Energy optimization (e.g. calibrating drivetrains and managing charging/discharging)  
- Contextual advertisement (e.g. audio messages when driving by stores)  
- Vehicle testing (e.g. sharing performance data with OEMs) |
| Convenience, interaction, and others | - Smart-home integration (e.g. to control lighting, heating before arriving home)  
- Integration with wearable devices (e.g. for driver health monitoring)  
- Car sharing  
- Hand-free controls (e.g. voice control)  
- Driver profiles (e.g. to configure car settings individually) |

5.4.4 Route planning and navigation

Various applications support route planning before departure and real-time navigation while traveling for various transport modes. In trucks, buses or cars, route planning and navigation devices are often embedded in the on-board system. For micromobility or walking real-time navigation services are usually accessed with smartphones (e.g. with the Google Maps app). Some software providers specialize in navigation for specific micromobility modes such as bikes (Bikemap GmbH, n.d.). Route planning and navigation is a requirement for self-driving vehicles and can be considered a driver assistance system and connected car application as well.

5.5 Digital traffic and infrastructure management

“[T]raffic management can be defined as the system controlling traffic” which can be enabled through signals and information and intends to increase efficiency and safety of (passenger) transport (Lubello & Bousse, 2019, p. 17/18). The term intelligent transport systems (ITS) is often used in this context and describes the systematic use of ICT in transport, for traffic and infrastructure management but also for other purposes such as vehicle control or traveler information systems (Sussman, 2005).

5.5.1 Traffic monitoring, control and planning

**Traffic flow monitoring and control**

Traffic flow monitoring systems aim to capture and provide information about traffic flows such as traffic volumes, directional flows or speeds (Clearview Intelligence, n.d.; Tian et al., 2011). These systems can, for example, be implemented with intrusive road sensors (e.g. magnetic loops or ultrasonic sensors), non-intrusive road sensors (e.g. video cameras, Tian et al., 2011) or with communication modules installed in vehicles (e.g. Wi-Fi or Bluetooth modules, Zheng et al., 2019). Today, data captured via mobile networks (movements of smartphones across mobile network cells) can be used for traffic monitoring (Teralytics, 2021).

Data captured with traffic flow monitoring systems support various applications such as transport planning, traffic incident detection (the detection of anomalies in traffic) or congestion management.
Deriving meaningful insights from data captured with traffic flow monitoring systems is supported by software algorithms such as machine learning or pattern recognition algorithms (Han et al., 2020). These insights can be used to intervene in traffic with the intention “to accommodate traffic in a safe and efficient way” (Hobbs & Jovanis, 2018, p. 1).

Exemplary techniques to dynamically control road traffic are (automated) traffic signaling at intersections, variable-message signs and in-vehicle safety warnings for drivers. Advanced systems can even align routing advice for drivers with traffic signals (Hobbs & Jovanis, 2018). In public transport, traffic monitoring and control systems can feed information into (advanced) traveler information systems (see 5.1.3) and thereby support the reduction of peak loads and more comfortable travel experiences (Hobbs & Jovanis, 2018). In rail transport, monitoring and control techniques can be used to monitor and coordinate location and speed of trains with the aim to increase reliability of rail transport and increase utilization of the rail network (e.g. by reducing distances between trains, Hobbs & Jovanis, 2018). A more recent development is the enforcement of stricter traffic rules in specific urban zones with geofencing. For example, in low-emission zones hybrid vehicles could automatically switch to electric drive when crossing a virtual fence (Arnesen et al., 2021).

Digital twins, virtual representations of real-world object or processes (VanDerHorn & Mahadevan, 2021), can provide a virtual representation of the current state of a transport system (Hämäläinen, 2020) and thereby support the identification of measures to optimize traffic flows in real-time, and allow travelers to receive information about delays.

**Fleet management**

Fleet management systems support fleet operators in optimizing their fleet “in order to serve the customers demand with the objective of cost efficiency” (Bielli et al., 2011, p. 4), e.g. by finding the right fleet size, optimizing vehicle routing or planning of vehicle overhauls (Bielli et al., 2011; Killeen et al., 2019). An early overview of fleet management technologies suggest that four digital technologies support fleet management: vehicle location systems, mobile communication systems for data exchange, on-board computers to monitor driver and vehicle characteristics, routing and dispatching software to find the most efficient routes with respect to time and cost (Cambridge Systematics et al., 1996).

Fleet management systems are often discussed in the context of logistic systems and their optimization (e.g. for just-in-time delivery); however, they are also relevant in passenger transport, e.g. for public transport service providers or vehicle sharing providers (Fan et al., 2008; Hernandez Medel et al., 2008). With increasing prevalence of driverless vehicles, the importance of fleet management software will increase due to the absence of drivers. Integration of fleet management systems across transport modes is important to facilitate convenient multimodal passenger transport (Hernandez Medel et al., 2008).

**Traffic simulations**

“Traffic simulation is a widely used method applied in the research on traffic modelling, planning and development of traffic networks and systems” (Azlan & Rohani, 2018, p. 1). Traffic simulations allow “to emulate the time variability of traffic phenomena [...] for capturing the complexity of traffic systems” (Barceló, 2010a, p. vii) and can be realized with digital twins (Hämäläinen, 2020). These systems are supported by data on the state of the transport system captured with traffic monitoring systems, high-performance computers and advanced software applications and algorithms (Barceló, 2010a) that allow to simulate hypothetical scenarios (e.g. a change in the road or public transport network, a new mobility pricing policy, changing traffic demand) in a virtual world to identify potential consequences for transport system.
Traffic simulation models can be distinguished into three types of models (Barceló, 2010b):

- Microscopic models: models of vehicles and their movements (e.g. car following models, lane changing models, Azlan & Rohani, 2018).
- Macroscopic models: aggregate models of traffic which regard “traffic flows as a particulate fluid process” (e.g. models of the relationship between traffic speeds, flows and densities, Barceló, 2010, p. 15).
- Mesoscopic models: combination of microscopic and macroscopic models (e.g. by aggregating several vehicles into “packages” or “platoons” that travel through the road network, Barceló, 2010).

5.5.2 Mobility pricing

*(Dynamic) Road user charging*

Road user charging describes systems that charge drivers for using roads (KonSULT, 2016b). Fees can be adjusted dynamically, e.g. according to congestion levels or by time of the day, in order to avoid congestion. Pricing can take the form of an area licensing scheme (license fee for driving in an area), cordon pricing (fee for entering a certain area) or a continuous charging scheme (pricing based on distance or time travelled, KonSULT, 2016).

Area licensing schemes or cordon pricing can be implemented with paper licenses (e.g. paper licenses bought yearly and attached to car windows) or with manual toll collection (e.g. cash payment at toll points). Digital technologies such as video cameras at toll points, automatic number plate recognition, dedicated short range communication between vehicle on-board units and toll stations can simplify implementation of road user charging (KonSULT, 2016b). Specifically, continuous charging schemes and dynamic road user charging (e.g. varying prices depending on the time of the day) can benefit from digital technologies, as they require regular bidirectional information exchange between drivers (need to be informed about current prices) and transport system operators (need to be informed about distances driven in specific areas). Geofencing can help to streamline continuous and dynamic road user charging enforcement processes (e.g. as shown by Arnesen et al., 2021) and allow to implement (continuous) road user charging at high granularities (e.g. distinguishing several tariff zones from each other).

*Dynamic mobility pricing*

The principle of dynamic road user charging can be applied to other transport modes as well, e.g. to public transport. For example, in Switzerland the adoption of dynamic mobility pricing is currently discussed for rail transport in order to reduce peak loads in trains during rush hours (FEDRO, 2021).

*Integrated ticketing*

“Integrated ticketing allows a passenger to transfer within or between different public transport modes using a single ticket for their entire journey”. It provides benefits for travelers such as reduced boarding time, simplified tariff structures, and for transport service providers such as more throughput and less operating costs (KonSULT, 2016a, p. 1). Integrated ticketing requires integration of systems among participating transport service providers.

5.5.3 Predictive and remote diagnostics and maintenance

*Predictive maintenance*

Predictive maintenance describes maintenance that “foresees faults or failures in a deteriorating system in order to optimize maintenance efforts by means of evaluating state of the system mostly and/or, in a broader sense, by means of historical data of the system in hand” (Selcuk, 2017, p. 1670). It is
specifically relevant in asset-intensive industries (Bukhsh & Stipanovic, 2020) and where reliability and reduction of downtimes is relevant, such as transport (Selcuk, 2017).

Predictive maintenance is often based on sensor technology, that measures and provides data about characteristics of objects, that can be analyzed with dedicated software tools and algorithms (Selcuk, 2017). In transportation, predictive maintenance can be applied to vehicles (e.g. for fleet management of buses, Killeen et al., 2019) or to infrastructure (e.g. for analyzing conditions of bridges, Hallberg, 2009).

**Remote diagnostics and maintenance**

Remote diagnostics and maintenance describes diagnostics and maintenance that does not require physical presence, but can be conducted remotely (You et al., 2005). Similar to predictive maintenance, remote diagnostics and maintenance is supported by (wireless) telecommunication networks and sensor technology that captures information about the condition of objects and its environment (e.g. machines). In transport, for example, data about vehicle performance can be collected remotely and used to identify potential failures and derive suitable maintenance measures (You et al., 2005). Connected cars can even download software upgrades remotely (Halder et al., 2019). Remote diagnostics and maintenance applications can be improved further in future with low-latency mobile networks (e.g. 5G) and smart glasses that allow maintenance workers to immerse into a virtual world, working on virtual machines (Bieser, Salieri, et al., 2020; Müller et al., 2019).

6 **Potential impacts of digital applications on passenger transport GHG emissions**

The GHG impacts of passenger transport depend significantly on (based on Sims et al., 2014):

- Total distances traveled per year ($pkm_{\text{total}}$)
- Modal choice of passengers ($pkm_{\text{mode}}/pkm_{\text{total}}$)
- GHG intensity ($CO_2e/pkm$) by transport mode, which depends on the GHG intensity of the vehicles ($CO_2e/vkm$, vehicle kilometer) and the utilization of vehicles or number of passengers on board

Passenger transport is also associated with indirect or embedded emissions that are caused by the construction and maintenance of transport vehicles and infrastructures (Bieser & Höjer, 2021).

To identify opportunities and risks of digital applications in passenger transport for climate protection, we identified levers through which digital applications can reduce or increase passenger transport GHG emissions, clustered by the three strategies of the “Avoid-Shift-Improve”-Approach (6.1) and by the application categories described in section 5 (6.2).
6.1 Overview of GHG reducing and increasing levers

Table 6 summarizes the main levers through which digital applications can lead to a reduction or an increase of GHG emissions, clustered by the three strategies for sustainable transport put forward in the “Avoid-Shift-Improve”-Approach.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>GHG reducing levers</th>
<th>GHG increasing levers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avoid/increase</td>
<td>- Reduction of total number of vehicles produced if people give up privately-owned vehicles (e.g. through vehicle sharing or MaaS platforms)</td>
<td>- Production of additional shared vehicles</td>
</tr>
<tr>
<td></td>
<td>- Reduction of physical transport (e.g. through video conferencing)</td>
<td>- Increase in pkm traveled if travel convenience increases and/or cost per pkm decrease</td>
</tr>
<tr>
<td></td>
<td>- Reduction of pkm traveled (e.g. through navigation systems or intelligent traffic guidance)</td>
<td>- Increase in pkm traveled if underserved demographic groups get access to transport modes (e.g. children using self-driving vehicles)</td>
</tr>
<tr>
<td></td>
<td>- Reduction of vkm traveled by increasing the utilization of transport modes (e.g. through ride sharing)</td>
<td>- Increase in vkm traveled if self-driving vehicles drive empty without drivers</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Increase in vkm and pkm traveled if more efficient planning and operation of transport systems allows for more vehicles on roads (e.g. through congestion reduction)</td>
</tr>
<tr>
<td>Shift</td>
<td>- Increased (relative) attractiveness of and shift to more GHG-efficient transport modes (e.g. through MaaS platforms, automated on-call buses or congestion pricing in city centers)</td>
<td>- Increased attractiveness of and shift to more GHG-intensive transport modes (e.g. through car sharing services integrated in MaaS platforms, self-driving cars or congestion reduction on roads)</td>
</tr>
<tr>
<td></td>
<td>- Access and shift to more GHG-efficient transport modes (e.g. through e-bike sharing)</td>
<td>- Access and shift to more GHG-intensive transport modes (e.g. through car sharing or ride hailing)</td>
</tr>
<tr>
<td>Improve/worsen</td>
<td>- Increase in fuel efficiency (e.g. through cruise control or traffic flow optimization)</td>
<td>- No lever identified</td>
</tr>
</tbody>
</table>

Table 6: Levers through which digital applications can lead to a GHG emission reduction or increase clustered by the three strategies of the “Avoid-Shift-Improve”-Approach for sustainable transport (United Nations, 2016). We could not find a lever that worsens the environmental performance (i.e. the GHG or fuel efficiency) of transport modes.

Please note, that further effects of digital applications in passenger transport on GHG emissions exist such as the GHG impacts of producing and operating the ICT hardware and software required for the applications (Itten et al., 2020; Jattke et al., 2020; Vaddadi et al., 2020). For example, producing and operating the hardware and software for automated driving systems (e.g. on-board computers, cameras) is associated with GHG emissions (Gawron et al., 2018). Also, various applications can impact demand for transport infrastructures and thus GHG emissions caused by its construction. For example, self-driving vehicles and car sharing can reduce demand for parking space or roads (Anderson et al., 2016; Pernestål Brenden et al., 2017). These effects are usually only observable in the long-term (Bieser & Höjer, 2021).

6.2 GHG reducing and increasing levers by application category

Table 7 summarizes GHG reducing and increasing levers of digital applications in passenger transport by the application categories described in section 5. It shows that applications in each category can have both reducing and increasing impacts on passenger transport GHG emissions, which are described in more detail in the following.
digital traveler information systems
- Increased attractiveness of and shift to more GHG-efficient transport modes (e.g. through MaaS platforms)
- Reduction of total number of vehicles produced if people give up privately-owned vehicles

Digital shared mobility services
- Reduction of vkm traveled by increasing the utilization of transport modes (e.g. through ride sharing)
- Access and shift to more GHG-efficient transport modes (e.g. through e-bike sharing)
- Reduction of total number of vehicles produced if people give up privately-owned vehicles (e.g. through vehicle sharing)

Digitally-enabled transport modes
- Shift to more GHG-efficient transport modes (e.g. on-demand public transport instead of car)
- Reduction of physical transport (e.g. video conference instead of motorized travel)

Digital in-vehicle applications
- Increase in fuel efficiency (e.g. through cruise control)
- Reduction of travel distances (e.g. through navigation systems, parking spot finder)
- Increased attractiveness of and shift to more GHG-efficient transport modes (e.g. automated on-call busses)

Digital traffic and infrastructure management
- Reduction of distance traveled or increase in fuel efficiency through more efficient planning and operation of transport systems (e.g. through traffic flow optimization or intelligent traffic guidance)
- Shift to more GHG-efficient transport modes (e.g. through congestion pricing in city centers)

Table 7: GHG reducing and increasing levers of digital applications in passenger transport by application category.

Digital traveler information systems
Travel planning and booking systems and advanced traveler information systems improve convenience before and during traveling, and thus can increase the use of the respective transport modes. The GHG impacts depend on whether this replaces the use of more or less GHG intensive transport modes and/or leads to additional vkm traveled (Bieser & Höjer, 2021).

For the case of multimodal MaaS platforms, the main opportunity for reducing GHG emissions is that they provide convenient solutions to travel from door-to-door by combining several transport modes, which originally was only conveniently possible with privately-owned cars (Hörcher & Graham, 2020). They can thereby reduce GHG emission if the use and ownership of cars decreases. Still, GHG impacts depend on the transport modes included in the MaaS platform (e.g. public transport, bike sharing, car sharing, ride sharing), their use, and its impact on the use of other transport modes. MaaS platforms can also integrate mechanisms to induce people to choose more GHG-efficient transport modes, e.g. through visual nudges in apps (Weinmann et al., 2016) or pricing models that create incentives to use GHG-efficient transport modes such as monthly subscriptions or mobility budgets (Hörcher & Graham,
However, mobility subscriptions can also lead to overconsumption (Hörcher & Graham, 2020), e.g. an increase in total travel distances.

**Digital shared mobility services**

Main opportunities of vehicle sharing services for a GHG reduction are that it reduces the number of vehicles produced as travelers have access to vehicles without owning them (e.g. through car sharing) or that it leads to a shift to more GHG-efficient transport modes (e.g. e-scooters instead of cars).

However, vehicle sharing can also lead to an increase in the number of vehicles produced and a shift to more GHG-intensive transport modes, e.g. if people travel with a shared car instead of public transport (Bieser, Hintemann, et al., 2020).

The main opportunity for a GHG reduction through ride sharing is that it increases the average utilization of transport modes and thereby reduces the number of vkm travelled. This can be specifically the case for services in which rides are shared among several passengers who travel in the same direction. If ride sharing services are sufficiently reliable and convenient, they may even reduce private vehicle ownership and GHG emissions associated with production of the vehicles. However, if the rides are not shared with other travelers and replace travel with less GHG-intensive transport modes (e.g. car-based ride hailing instead of public transport), GHG emissions can increase (Bieser, Hintemann, et al., 2020).

Finally, if sharing services reduce the total cost per pkm, travel distances can increase. For example, Stapleton et al. (2016) showed that fuel cost savings in car travel can lead to a rebound effect and increase the distance travelled.

**Digitally-enabled transport modes**

The GHG emissions caused by digitally-enabled transport mode vary significantly by the type of transport mode. Usually, accessing activities virtually (e.g. with video conferences) is more GHG-efficient than motorized travel, even if the GHG impacts of production and operating the ICT equipment (e.g. video conferencing system) required for virtual presence are considered (e.g. Warland & Hilty, 2016). Robotaxis can be expected to reduce GHG emissions per vkm travelled compared to conventional taxis because self-driving vehicles are usually more fuel efficient than conventionally-driven vehicles (Anderson et al., 2016).

GHG emissions caused by on-demand public transport depend on the GHG-intensity of the vehicles used, the routes and associated vkm travelled. Taxi drones can be assumed to be more GHG-intensive than ground-based transport modes for short- to medium-distance trips (Kasliwal et al., 2019). Still, for each new transport mode, the GHG impacts depend on its adoption by travelers, its impact on the use of more and less GHG-intensive transport modes and total vkm travelled.

**Digital in-vehicle applications**

Various applications such as automated driving systems or (advanced) driver assistance systems can increase the fuel efficiency of the respective transport modes (e.g. through platooning or cruise control, Bieser, et al., 2020) or reduce the distance traveled (e.g. through route planning or parking spot finders, GeSI & Accenture Strategy, 2015). A main risk is that these applications make traveling with GHG-intensive transport modes such as cars more attractive in terms of convenience, travel time or cost and thus increase their use (Anderson et al., 2016; Pernestål Brenden et al., 2017; Sjöman et al., 2020).

Self-driving cars can increase vkm travelled with cars, for example, because they can be used by people who are not able to steer conventional cars (e.g. children, elderly), because they reduce travel time cost as other activities can be done in parallel (e.g. sleeping while driving), or because vehicles drive around empty (Coroamă & Mattern, 2019; Pernestål Brenden et al., 2017). However, self-driving vehicles can also facilitate on-demand public transport (e.g. automated on-call buses) and thereby increase the
attractiveness of public transport in terms of convenience and cost and reduce use of privately owned cars (Krail et al., 2019).

Digital traffic and infrastructure management
The main purpose of traffic and infrastructure management applications is to increase efficiency and safety of (passenger) transport (Lubello & Bousse, 2019). Efficiency increases can lead to a GHG reduction, e.g. by reducing congestion or increasing fuel efficiency through automated traffic light control according to traffic volumes. If traffic and infrastructure management applications make travel with specific transport modes more efficient and thereby make travel more convenient, cheaper and allow for more vehicles on roads (e.g. due to congestion reductions and fuels savings), they can lead to an increase in the use of this transport mode or of pkm (or vkm) overall. For example, Sjöman et al. (2020) argue that congestion and stressful situations on roads are main reasons why travelers choose not to take the car and that congestion reductions might thus increase the use of cars. Dynamic mobility pricing systems can incentivize travelers to switch to more GHG-efficient transport modes (e.g. congestion pricing in city centers for cars). Digitally-supported traffic planning (e.g. through computer simulations) can help in designing future transport in a way that promotes climate-friendly travel.

7 Discussion
In the following, we discuss the relationship between digital technologies and applications (7.1) and impacts of digital applications on GHG emissions (7.2).

7.1 The relationship between digital technologies and applications
In total, we identified nine categories of digital technologies that are used in and shape passenger transport. These technologies support digital traveler information systems, digital shared mobility services, digitally-enabled transport modes, digital in-vehicle applications, and digital traffic and infrastructure management.

Each application benefits from a combination of digital technologies. (Mobile) end user devices support the interaction of travelers with other actors in the transport system (e.g. for ride sharing) or with vehicles (e.g. for theft monitoring) and provide assistance before and during traveling (e.g. for route planning and navigation). Telecommunication networks support almost all applications by enabling data exchange among travelers, vehicles, drivers and operators. AI and big data supports specifically applications that require automation or the solution of optimization problems (e.g. for routing, traffic planning, or predictive maintenance). Geospatial technologies are essential when information about the location of places, vehicles or travelers and the routes between those is required (e.g. for locating shared vehicles or optimizing routes). Automation and robots are required for all applications that have automation at their core (e.g. automated driving systems, robotaxis, taxi drones) and can support further applications that benefit from partial automation (e.g. automated traffic control). Digital sensors are specifically relevant for capturing information about the surroundings of vehicles (for automation) and the conditions of vehicles and infrastructures (for driver assistance, diagnostics and traffic monitoring). Cloud computing and blockchain can support all applications (e.g. for real-time access to data and secure data transfer), however are not necessarily required as most applications can also be realized without these technologies.

Also, various applications could be realized without the use of digital technologies. For example, car pooling can be organized via black boards at employer offices and car sharing with a central storage for car keys. Still, the increasing penetration of digital technologies in passenger transport indicates that the technologies help in better coordinating and managing travelers, service providers, vehicles and infrastructures. For many applications, a high penetration in practice seems improbable without the
capabilities (and conveniences) provided by digital technologies. In fact, we could identify some trends in passenger transport that are driven by digital applications and the technologies behind (Table 8).

<table>
<thead>
<tr>
<th>Trends</th>
<th>Description</th>
<th>Example applications supporting trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automation</td>
<td>Increasing automation of vehicle control and management of transport systems</td>
<td>Self-driving cars, automated traffic signaling, dynamic mobility pricing</td>
</tr>
<tr>
<td>Flexibilization</td>
<td>Increasing flexibility in transport systems, e.g. with respect to availability, travel time and cost or access to transport services</td>
<td>On-demand public transport, car and ride sharing, dynamic mobility pricing</td>
</tr>
<tr>
<td>Virtualization</td>
<td>Participating virtually in activities instead of physically traveling to a location</td>
<td>Video conferencing, telecommuting, virtual conferences, remote participation in events</td>
</tr>
<tr>
<td>Integration</td>
<td>Integration of various transport modes into a multimodal transport system</td>
<td>Multimodal route planners, trip booking and payment platforms, multimodal mobility subscriptions</td>
</tr>
<tr>
<td>Better control</td>
<td>Better control of vehicles and transport infrastructure to optimize processes</td>
<td>Traffic monitoring and control, fleet management systems, low emission zones with geofencing, remote maintenance</td>
</tr>
<tr>
<td>Efficiency increase</td>
<td>Increasing efficiency of the transport system, e.g. with respect to travel time and cost, energy consumption and emissions</td>
<td>Automated driving, real-time navigation, traffic simulations, ride sharing</td>
</tr>
<tr>
<td>Decentralization</td>
<td>Reduction of dependency on large transport services providers</td>
<td>Peer-to-peer ride or car sharing, multimodal MaaS platforms</td>
</tr>
</tbody>
</table>

Table 8: Trends in passenger transport that are supported by digital applications and example applications supporting the trends.

7.2 Potential impacts of digital applications on passenger transport GHG emissions

We showed that all described digital applications can have both reducing and increasing effects on passenger transport GHG emissions. In order put digital applications in passenger transport at the service of climate protection, the applications and services should be designed in a way that they promote GHG reducing levers and prevent GHG increasing levers.

In a real-life setting, the impacts of a digital application on passenger transport and associated GHG emissions depend on various interacting factors such as the application or service design (e.g. the user interface or the pricing model), the policy context and (changes to) individual travel behaviors, which can be different for individuals with different demographic and socio-demographic backgrounds (Bieser & Höjer, 2021; Pawlak et al., 2015). For example, the adoption of a new car pooling platform and its impact on travel behaviors and GHG emissions depends on common commuting patterns of citizens, the home office policies, fuel taxes and road user chargers in place. Figure 3 illustrates the interactions among the transport system, citizens, the broader socio-economic system and policy framework, and the natural environment.

Thus, even though large theoretical climate protection potentials of digital applications in passenger transport exist, there is a lot of uncertainty about the exploitation of these potentials in a real-life setting. If digital applications are introduced with the aim of reducing passenger transport GHG emissions, the application should be designed in a way that it provides incentives for travelers to reduce travel or to choose (more) climate-friendly travel options within the existing policy framework; and/or the policy framework has to be adjusted in order to create those incentives. If not, there is a risk that digital applications that appear climate-friendly at first, turn out to increase passenger transport GHG emissions through a shift to more GHG-intensive transport modes, an increase in total travel distances or the number of vehicles produced. Such effects have been observed several times in the past, e.g. in
the case of ride hailing services such as Uber (Tirachini, 2020) or e-scooter sharing systems (Moreau et al., 2020).

A central issue is that revenues of providers of digital applications in passenger transport are often coupled to the distance travelled with the transport modes offered through the applications. Thus, providers that strive to contribute to climate-friendly mobility face target conflicts, at least with regards to the “avoid” strategy for sustainable passenger transport.

In some cases, digital applications may not even provide the possibility to contribute to climate protection. For example, in a 15-minute city in which citizens access places mainly by foot or by bike, the potential of digital applications to reduce passenger transport GHG emissions by avoiding travel or shifting travel to more climate-friendly transport modes, or to improve the GHG-efficiency of transport modes is limited.

![Figure 3: Conceptual illustration of interactions among the transport system, citizens, the broader socio-economic system and policy framework, and the natural environment.](image)

### 8 Conclusion

In total, we identified nine main categories of digital technologies that are used in and shape passenger transport. These include (mobile) end user devices and apps, telecommunication networks, cloud computing, AI and big data, geospatial technologies, digital sensors, computer graphics, automation and robotics and blockchain. These technologies support various applications in passenger transport which can be categorized into digital traveler information systems, digital shared mobility services, digitally-enabled transport modes, digital in-vehicle applications and digital applications for traffic and infrastructure management. Still, digital technologies should be merely seen as “enablers” of digital applications in passenger transport and different ways to realize applications—even non-digital ones—exist.
Applications in all categories can have both reducing and increasing effects on GHG emissions from passenger transport. Main levers to reduce GHG emissions through digital applications are:

- Reduction of vehicle ownership and the number of vehicles produced (e.g. through vehicle sharing)
- Reduction of total travel distances (e.g. through virtual mobility or navigation systems)
- Increased attractiveness of and shift to more GHG-efficient transport modes (e.g. through MaaS platforms)
- Increase in the utilization of transport modes and reduction of vkm traveled (e.g. through ride sharing)
- Increase in the fuel efficiency of vehicles (e.g. through automated driving systems)

Whether or not digital applications in passenger transport contribute to climate protection depends on the interplay between the applications and their design, existing travel patterns and the policy framework in place. The application design and the policies in place have to be aligned and optimized together, not separately. Otherwise, there is a risk that digital applications lead to an increase in GHG emissions through a shift to more GHG-intensive transport modes, an increase in total travel distances or the number of vehicles produced—effects that have been observed in the past, in the case of ride hailing or e-scooter sharing services. This calls for coordinated action of policy makers and market actors to create conditions under which offering digital applications in passenger transport contributes to a net GHG emission reduction and is economically-feasible.

Future research should empirically assess the impacts of digital applications on passenger transport in a real-life setting and derive the application and policy design measures required to create climate-friendly digital passenger transport. We hope this report provides a foundation for such work and for putting the digitalization of passenger transport at the service of climate protection.
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Appendix

A. Description of digital technologies

*(Mobile) End user devices and apps*

End user devices such as desktop computers, laptops or tablets provide users the possibility to *display (actuate), process and transmit* data. Mobile end user devices such as smartphones or tablets can be used on-the-go and usually transmit data via mobile telecommunication networks. They are often also equipped with *sensors* (Anjum & Ilyas, 2013), e.g. GPS sensors, cameras, gyroscopes, to capture data about the physical environment of the device which can be used by software applications.

The computational power of devices is continuously increasing and so are the number and types of software applications (e.g. mobile apps) that can be run on these devices. For example, the processor used for the iPhone 7 had clock rate of 2.34 GHz and 3.28 bn transistors, whereas the iPhone 12
processor had a clock rate of 3.1 GHz and 11.8 bn transistors (Apple Wiki, 2021). The number of apps offered through Apple’s App Store increased from roughly 50’000 in 2008 to roughly 3'400'000 in 2020 (Statista Research Department, 2021b).

**Telecommunication networks**

A communication network is “a group of devices connected to one another” and can be used to transmit data among devices (Grigorik, 2013, p. 80). Telecommunication networks can be distinguished in fixed and wireless networks. Fixed networks usually utilize copper and fiber-optic glass cables to transport data. Even though copper lines can support high-speed data traffic, their capacity is limited. Thus, network operators increasingly replace copper with fiber-optic transmission lines to increase capacity and speed while reducing latency (OECD, 2015). Wireless networks can be distinguished according to their geographic range (Table 9).

<table>
<thead>
<tr>
<th>Wireless network type</th>
<th>Range</th>
<th>Example technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal area networks</td>
<td>Within the reach of a person</td>
<td>Bluetooth, ZigBee, NFC</td>
</tr>
<tr>
<td>Local area networks</td>
<td>Within a building or campus</td>
<td>Wi-Fi</td>
</tr>
<tr>
<td>Metropolitan area networks</td>
<td>Within a city</td>
<td>WiMAX</td>
</tr>
<tr>
<td>Wide area networks</td>
<td>Worldwide</td>
<td>Cellular (e.g. UMTS, LTE)</td>
</tr>
</tbody>
</table>

Table 9: Wireless network types, their range and example technologies (Grigorik, 2013).

End-user devices are equipped with diverse wireless network technologies such as Bluetooth and Wi-Fi. Mobile phones are also equipped with cellular network technologies, which are often referred to as mobile network technologies. Table 10 provides an overview of the first four generations of cellular network technologies including their data rates (the amount of data which can be send via a network per unit of time) and latency (the time a data packet requires for travelling from the sender to the receiver). Currently the fifth generation of cellular networks (5G) is being rolled out. It is the first generation of cellular networks which provides data rates that can compete with fixed networks. In addition, it provides further capabilities such as ultra-low latency, high reliability and the possibility to connect many devices (ITU, 2017).

<table>
<thead>
<tr>
<th>Cellular network generation</th>
<th>Launch/release</th>
<th>Description</th>
<th>Data rate</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1G</td>
<td>1979</td>
<td>Analogue system for voice transmission</td>
<td>Voice only</td>
<td></td>
</tr>
<tr>
<td>2G</td>
<td>1991</td>
<td>First digital system including data transmission (e.g. for text messaging, SMS) and mobile Internet access (for text-based websites)</td>
<td>100-400 Kbit/s</td>
<td>300-1'000 ms</td>
</tr>
<tr>
<td>3G</td>
<td>1999</td>
<td>First broadband Internet allowing for multimedia websites and audio and video streaming.</td>
<td>0.5-5 Mbit/s</td>
<td>100-500 ms</td>
</tr>
<tr>
<td>4G</td>
<td>2008-2011</td>
<td>Fast broadband Internet allowing, for example allowing for HD audio and video streaming.</td>
<td>1-50 Mbit/s</td>
<td>&lt;100 ms</td>
</tr>
</tbody>
</table>

Table 10: Evolution of mobile network generations (Bieser, Salieri, et al., 2020) based on (Grigorik, 2013).

The Internet is a special type of communication network that uses the TCP/IP protocol to connect devices (Abbate, 2017) and that can be accessed via fixed and wireless networks. The Internet of Things (IoT) describes the phenomenon that not only people transmit data amongst each other (e.g. via computers or smartphones), but that objects are equipped with connectivity and exchange data amongst each other (Dorsemaine et al., 2015), e.g. smart light bulbs and heaters in a smart home, machines in manufacturing, connected cars. In many IoT applications, data-exchanging devices are distributed on large areas and not connected to a fixed electricity supply such as sensors on agricultural fields to measure soil conditions. So-called low power wide area networks (LPWAN, e.g. Sigfox, LoRa,
LTE-M, Narrowband IoT) are designed to enable exchange of smaller data volumes over a wide range at low energy consumption (Bieser, Salieri, et al., 2020).

**Cloud computing**

Cloud computing describes the provisioning of ICT services (e.g. processing power, storage, software applications) in centralized data centers that can be accessed over the Internet (Repschläger et al., 2010). This means that data *processing* or *storage* no longer takes place on local user devices (servers, computers, smartphones; user can be companies or end users), but in the data centers of the cloud computing service provider. The users then access the computing resources or application through an interface environment, e.g. through a web browser, on their device.

Cloud computing services can be distinguished into three main categories (Repschläger et al., 2010):

- Infrastructure as a Service, IaaS: provisioning of computing resources such as storage or processing power in the cloud.
- Platform as a Service, PaaS: provisioning of computing resources including a developing environment in the cloud
- Software as a Service, SaaS: provisioning of software applications that are accessed by users in the cloud.

A main advantage of cloud computing is that it provides access to high-performance computing resources that allow for computations that would not be possible on local devices. For applications run on mobile devices whose storage and battery capacity is limited, it can be an advantages to provide these as cloud services (SaaS) to minimize local storage of data (e.g. detailed maps of the whole world) and energy consumption (Fernando et al., 2013). For companies, cloud computing enables fast up- and downscaling of ICT resources according to an organization’s requirements (Repschläger et al., 2010).

Cloud computing also provides an advantage when multiple parties need to share, access or process the same data, often in real-time. This can include document sharing solutions (e.g. DropBox) or online collaboration tools (e.g. Google Docs) that support remote work, or vehicle and ride sharing solutions which require sharing and matching of locations of travelers, vehicles and drivers.

**Artificial intelligence and big data**

Various terms in this field exist including AI, machine learning, advanced analytics, and big data, all of which support the analysis (processing) of large amounts of data to derive meaningful insights that could not have been derived with traditional data analysis techniques and smaller data volumes. These insights can for example be used for predictions (e.g. of travel demand), to solve optimization problems (e.g. calculation optimal routes for a demand-responsive bus system) or to automate human decision making (e.g. in self-driving vehicles). In the following, we present one way of conceptualizing important concepts in this field.

In its broadest sense, AI can be defined as “the ability of computers to perform complex tasks and exhibit human-like intelligence […]. The concept of AI by itself does not specify which exact technology is used, but rather refers to the complexity of the intellectual task that is now performed automatically” (Samuylova, 2019, p. 1).

Advanced analytics is “the autonomous or semi-autonomous examination of data or content using sophisticated techniques and tools […] to discover deeper insights, make predictions, or generate recommendations” such as data/text mining or semantic analysis (Gartner, n.d., p. 1). Machine learning “algorithms use large sets of data inputs and outputs to recognize patterns and effectively “learn” in order to train the machine to make autonomous recommendations or decisions” (Helm et al.,
2020, p. 69). Thus, machine learning is a form of advanced analytics that focuses on the “learning ability of algorithms” through pattern recognition.

Big data describes large volumes of data from various sources that increase at a fast pace. Big data is used as an input for machine learning, advanced analytics or AI in general (Chandra, 2019).

**Geospatial technologies**

“Geospatial technologies is a term used to describe the range of modern tools contributing to the geographic mapping and analysis of the Earth and human societies” (AAAS, 2021, p. 1). In transport, geospatial technologies provide the possibility to *sense, process, transmit* and visualize geospatial data. For example, satellite systems or telecommunication networks can be used to track the (real-time) location of people and objects, digital maps can be used to visualize locations, and routing algorithms to calculate the shortest path between two places. Graphical information systems (GIS) is a domain of geospatial technologies that uses computers for the handling of geospatial data (AAAS, 2021).

A geospatial technology that is intensively discussed in recent years is geofencing. “Geofences are virtual geographic boundaries that enable software and applications to trigger a response when mobile devices enter or leave a particular area” (Dabbs, 2018). For example, geofencing can be used to ensure that vehicles automatically adjust the speed when they enter low-speed or low-emission zones (Arnesen et al., 2021) or that vehicles owned by sharing service providers (e.g. cars or e-scooters) cannot be parked outside the service area.

**Digital sensors**

“A sensor is a device […] that detects events or changes in its physical environment (e.g., temperature, sound, heat, pressure, flow, magnetism, motion, and chemical and biochemical parameters) and provides a corresponding output” (Rayes & Salam, 2017, p. 58). While analogue sensors produce a continuous output signal, digital sensors convert analogue to digital (discrete) output signals (Rayes & Salam, 2017; Thomas et al., 2015). Smart sensors are equipped with further components such as microprocessors and communication components that allow to trigger a reaction (e.g. send data) only when specific conditions are met (Rayes & Salam, 2017). Table 11 provides an overview of selected sensors classified by the phenomenon they sense.

<table>
<thead>
<tr>
<th>Phenomenon</th>
<th>Description</th>
<th>Example application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proximity</td>
<td>Detecting the position of objects nearby</td>
<td>Parking assist system</td>
</tr>
<tr>
<td>Position</td>
<td>Detecting the position of objects or people in a particular area</td>
<td>Navigation system</td>
</tr>
<tr>
<td>Occupancy</td>
<td>Detecting the presence of humans or objects in an area</td>
<td>Building automation</td>
</tr>
<tr>
<td>Motion</td>
<td>Detecting the physical movement of objects in the environment</td>
<td>Home security systems</td>
</tr>
<tr>
<td>Velocity</td>
<td>Detecting the rate of change in the position (speed, rotation)</td>
<td>Speed control systems</td>
</tr>
<tr>
<td>Pressure</td>
<td>Detecting the amount of force</td>
<td>Tire pressure sensors</td>
</tr>
<tr>
<td>Image</td>
<td>Detecting light to convey images</td>
<td>Digital cameras</td>
</tr>
<tr>
<td>Temperature</td>
<td>Detecting heat energy</td>
<td>Overheat protections</td>
</tr>
<tr>
<td>Humidity</td>
<td>Detecting moisture in the environment</td>
<td>Climate monitoring</td>
</tr>
</tbody>
</table>

Table 11: Types of sensors classified by the phenomenon they sense and example applications (based on Sehrawat & Gill, 2019).

Continuous improvements of sensor performance with respect to size, cost, power consumption, weight or accuracy (Fitzgerald et al., 2018; Guerrero-Ibáñez et al., 2018; Smart Sense, 2020) have led to an increasing penetration of sensors in diverse infrastructures such as buildings, streets or electricity grids. In the IoT sensors are used to capture data about the physical environment of objects that can be transmitted over telecommunication networks. For example, soil sensors in agricultural fields can be
used to monitor the humidity of soils in order to identify the optimal time and duration of irrigation. Sensors thereby “bridge the world’s physical objects with the Internet” (Rayes & Salam, 2017, p. 59).

Sensors in road transport can be clustered into in-vehicle sensors (e.g. for tire pressure sensors for vehicle diagnostics or radars for driver assistance), intrusive road sensors (e.g. magnetic sensors in pavements to count vehicles or the utilization of parking spots), and non-intrusive sensors (e.g. cameras on masts to monitor traffic volumes, Guerrero-Ibáñez et al., 2018). Mobile devices are also equipped with sensors (e.g. gyroscopes, cameras) that capture information about the device and its owner. Geospatial technologies are also using sensors (e.g. GPS sensors) to capture information about the location of objects and people.

Computer graphics

Computer graphics are “methods and techniques for converting data to and from a graphic display via computer[s]” (Enderle et al., 1987, p. 2). It deals with creating visual representations out of formal descriptions (e.g. data), creating formal description out of visual representations and the processing of visual representations (e.g. images processing, Enderle et al., 1987). Computer graphics uses hardware such as monitors and graphic cards to transform data into optically visible signals (actuating, Enderle et al., 1987). One of the main benefits of computer graphics is that “visually presented information can be accessed by human perception [...] in less time, in greater number, and with fewer errors than in any other way” (Enderle et al., 1987, p. 2f.).

Computer graphics are applied in transport whenever computer-generated visualizations are used, for example: transport vehicles are developed with computer aided design (CAD) tools (Hirz et al., 2017), transport systems are optimized with visual representations of traffic flows (Kornhauser, 1987), video conferences enable face-to-face conversations without physical presence, head-up displays provide information on windshields without requiring the driver to look away from the driveway (Zhu & Zhang, 2020). Computer vision is a related field that helps in automatically identifying objects in images and supports automated driving systems (Janai et al., 2020).

Automation and robots

Automation can be defined as “the process of following a predetermined sequence of operations with little or no human labour” (Gupta & Arora, 2009, pp. 1-2). A robot can be defined as “an autonomous machine capable of sensing its environment, carrying out computations to make decisions, and performing actions in the real world” (sensing, processing, actuating, Guizzo, 2018, p. 1.). Robots are sometimes considered the most advanced or most visual form of automation (Ceccarelli, 2004; Gupta & Arora, 2009). Often, robots exchange data (transmission) with surrounding robots or a central unit which submits instructions (e.g. the next pick-up location for a delivery).

Significant progress has been made in driving automation systems in recent years. A driving automation system is the “hardware and software that are collectively capable of performing part or all of the [dynamic driving task] on a sustained basis” (SAE International, 2016, p. 3). This technology can be used to automate conventional vehicles such as cars or to develop new types of vehicles such as unmanned aerial vehicles (drones) or delivery robots (Hoffmann & Praise, 2018; Stevens & Atkins, 2018). Automation and robots also penetrates other domains of the transport sector such as automated traffic monitoring and control systems (e.g. automatic adjustment of traffic lights according to traffic volume monitored with sensors) or manufacturing processes of automakers (Brogårdh, 2007; Talukder et al., 2017).

Blockchain

A blockchain is a decentralized database that is mirrored in the network on a variety of computers. Entries (e.g. transactions) are summarized and stored in blocks. A consensus mechanism (process) used by all computers ensures the authenticity of database entries (Mitschele, n.d.). Smart contracts
are based on blockchain technology and “permit trusted transactions and agreements to be carried out among disparate, anonymous parties without the need for a central authority, legal system, or external enforcement mechanism” (Frankenfield, 2021, p. 1).

A major benefit of the blockchain is that it reduces transaction costs, can facilitate transactions among parties which do not trust each other and reduces dependency on a central (trusted) entity (e.g. banks, Frankenfield, 2021; Mitschele, n.d.). Thus, “Blockchain technology encourages the building of ecosystems with many participants, who share similar interests but don’t trust each other because of the competition in the market” (Gösele & Sandner, 2018, p. 15).

Gösele and Sandner (2018) analyze the suitability of using the blockchain in diverse mobility applications such as car-wallets that allow cars to make payments on their own (e.g. for toll payments on roads) or vehicle black boxes to capture data about the usage and history of cars. Blockchain can also support decentralization of mobility services by facilitating direct secure and private data exchange among travelers and small mobility service provider (e.g. drivers, P2P car sharers) and avoid the need for a central service provider (Nguyen et al., 2019).
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