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Abstract 

National house price indexes service as a guideline and general indicator of the performance of 
real estate markets and industries. Many countries have experienced several periods of booms 
and busts in house prices during the last four decades. The periods of high house price volatilities 
are often highly interrelated with high uncertainties in not only housing markets but also in the 
credit markets and the real economic activities. Thus, there is a need to understand and search 
for an appropriate method to measure and quantify the potential risk sizeable losses in house 
prices. 

There exist several Value at Risk (VaR) models that are used to measure asset price market risks. 
In this paper, we utilize quarterly panel real house price index series for 10 countries over the 
past four decades, and apply different nonparametric, parametric, and semiparametric Value-at-
risk models and methods to measure the down-side risks of house prices. Our results highlight 
the importance of model choice regarding the calculation of VaR for the national house price 
indexes. The main contribution in this paper is the evaluation of the forecasting capability of 
nonparametric, parametric, and semiparametric risk models applied to national real house price 
indexes and showing that one specific model is not optimal for all the national indices: one suit 
doesn't fit all. 
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1. Introduction 

Housing market risks are typically related to varying house prices, and the effect from real estate 

market downturns can adversely affect the macroeconomic situation and financial stability in a 

country. The house prices in many countries have experienced a rapid growth and a dramatic 

crash causing booms and busts in not only real estate markets but also in the closely connected 

banking and credit markets and in the overall economic activities, as seen during the house price 

booms and busts in 1990s, the 2007-2008 great financial crisis and the 2010-2011 European debt 

crisis. Therefore, it is of great importance to adequately model housing market risk that concerns 

losses and economic recessions for households and nations from declining house prices and 

house price uncertainties.  

To use the standard deviation, often referred to as the volatility, of asset returns is a very simple 

and traditional way to quantify and describe and quantify market risk. A risk management 

approach to market risk is mainly concerned with the assessment of losses and downside risks. 

Henceforth, by market risk we consider the risk of losses due to declining house (asset) prices. 

Value at Risk (VaR) is a widely used measure of market risk for several asset classes. Although 

criticized, Value-at-Risk (VaR) is widely used in risk management. The VaR is the maximum 

amount, during a given time span and with a given probability, the loss of a position or a portfolio 

does not exceed. The most commonly used parametric method is RiskMetric, proposed by JP 

Morgan in 1994 (Duffie and Pan, 1997; Engle and Manganelli, 2004).  The major drawback of 

this parametric approach is that it assumes that returns of a financial asset follow a conditional 

normal distribution with zero mean and variance computed as an exponentially weighted moving 

average of historical squared returns (So and Yu, 2006; Andersen et al., 2020), something that is 

often violated in actual financial return series. A stylized fact of most financial return data series 

is that they are mostly negative skewed with excessive kurtosis (fat tails and peakness) (Bollerslev, 

1986; Lyu et al. 2017); thus, the VaR predicted from using a normal distribution underestimate 

the actual VaR.  

The easiest method to estimate VaR is to use the non-parametric historical simulation. Cabedo 

and Moya (2003) compared the VaRs that generated by ARMA filtered Historical Simulation 

with to those from GARCH models and concluded ARMA filtered  Historical Simulation 

delivers VaR forecasts that are superior to those from GARCH. 
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VaR estimation by using models with time-varying return volatilities is another way to move 

away from the assumption of normally distributed returns.  For a review of GARCH models 

VaR, see Slim er. Al. (2017) Value-at-Risk under Lévy GARCH models: Evidence from global 

stock markets, and So and Yu (2006).  

Engle (1982) developed the autoregressive conditional heteroscedasticity (ARCH) model which 

features dynamic variance. Bollerslev (1986) extended the model and introduced the generalized 

ARCH (GARCH) model, a model that is also able to captures volatility clustering. GARCH 

models assume that negative returns have the same effect as the positive returns on the volatility. 

This is, however, an assumption that is inconsistent with empirical evidence. Thus, the APARCH 

model (Ding, Granger and Engle, 1993), EGARCH model (Nelson, 1991) and GJR-GARCH 

model (G,J,R. 1993) addresses this problem, and were successfully in capturing the asymmetric 

leverage effect. Since GARCH-type models can fit the return data, they are often used to analyze 

financial data and are used to forecast volatility and VaR. The normal distribution that is standard 

in these types of models could be easily replaced by other distributions that deal with skewness 

and heavy tails. Examples include the t-distribution and the skewed GED distribution.  

Another popular method to estimate VaR is to use extreme value theory (EVT). It is applied 

within many industries including finance. Extreme market events occur with small probability, 

but cause serious financial disasters such as early 1990s – Scandinavian banking crisis, Asian 

crisis 1997 -1998, subprime crisis of 2007-2009 and European debt crisis 2009-2013. This 

requires economists, practitioners, and policymakers to be aware of this type of risk, and to be 

able to produce a realistic and accurate quantification of the extreme market risk. The 

unconditional EVT method focuses on the distribution of the selected extreme returns. The use 

of EVT in calculating VaR is normally in the form of the Generalized Pareto Distribution (GPD) 

and is considered as a relatively new approach (See Reiss et al., 1997; McNeil, 1999; Gencay and 

Selcuk, 2004; Williams et al. 2018). 

In this paper, we empirically measure the downside risk of house prices. We use quarterly panel 

data from the International House Price Database of the Federal Reserve Bank of Dallas to 

estimate the VaR of the return of real house prices indices over a set of ten countries across Asia, 

Europe, North America, Africa and Oceania over the past four decades. We use historical 

simulation, filtered historical simulation, the RiskMetrics method, a GARCH-type model and 

the unconditional EVT method (see Section 2 for the precise definition of these methods). These 

methods cover the most commonly used approaches to estimate VaR. 
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Although house price index series are expected to differ in from country to country, it might be 

expected that some method, or methods, to estimate VaR should be better suited than others. 

The fact that the data is quarterly means that it is sparse, and this fact could also make some 

method or methods better than others. It turned out that neither of these hypotheses are 

supported by data – one suit did not fit all.  

These results highlight the importance of model choice regarding the calculation of VaR for the 

national house price indexes. The main contribution in this paper is the evaluation of the 

forecasting capability of nonparametric, parametric, and semiparametric risk models applied to 

national real house price indexes and showing that one specific model is not optimal for all the 

national indexes.  

The reminder of the paper is organized as follows. In Section 2 we present the theoretical 

framework of various VaR methods. Section 3 describes and summarizes the data we use in this 

paper. Section 4 shows the empirical findings from the in-sample and out-of sample results, and 

Section 5 concludes. 
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2. VaR forecasting 

2.1 Introduction 

Given a probability 𝛼 ∈ (0,1) and a time period, the Value-ar-Risk (VaR) at level 𝛼 is defined 

as the maximum amount of loss that can occur with probability 𝛼 during the given time period. 

Mathematically, we define the VaR at the level 𝛼 by 

VaR = inf{𝑥|𝑃(𝐿 ≤ 𝑥) ≥ 𝛼} 

(McNeil, Frey & Embrechts (2015)), where 𝐿 is the loss during the given time period. Typical 

values on 𝛼 are to 0.95, 0975 or 0.99 (Zhao et al., 2019). Given a price series, in our case the 

different index series, we construct the continuously compounded rate of return  𝑟𝑡 =

ln (𝑃𝑡/𝑃𝑡−1), and use this as our underlying data series.  

In parametric models 

𝑟𝑡 = 𝜇 + 𝜎𝑡𝜀𝑡 

where 𝜇  is the unconditional mean of the return, 𝜎𝑡  is the standard deviation and 𝜀𝑡 ∼

i.i.d.(0,1) with distribution function 𝐷. Note that the standard deviation may depend on time, 

while each 𝜀𝑡 has the same distribution for each 𝑡. When we calculate the VaR for returns, the 

loss is equal to the negative of the return: 𝐿 = −𝑟𝑡. 

2.2 Historical simulation 

Historical simulation is a commonly used non-parametric approach. It aims to measure the VaR 

without making assumption about the distribution of the financial assets.  It is one of the VaR 

calculation methods that is easiest to implement. One underlying assumption of historical 

simulation is that the behavior of the returns will be similar in the future as it has been historically. 

The historical simulation estimator  𝑉𝑎�̂�𝐻𝑆 is given by the empirical 1 − 𝛼 quantile of the data 

series (−𝑟𝑡); see e.g. Mc Neil, Frey & Embrechts (2015) p. 51 for details. Due to the simplicity 

of the methodology, historical simulation is by far the most popular approach to conduct VaR 

forecasting among commercial banks (Nieto and Ruiz, 2016). 



6 
 

However, 𝑉𝑎�̂�𝐻𝑆 is calculated under the assumption of i.i.d. returns, an assumption not satisfied 

by most financial datasets. Further discussions on the advantages and disadvantages of historical 

simulation approach to forecast VaR has been well illustrated by Abad et al. (2014).   

2.3 ARMA-HS 

This method combines an autoregressive moving average model (ARMA) with historical 

simulation. It does not directly use the return distribution, instead it uses the distribution of 

forecasting errors that generated by ARMA model (Cabedo and Moya, 2003).  

There are two main procedures. Firstly, given the in-sample return series, the estimation of 

ARMA models is performed. Consequently, the forecasting errors are generated from the 

estimated coefficients. Secondly, the percentile with selected confidence level is selected to 

conduct historical simulation.   

Comparing with traditional Historical Simulation as mentioned earlier in Section 2.2, the ARMA 

filtered HS approach provides a more flexible and efficient VaR estimates which takes the 

fluctuation of returns series into consideration (Sadeghi and Shavvalpour, 2006; Halkos and 

Tsirivis, 2019). 

2.4 Gaussian returns  

By assuming not only that the returns are i.i.d., but that also have a given distribution, leads to 

the parametric class of VaR estimators. A Gaussian VaR is calculated under the assumption 

that the returns are i.i.d. and normally distributed 𝑁(𝜇, 𝜎). This leads to the explicit VaR 

formula 

VaR𝛼 = −𝜇 − 𝜎𝑁−1(1 − 𝛼), 

where 𝑁−1 is the inverse distribution function of a 𝑁(0,1)-distributed random variable.  

2.5 Modified Cornish-Fisher 

The Modified Cornish-Fisher VaR is based on Cornish-Fisher expansion which has no 

requirement of normality assumption. This method uses skewness and kurtosis of the 

distribution to adjust for the non-normality of the true distribution.   
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The first advantage of this method is that financial data with heavy tail and excessive kurtosis 

could be accurately treated. Second, it is easy to implement and unlike the application of 

Gaussian VaR, more information such as kurtosis and skewness are allowed in the VaR 

estimation process (Amédée-Manesme et al. 2015).   

2.6 GARCH-type models 

GARCH-type volatility models are another commonly used approach to estimate VaR. To account for 

serial dependence, it is also assumed that the returns follow an ARMA(𝑚, 𝑛) model: 

𝑟𝑡 = 𝜇 +∑𝑎𝑖𝑟𝑡−𝑖

𝑚

𝑖=1

+∑𝑏𝑖𝜀𝑡−𝑗

𝑛

𝑗=1

+ 𝜀𝑡. 

Here the innovations 𝜀𝑡  are on the form 𝜀𝑡 = 𝜎𝑡𝓏𝑡,  where 𝑧𝑡  is white noise and 𝜎𝑡  is the 

conditional volatility at time 𝑡 which follows the GARCH(𝑝, 𝑞) model (Bollerslev, 1986). 

𝜎𝑡
2 = 𝜔 +∑𝛼𝑖𝜀𝑡−𝑖

2

𝑞

𝑖=1

+∑𝛽𝑗𝜎𝑡−𝑗
2

𝑝

𝑗=1

 

Here 𝑝 > 0 , 𝑞 > 0  are given, and the parameters 𝜔, 𝛼𝑖  and 𝛽𝑗 satifiy 𝜔  >0 and ∑ 𝛼𝑗
𝑞
𝑖=1 +

∑ 𝛽𝑖
𝑝
𝑗=1 < 1  (this condition is necessary and sufficient for covariance stationarity of the 

GARCH(𝑝, 𝑞) process). 

Nelson (1991) has extended the basic GARCH, taken leverage effect into consideration and 

promoted the EGARCH model:  

ln(𝜎𝑡
2) = 𝜔 +∑𝛽𝑖ln (𝜎𝑡−𝑖

2 )

𝑝

𝑖=1

+∑(𝛼𝑗𝓏𝑡−𝑗 + 𝛾𝑗(|𝓏𝑡−𝑗| − 𝐸|𝓏𝑡−𝑗|))

𝑞

𝑗=1

 

where 𝜔, 𝛽𝑖, 𝛼𝑗 , 𝛾𝑗 > 0, 𝛼𝑗  measures the sign effect and 𝛾𝑗 captures the size effect.   

2.7 Extreme Value Theory  

Due to the stylized facts of returns of financial assets, such as heavy tails and excess kurtosis, the 

VaR estimation resulting from historical simulations or the Gaussian parametric approaches 

could be far from reality. The extreme value theory (EVT) approach focuses on the, in absolute 

measures, on the largest negative returns, and usually provides more prudent and more realistic 
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predictions of VaR. In EVT models, relevant quantities are estimated using the Block Maxima 

Model (BMM) or Peak Over Threshold (POT). To fully utilize the data, the POT model is more 

useful for practical applications (Singh et al., 2013). For more on the theory regarding the EVT 

approach to VaR estimation, we refer to Section 7.2 in McNeil, Frey & Embrechts (2015).   

Let 𝐹𝜇(𝑥) be the distribution function of the excess distribution of losses over a specified 

threshold 𝜇: 𝐹𝜇(𝑥) = 𝑃(𝐿 − 𝜇 ≤ 𝑥|𝐿 > 𝜇). By making the assumption that 𝐹𝜇 can be modelled 

by a Generalized Pareto Distribution (GPD) when the threshold 𝜇 is high it is possible to derive 

an explicit, and easily estimated, expression for the VaR. The distribution function of the GPD 

is given by 

𝐺𝜉,𝜓(𝑘) =

{
 
 

 
 
1 − [1 +

𝜉𝜅

𝜓
]
−
1
𝜉
    ,     𝑖𝑓 𝜉 ≠ 0

1 − 𝑒
−
𝑘
𝜓            ,     𝑖𝑓 𝜉 = 0 

 

for 𝑘 ≥ 0 when 𝜉 ≥ 0, and for 𝑘 ∈ [0, −
𝜓

𝜉
] when 𝜉 < 0. Here ξ is the shape parameter, which 

indicates the tail behavior of the GPD: when ξ<0 this is a short-tailed Pareto II distribution, 

when ξ=0 we have an exponential distribution and when ξ>0 the distribution is a Pareto 

distribution. Finally ψ is a scale parameter. 

2.8 Summary of the models 

In the sections above we have considered several approaches for VaR estimation. The estimators 

of VaR using historical simulation, modified VaR and Gaussian VaR are all straightforward to 

compute. The volatility models that deal with autocorrelation and heteroscedasticity provide a 

more sophisticated VaR estimation. One drawback of GARCH-type models is that it 

concentrates on the entire dynamic conditional return series, not only the tail behavior. The 

unconditional POT method focuses on the distribution of the selected negative log returns. On 

the other hand, this approach requires a sufficiently high number of observations, and finding 

the optimal threshold is typically done using graphical methods, which introduces arbitrariness 

into the model. Another weakness of the unconditional POT approach is that it should be 

applied to an i.i.d. sequence.  
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2.9 Backtesting methods 

In the context of business practice, VaR is measured by an increasing number of approaches and 

a variety of statistical tests has been proposed to identify the accuracy of VaR models (Emenogu 

et al., 2020). In order to verify the forecasting ability of a given model, the method of backtesting 

is introduced.  

The different backtesting methods differ in how they are applied. One method is to compare 

the difference between the estimated number of violations and the actual number of violations. 

The unconditional test introduced by Kupiec (1995) is the most widely known test and it is based 

of exceedances. This test is also known as POF test (proportion of failures), and it measures 

whether the number of exceedances is in line with the number consistent with the calculated 

VaR. The indicator variable 𝐼𝑡  denotes whether the observed return 𝑟𝑡  exceeds the VaR 

estimation at that time: 

𝐼𝑡 = {
1
0
    
if  𝑟𝑡 < −𝑉𝑎𝑅𝛼
otherwise,

  

where 𝐼𝑡 follows a Bernoulli distribution. If the sample size is 𝑇 and we let 𝑁 denote the sum 

of the 𝐼𝑡’s, i.e., it denotes the total number of VaR exceedances, then the failure rate is 

estimated by �̂� =
𝑁

𝑇
. A likelihood ratio test using the statistic 𝐿𝑅𝑢𝑐 is performed, and under 

𝐻0: 𝐸[�̂�] = 𝛼, the distribution of this statistic is given by  

𝐿𝑅𝑢𝑐 = 2 log {(
(1 − �̂�)𝑇−𝑁

(1 − 𝛼)𝑇−𝑁
)(
�̂�𝑁

𝛼𝑁
)} ~𝜒2(1)        

We mention in passing that at the 5% significance level, the critical value is 3.84. 

Kupiec’s LR test uses only the total sum of exceedances, which means that it is an unconditional 

approach. Christoffersen (1998) proposed a Markov-chain-based test that evaluates the 

independence in VaR forecasts. If the model is well specified, and the VaR accurately measures 

the financial risk, then the probability of violating today’s VaR should be independent of the 

violation status of yesterday’s VaR. Christoffersen’s conditional coverage test has the ability to 

test both frequency and independence through a likelihood ratio test. The test statistic 𝐿𝑅𝑐𝑐 is 

given by  

                                      𝐿𝑅𝑐𝑐 = 𝐿𝑅𝑢𝑐 + 𝐿𝑅𝑖𝑛𝑑 ,                                                   
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Where 𝐿𝑅𝑢𝑐 is as above, and 𝐿𝑅𝑖𝑛𝑑 is given by 

𝐿𝑅𝑖𝑛𝑑= −2𝑙𝑜𝑔 (
(1 − 𝛼)(𝑇−𝑁)𝛼𝑁

(1 − 𝜋01)𝑛00𝜋01
𝑛01(1 − 𝜋11)𝑛10𝜋11

𝑛11
) 

Here 𝜋𝑖 is the probability of observing a violation at time 𝑡 when 𝐼𝑡−1 = 𝑖 and 𝑛𝑖𝑗  is the number 

of days where 𝐼𝑡−1 = 𝑖 is followed by 𝐼𝑡 = 𝑗. Under the null hypothesis, 𝐿𝑅𝑐𝑐 ∼ 𝜒
2(2). The 

critical value at the 5% significance level is 5.99.  

A more resent alternative method of independence test is the duration-based approach 

(Christoffersen and Pelletier, 2004). The null hypothesis of the duration test is that model is 

correctly specified and the duration of time between VaR violations should have no memory 

(independent and no clusters). Christoffersen and Pelletier (2004) mentions that comparing with 

the Markov test of Christoffersen (1998), this duration test has more power, especially in the 

realistic small sample setting.  
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3. Data 

The dataset used in this study is the quarterly real house price index series of 10 countries across 

Asia, Europe, North America, South America, Africa and Oceania from International House 

Price Database of the Federal Reserve Bank of Dallas. Our sample period is from 1975 Q1 to 

2020 Q1. From this data, we have constructed the house price index series (1975 Q1: 

Index=100). The returns are computed as logarithmic differences of the price series: 𝑟𝑡 =

ln (𝑃𝑡/𝑃𝑡−1).  

Figure 1 provides the plot of house price indices of the 10 countries from 1975 Q1 to 2020 Q1. 

It includes several recessions and economic crisis such as the Japanese asset price bubble (1986-

1992), Scandinavian real estate and banking crisis in the early 1990s, the 1997 Asian crisis, the 

subprime crisis of 2007-2009 and European debt crisis 2010-2011.  

It can be seen from Figure 1 that the real house price index of Australia has grown fastest, 

reaching its peak at the end of 2018. As Australia’s closest neighbor, the index of New Zealand 

displays a similar pattern, but at a lower level.  The US real housing index was very stable before 

the 20th century, and thereafter it increased sharply until the Great financial crisis.  

Although the world experienced an economic crisis in 2008, there are countries that seems to be 

free from the market crash. Israel is such a country in our data set. The Israeli government almost 

monopolized the land, and fewer construction projects, shortage of supply, the expansionary 

monetary policy of the central bank were mainly the factors that causes the price to rise (Rubin 

and Felsenstein, 2017).  

Germany, who is known for being cautious and observing the rules, seems to have successfully 

escaped the 2008 financial crisis. The index series is almost flat, and we can’t see any obvious 

impact from any major economic crisis in the past from the German real house index.  

South Africa has an extreme and persistently high unemployment rate. The rise and fall of its 

housing market is based on the progress of the institutionalized racial segregation. The country’s 

economy was hit by sanctions in the 1980s and entered a rapid development period since 1996 

(Kingdon and Knight, 2004)
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Figure 1. Real house prices index levels, index 1975 Q1 = 100. 

 

SOURCES: The authors acknowledge use of the dataset described in Mack and Martínez-García (2011), authors’ calculation
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Figure 2. Return series of the real house prices index from 1975Q1 to 2020Q1. 

 

 

 

 

 

SOURCES: authors’ calculations using the dataset described in Mack and Martínez-García (2011) 
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Figure 2 contains the return series and illustrates the volatility pattern of each country. Just like 

its corresponding index, the return series of Germany and Colombia are basically flat, and shows 

minor changes even during crises. The return series of US is relatively stable, and the largest 

fluctuation occurred during and around the subprime mortgage crisis.  

Australia’s housing prices collapsed in the late 1980s, and then entered a stable period of 

adjustment and recovery. It is seen in the return series that there was a price plunge in the first 

quarter of 1989, and the decline even exceeded the 2008 crisis. A similar collapse of the real 

estate market also occurred in Canada around 1980, which was the biggest drawback for 

Canadian housing industry in four decades.  

The capital and investment environment of Asian countries have historically been complex 

resulting in several booms and busts. Examples include the Japanese asset price bubble and the 

1997 Asian financial crisis.       

Table 1. Descriptive statistics of quarterly returns of real house price index series, 1975 Q1 to 2020 Q1. 

  Min Mean Max Stdev Skewness Kurtosis JB-test (p-value) LM-test (p-value) 

Australia -0.045 0.007 0.081 0.021 0.560 0.626 12.20 (0.00) 49.72 (0.00) 

Canada -0.086 0.007 0.088 0.024 -0.213 2.063 33.46 (0.00) 64.10 (0.00) 

Colombia -0.058 -0.002 0.072 0.020 -0.013 0.108 0.09 (0.96) 54.80 (0.00) 

Germany -0.022 0.001 0.023 0.008 -0.004 -0.308 0.72 (0.70) 27.78 (0.00) 

South korea -0.066 0.001 0.091 0.023 0.424 1.634 25.58 (0.00) 25.88 (0.00) 

New Zealand -0.057 0.006 0.073 0.022 0.063 0.118 0.22 (0.89) 33.56 (0.00) 

Sweden -0.065 0.005 0.039 0.020 -0.821 0.731 24.34 (0.00) 66.11 (0.00) 

US -0.043 0.004 0.032 0.012 -1.138 2.391 82.18 (0.00) 70.40 (0.00) 

South Africa -0.083 0.001 0.076 0.026 -0.023 1.331 13.38 (0.00) 67.32 (0.00) 

Israel -0.117 0.006 0.157 0.033 0.296 2.877 65.06 (0.00) 17.94 (0.06) 

 

The descriptive statistics of the return series are displayed in Table 1. The mean of the returns 

are all strictly positive for every country except for Colombia in the sample. Israel has the lowest 

value of minimum quarterly return, which is -11.7%, followed by Canada (-8.6%) and South 

Africa (-8.3%). The largest value of maximum quarterly return is contributed by Israel (15.7%), 

South Korea (9.1%) and Canada (8.8%). As observed, extreme values on both profit and loss 

sides appear in Israel and Canada.  
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There is no evidence of excessive kurtosis in any of the time series. Unconditional volatility is 

represented by the standard deviation. The return series for Israel, South Africa and Canada has 

the highest unconditional volatility while Germany and US have the lowest.  

According to Table 1, the results of Jarque-Bera test show that most of return series reject the 

null hypothesis of normal distribution at 1% significant level. The results of ARCH-LM tests 

show that there is volatility clustering in the real house price index data in most of the countries 

at the 1% significant level, except for Israel and South Korea. The data behaves so differently 

between different countries that each country's data has to be studied carefully in order to find 

the best model measuring the market risks of the different real house price indexes for each 

country.  
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4. Empirical Backtesting 

The empirical analysis evaluates the accuracy of the VaR estimations using different approaches.  

The in-sample period is from 1975 Q1to 1997 Q2 with 90 observations and the backtesting 

procedures are performed by comparing the difference between the actual return series with the 

estimated VaR using data from 1997 Q3 to 2020 Q1. The statistical analysis is conducted in the 

software R.  The main purpose of this section is not only to conduct the backtesting processes 

of various VaR models, but also to provide a comprehensive performance comparison of each 

model for each country. In order to fully utilize the observations, a confidence level of 95% is 

applied for backtesting procedures as suggested by Thiele (2019).  Thus, the expected number 

of violations is 4.5.    

Table 2 displays the results of the backtesting. Let 𝑅90  represent the return at 1997 Q2, which 

is the last day of the in-sample period. Thus the estimated VaR at time 1997 Q3 is calculated by 

the returns from 1975 Q1 to 1997 Q2, and defined as 𝑉𝑎𝑅91 (see Table 2, second column, 

“VaR”), and it is then compared with the actual outcome at 1997 Q3 which is 𝑅91 (See Table 2, 

first column, “Real Return” ).  

As mentioned earlier, at a given confidence interval of 95%, the “Expected violations” is 4.5. 

Therefore, for each VaR method, “No of exceedances” draws further attention. A good model 

should therefore have 4 or 5 exceedances (violations). Thus, Table 3 summarizes the list of the 

countries with 4 or 5 exceedances for each VaR model.  

For each country we have used seven different models, covering non-parametric, semi-

parametric and parametric methods. As suggested by Table 3 all methods except the Gaussian 

managed to get the correct number of violations for New Zealand, followed by Germany with 

five models. However, none of the models successfully estimated the correct number of 

violations for Colombia, Australia, and Israel. 
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Table 3. VaR model selection by number of exceedances. 

 Countries with expected(4-5) number of exceedances 

Historical Simulation New Zealand, Canada 

ARMA-HS New Zealand, South Korea, Sweden, Germany 

EVT New Zealand 

Gaussian Germany 

Modified Corner-Fisher New Zealand, Germany 

GARCH-N New Zealand, US, Sweden, Germany 

EGARCH-SSTD South Africa, New Zealand, South Korea, US, Germany 

 

In terms of backtesting ability, the GARCH-type outperformed the other. Especially the 

EGARCH-SSTD model successfully predicted the correct number of violations for half of the 

countries, followed by GARCH-N and ARMA-HS. Another interesting finding is that although 

the most commonly and widely implemented globalized VaR forecasting methods are Historical 

Simulation and Gaussian, these two approaches performed worst. Especially for the Gaussian 

method, it only properly predicted VaR for Germany. However, if we look at Figure 1 and Figure 

2, both the real price index and return series are almost flat with minor fluctuation for Germany.     

Unlike other research findings, such as Tolikas et al. (2007), who applied EVT models, compared 

it with other models such as HS and Gaussian, and concluded that EVT outperformed, we could 

not find any advantage of using EVT models. In fact, it performed the worst together with the 

Gaussian. This probably comes from two facts: the quarterly data is smoothed, and the number 

of observations is relatively few. Thus, compared to using daily returns, by using quarterly data 

we get fewer data points, and these are also less extreme (due to the smoothing effect). For this 

reason, more advanced EVT models will not improve the estimation of VaR.   
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Table 2. Summary of backtesting results. P-values are presented for Correct exceedances, Correct exceedances & independent, The duration test and VaR. 

   Africa Asia Europe North America Oceania South America 

   South Africa Israel South Korea Sweden Germany Canada US Australia New Zealand Colombia 

Expected violations   4.5 4.5 4.5 4.5 4.5 4.5 4.5 4.5 4.5 4.5 

Real Return   0.0271 -0.0077 -0.0655 0.0305 0.0022 0.0076 0.0148 0.0216 -0.0092 -0.0255 

                       

Historical Correct exceedances 0.1763 NA 0.1763 0.1763 0.4411 0.8055 0.0209 0.1252 0.8121 NA 

  Correct exceedances & independent 0.0264 NA 0.0067 0.0264 0.6694 0.0166 0 0.018 0.0016 NA 

  No of exceedances 2 0 2 2 3 4 10 8 5 0 

  The duration test 0.1047 NA 0.036 0.093 0.9171 0.1489 0.0028 0.3509 0.0477 NA 

  VaR -0.0541 -0.057 -0.0356 -0.032 -0.0143 -0.052 -0.0142 -0.0219 -0.0315 -0.0376 

                        

Modified Correct exceedances 0.1763 NA 0.1763 0.1763 0.8055 0.1763 0.0209 0.2617 0.8055 NA 

  Correct exceedances & independent 0.0264 NA 0.0067 0.0264 0.8036 0.0264 0 0.0125 0.0166 NA 

  No of exceedances 2 0 2 2 4 2 10 7 4 0 

  The duration test 0.1047 NA 0.036 0.093 0.9913 0.0948 0.0028 0.086 0.126 NA 

  VaR -0.0524 -0.059 -0.0386 -0.0404 -0.0129 -0.0454 -0.0128 -0.0231 -0.032 -0.0399 

                        

EVT Correct exceedances 0.1763 NA 0.1763 0.1763 0.4411 0.1763 0.0209 0.489 0.8055 NA 

  Correct exceedances & independent 0.0264 NA 0.0067 0.0264 0.6694 0.0264 0 0.0058 0.0166 NA 

  No of exceedances 2 0 2 2 3 2 10 6 4 0 

  The duration test 0.1047 NA 0.036 0.093 0.9171 0.0948 0.0028 0.1093 0.126 NA 

  U 0 0.03 -0.1 0.005 -0.002 0.01 0.002 0 0 -0.01 

  POT-VAR 0.0533 0.0572 0.0518 0.0422 0.0133 0.0435 0.0136 0.0262 0.0319 0.0462 
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Gaussian Correct exceedances 0.1763 NA 0.1763 0.4411 0.8055 0.1763 0.0209 0.4411 0.4411 NA 

  Correct exceedances & independent 0.0264 NA 0.0067 0.1344 0.8036 0.3828 0 0.1344 0.0023 NA 

  No of exceedances 2 0 2 3 4 2 10 3 3 0 

  The duration test 0.1047 NA 0.036 0.4534 0.9913 0.131 0.0028 0.454 0.0286 NA 

  VaR -0.0509 -0.0618 -0.0444 -0.0374 -0.0131 -0.046 -0.0131 -0.0315 -0.0334 -0.0453 

                        

GARCH-N Correct exceedances 0.176 0.4411 0.4411 0.805 0.812 0.4411 0.805 0.176 0.805 NA 

  Correct exceedances & independent 0.383 0.693 0.693 0.804 0.722 0.6694 0.804 0.383 0.804 NA 

  No of exceedances 2 3 3 4 5 3 4 2 4 0 

  The duration test 0.381 0.4904 0.5184 0.2712 0.0044 0.5972 0.432 0.025 0.3472 NA 

  VaR -0.0118 -0.0628 -0.0329 -0.0045 -0.013 -0.0402 -0.002 -0.0168 -0.0157 -0.0189 

                        

EGARCH-SSTD Correct exceedances 0.805 0.441 0.812 0.441 0.812 0.176 0.805 0.441 0.812 NA 

  Correct exceedances & independent 0.804 0.669 0.406 0.669 0.722 0.383 0.804 0.669 0.722 NA 

  No of exceedances 4 3 5 3 5 2 4 3 5 0 

  The duration test 0.539 0.1814 0.0527 0.586 0.0067 0.3506 0.1827 0.0059 0.1239 NA 

  VaR -0.0068 -0.0467 -0.0288 -0.0054 -0.0133 -0.0263 -0.0024 -0.0195 -0.0153 -0.0178 

                        

ARMA Correct exceedances 0.4411 NA 0.8121 0.8121 0.8121 0.4411 0.0538 0.176 0.8121 0.042 

  Correct exceedances & independent 0.6694 NA 0.7218 0.4977 0.7218 0.6694 0.0022 0.383 0.7218 0.1252 

  No of exceedances 3 0 5 5 5 3 9 2 5 1 

  The duration test 0.5935 1 1 0.8706 0.7519 0.9603 0.0191 0.4529 0.3213 NA 

  VaR -0.0092 -0.0587 -0.0482 -0.0044 -0.0146 -0.037 -0.0075 -0.0249 -0.0142 -0.0323 
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As suggested by Haas (2001), no single backtest can sufficiently identify the most accurate VaR 

model, and the results should be verified and confirmed by various different tests. Therefore, 

several traditional statistical assessment approaches, such as Kupiec’s test (Kupiec, 1995), 

Christoffersen’s test (Christoffersen, 1998) and The duration test by Christoffersen and Pelletier 

(2004) are conducted.   

Table 4. Summary of statistical backtesting tests 

 

Model selected by 

Kupiec’s test Christoffersen’s test The duration test 

South Africa EGARCH-SSTD EGARCH-SSTD ARMA-HS 

Colombia ARMA-HS ARMA-HS ARMA-HS 

Australia EVT EGARCH-SSTD Gaussian 

New Zealand HS, EGARCH-SSTD, ARMA-HS GARCH-N GARCH-N 

Israel GARCH-N, EGARCH-SSTD GARCH-N GARCH-N 

South Korea EGARCH-SSTD, ARMA-HS ARMA-HS ARMA-HS 

Canada HS GARCH-N, ARMA-HS ARMA-HS 

US GARCH-N, EGARCH-SSTD GARCH-N, EGARCH-SSTD GARCH-N 

Sweden ARMA-HS GARCH-N ARMA-HS 

Germany GARCH-N, EGARCH-SSTD, ARMA-HS Modified Cornish-Fisher, Gaussian Gaussian 

 

In Table 4, we further abstracted the summary of the model’s results by using different backtesting 

evaluation methods for these 10 countries. Models with the highest P-value in Table 2, second 

column, under Correct exceedances, Correct exceedances & independent and the duration test 

respectively represents the optimal option. Due to the fact that the likelihood ratio test statistic is 

a discrete random variable (see section 2.9 Backtesting methods), several models can get exactly 

the same P-value. Comparing Table 3 and Table 4, we could already see the difference.   

If we look at Australia, which is a country for which no model managed to correctly estimate the 

correct number of violations (see Table 3), the best model selected by Kupiec’s test is EVT with a 

violation number of 6. However, the EVT model failed the independent test, which means those 

6 violation points are clustered and Christoffersen’s test suggested EGARCH-SSTD with 3 

violations. But if we look at the result suggested by The duration test, then the Gaussian model is 

the preferred one.  A similar situation occurred for Canada, which is a country for which the 

historical simulation model managed to correctly estimate the correct number of violations (see 

Table 3) where HS is suggested by Kupiec’s, but replaced by GARCH-N according to the P-value 

of Christoffersen’s test.   

Different from the result of Kupiec’s test, the choices made by Christoffersen’s test and the 

duration test are mostly GARCH-N model and ARMA-HS model, especially when looking at the 
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results of the duration test. If we use the duration test as our sole selection criteria, half of the 

countries should select ARMA-HS as the most accurate VaR model. 

Although different selection criteria give different results, we could still draw the conclusion that, 

for this relatively small dataset, HS, Modified and EVT are inefficient models.      
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Figure 3. VaR forecasts obtained by 7 models for each country from 1997 Q3 to 2020 Q1 
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Just looking at Tables 2, 3 and 4, it is difficult to get an intuitive feeling of the differences of these 

seven VaR models. For this reason, we have also plotted the VaR forecasts given by each method 

for every country. As previously, the first half of the data was used in the in-sample estimation 

process and the other half, starting from 1997 Q3 was used for forecasting comparison. 

According to Figure 3, the predictions given by the Gaussian, Modified, HS and EVT models are 

basically straight lines for many countries. If we use the HS or the Gaussian method to estimate 

the VaR estimator, there is a possibility of excessively overestimate the risk.  

The return series for Colombia, Israel, Canada and Sweden have comparable patterns (see Figure 

2), with high volatility in the first half of the data set which then flattens out in later periods. As for 

the US series, the housing market in USA was very steady with small fluctuations, except during 

the financial crisis, when house prices dropped dramatically, which has not ever happened in the 

past.  

For Australia different selection criteria produced completely different preferred model for 

Australia: the EVT, the GARCH-N and the Gaussian respectively (see Table 4). But looking at 

Figure 3, it seems that both the EVT and the Gaussian model are inappropriate.  

In many cases, the forecasting results from using the EVT, Gaussian, and modified Cornish-Fisher 

models are among the worst due to small sample size, and that with quarterly data there is a 

tendency that returns are smoothed. Basically, for all countries, it seems like GARCH-type and 

ARMA-HS models move following the actual return curve. However, one specific model is not 

optimal for all the national indexes: one suit doesn't fit all.   
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5. Conclusions  

National house price indexes service as a guideline and general indicator of the performance of real 

estate markets and industries, and often the banking and credit markets whose performance are 

closely related to the real estate markets. Many countries have experienced several periods of 

booms and busts in house prices during the last four decades. Events such as the boom-busts in 

the early 1990s, late 1990s, the 2007-2008 global financial crisis, and the 2010-2011 European debt 

crisis, have caused high volatilities in house price indexes across countries. The periods of high 

house price volatilities are often highly interrelated with high uncertainties in not only housing 

markets but also in the credit markets and the real economic activities. 

In this paper, we have performed non-parametric modelling using historical Simulations, estimated 

semi-parametric ARMA-HS model, and estimated several parametric models: Gaussian, Modified 

Cornish-Fisher, EVT, GARCH-N and EGARCH-SSTD. The various models were used to 

forecast and backtest the VaR of the return series of the quarterly real housing index covering 10 

countries from 5 continents. Various procedures and tests have been illustrated to find out the 

most accurate VaR model.    

The accuracy of VaR models is verified by backtesting. We have performed several statistical tests: 

count number of violations, Kupiec’s POT test, Christoffersen’s independence test and the 

duration test provided the validation of VaR models.  

It is apparent that the best model selected by each test differs for each country. The results vary 

depending on the particular selection criteria and no consensus has been reached as to which single 

model was the best for all countries. Constrained by a limited number of observations, more 

sophisticated models such as EVT methods performed among the worst, together with non-

parametric historical simulation. However, it seems like GARCH-type models and ARMA-HS 

perform better. 
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