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Abstract

In cooperation with a consumer credit company based in Stockholm, this bachelor
thesis investigates if the customer profitability in the consumer credit market can
be predicted with multiple linear regression. Data collected before the initial credit
was accepted and data connected to the account activity of the customers’ first nine
months are analyzed. Further, it is examined if the findings could be useful in a
profitability analysis and as a reduction of adverse selection.

The findings show that a number of covariates express promising correlations with
the costumer profitability. However, the prediction error is high and not efficient in
individual cases. Further, some reduction in adverse selection, due to a decrease in
asymmetric information between the customers and the company, can be identified,
but further research is encouraged. Finally, potential improvements are discussed,
especially concerning the choice of regression algorithm.
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Abstract

I samarbete med ett konsumentkreditbolag baserat i Stockholm undersöker detta
kandidatexamensarbete om kundlönsamhet inom marknaden för konsumentkrediter
kan förutsägas med hjälp av multipel linjär regression. Data består av information
som insamlades innan den initiala kreditförfrågningen accepterades, och av
kontoaktivitet under kundens nio första månader. Vidare undersöks om resultatet
kan användas i en lönsamhetsanalys och som en metod för att minska snedvridet
urval.

Resultatet visar att ett antal kovariat uttrycker en lovande korrelation med
kundlönsamheten. Dessvärre är felen från förutsägelserna stora och därför
ineffektiva gällande estimering av individuella kunder. Fortsättningsvis kan
det identifieras viss reduktion av snedvridet urval som en följd av minskad
informationsasymmetri mellan kunderna och företaget, men vidare undersökning
uppmuntras. Avslutningsvis diskuteras ett antal förbättringsmöjligheter, framför
allt gällande val av regressionsalgoritm.

Nyckelord

Kandidatexamensarbete, Matematisk Statistik, Multipel Linjär Regression,
Konsumentkrediter, Kundlönsamhet, Snedvridet urval, Marknadsföring
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1 Introduction

1.1 Background

Having sufficient financial resources is a necessity, both in the business world and as a
private citizen. A shortage of liquidity might create distress, or an inability to utilize
profitable investment opportunities. Credits are a solution to this contemporary
problem, when other future cash flows are expected. A credit is an agreement
between two parties, where the first party (the lender) supplies the other party
(the borrower) with financial resources. The credit enables the possibility for the
borrower to reimburse the lender in the future, with additional interest. Hence, the
credit is the trust between two unrelated entities. A company that profits on lending
money is a credit company, and it is consequently a consumer credit company if the
business strategy is aimed towards consumers.

This research is conducted in cooperation with a consumer credit service company
based in Stockholm. In the remainder of this report, this company is addressed as
CreditCompany. The business plan is to quickly and safely supply their accepted
customers with additional economic resources through an account credit. This
type of credit is an account where both parties can monitor the current debt. If
a consumer amortizes on time, the debt decreases, but if the customer neglects
the due date, the debt increases through added interest and late fees. Ideally,
the customer pays back according to plan and credit companies know exactly the
profitability of a single client. However, a lot of uncertainties unravel from the initial
accepted credit and onward, due to defaults and requests of new credits from current
customers.

Through company specific algorithms, a potential customer is either accepted or
rejected. After an accepted credit, the consumer receives the financial resources and
thereby undertakes the responsibility to repay the debt. This first transaction from
the lender to the borrower is the inital credit limit. A monthly invoice is sent from
the company to the customer with repayment information. The amount and the
due date on the invoice are the minimum requirements for repayment. A customer
is therefore free to repay a larger sum and more frequently if it is beneficial for
this specific client. However, if the due date passes without sufficient amortization,
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regular reminder letters and new invoices are sent with additional fees. The final
stage is involvement with the Enforcement Authority.

In addition to the somewhat free repayment options, an account credit will also
provide the opportunity to request additional credits. This consists of two options.
Firstly, a customer may request to do a withdrawal. A withdrawal may be interpreted
as a new loan on the consumer’s account. The largest amount of a withdrawal is
the difference between the current debt and the credit limit. Secondly, a customer
may want to perform a raise of the credit limit. The customer might later consider
that the initial credit limit is insufficiently low and could benefit from a raised limit.
If accepted, the debt is increased from the current level to the new credit limit, and
the difference is paid out as a new credit. These two types of new commitments
are obviously beneficial for a company, if they are repaid. Withdrawals and raises
secure this company as the specific customer’s first choice.

This scenario contains a lot of uncertainties, which can be summarized in three
major issues regarding the company’s profitability estimations.

• There is an uncertainty regarding the value of the cash flows, mainly because
of additional fees and the possibility to repay early.

• A customer can make withdrawals and credit limit raises, and consequently,
the longevity of the account can be prolonged.

• Since there can be missed payments, withdrawals and credit limit raises, there
is a variance regarding the frequency of the cash flows, both in and out of the
company. The cash flows happen at different times, and therefore there is the
factor of time value of money that has to be taken into consideration.

A model could potentially be created to reduce these uncertainties and produce more
accurate predictions. Mohamad et al, [HH 13] states that Multiple Linear Regression
(MLR) shows signs of predictive power regarding net profit in construction
companies, while Bretschneider et al [Bre+89] argues that MLR might be used
to forecast state government revenues. These are key performance indicators with
similar characteristics of profitability. An MLR analysis is therefore conducted in
cooperation with CreditCompany. The supplied dataset includes account activity
during the first nine months and data acquired prior to the initial credit.
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The uncertainties regarding defaulting customers can result in significant credit
losses to credit companies. These losses can to some extent be devastating, and
consequently, avoiding the extremely underperforming customers might be more
important than finding the profitable ones. All customers are connected to a credit
risk, that is, risk of defaulting, and this risk is mainly a result of asymmetric
information. Often, the consequence is adverse selection. These terms are explained
in detail in Section 2.2, but in short, it is a phenomenon where the information
difference between a buyer and seller consequently leads to a high proportion of
low-quality products on the market.

The information to evaluate credit risk prior to an engagement is limited, mainly
through open databases and credit history. By evaluating the account activity
during the initial months, this asymmetric information could potentially be reduced,
something of interest to a wide variety of markets. This report will therefore also
investigate the potential reduction of adverse selection.

1.2 Purpose

The purpose of this report is to examine if a model can be created to calculate the
customer profitability of an individual customer. This key performance indicator
can be interpreted as the total value that a single customer brings to the firm, see
Section 1.5 for a more thorough explanation. An MLR analysis is implemented
to try to identify important variables that may affect the customer profitability
in a positive or negative way. Moreover, an analysis is conducted to evaluate the
possible effects regarding profitability that this model could bring to a company,
mainly regarding customer segmentation and reduction of adverse selection.

1.3 Research Questions

The research questions for the main part of this report are:

• To what extent can ordinary least squares multiple linear regression (OLS)
create a model that predicts long run customer profitability in a business
environment characterized by high uncertainty?
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• Is data acquired after the customer is accepted more informative compared to
the data available at the time of approving the initial credit? Which variables
are significant in the model?

The industrial engineering and management part of this report tries to answer:

• To what extent can the account activity data reduce adverse selection and
give insights about credit risk?

• How are the profits distributed through the customer portfolio, and how can
these insights optimize profitability?

1.4 Limitations

There are a few necessary conditions that need to be established. Firstly, all the data
is supplied by the company CreditCompany. Secondly, there is a regulation change
regarding the magnitude of interest rates, introduced in September 2018 [Kon18].
This consequently means that accounts initialized prior to that month are deemed
invalid. Lastly, a dependent variable is needed to be able to conduct an OLS, see
Section 3.1. This dependent variable is customer profitability after two years. This
requirement eliminates accounts shorter than two years from the dataset, resulting
in a set of customers that began between October 2018 and March 2019. The set
consists of 2 771 accounts with 116 possible independent variables. The data consists
of account activity during the customers’ first nine months, and data collected in
connection to the initial application.

1.5 Technical terms in the industry

• Customer profitability: In this scenario, customer profitability is calculated as

Customer profitability = − Credit Payments + Repayments

+ Debt + PV(Future Net Withdrawals),

where PV denotes present value. Credit payments are the sum of all cash flows
from the company to a specific customer during the time period of two years.
Repayments are the sum of all cash flows from a customer to the company.
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This includes amortization, late fees and interest. Debt is the total debt that
remains after two years. Net withdrawals is the expected profit from possible
withdrawals that may occur after two years.

• Account credit: The account for a customer. It shows the current debt and it
can be refilled with new credits.

• Debt: The amount that the customer owes the credit company, including
interest and additional fees.

• Performing customer: A customer that is repaying according to schedule.

• Credit limit: The highest possible credits one customer may have. The total
debt may be higher since the credits only include the payments from the
company to the customer.

• Credit limit raise: A performing customer may request to raise the current
credit limit.

• Withdrawal: A procedure that increases the credit, and consequently the
customer’s access to cash, potentially up to the difference between the current
debt and the credit limit. For example, if the credit limit is 15 000 SEK and
the debt is 10 000 SEK a customer can request a withdrawal of 5 000 SEK. If
the company accepts this request, the credits increase with 5000 SEK and the
debt with 5 000 SEK plus interest. The customer now has 5 000 SEK more on
their bank account.

• Enforcement Authority: A government agency where credits from non-
performing customers end up. They help companies recover debt.

• Reminder letter: This is sent to a customer that has missed a repayment due
date. It is connected to an additional fee and interest.

• Collection company: A company with the task to collect debt. In this certain
case, the collection company is a different section of CreditCompany.

• UAK: A reminder letter that states that the account will be terminated in 30
days and the Enforcement Authority will continue the process.

• SMOK: A reminder letter that seven days remain of the UAK.
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2 Economic theory

2.1 Time Value of Money

Money supplied at different times can never be compared by their absolute value.
Present day money is considered to have a higher value than money in the future,
since present day money can be invested and thus reach a higher value later.
Expected cash flows in the future should therefore be discounted, that is, the value
should be divided by a suitable interest rate [BD17],

PV = C

(1 + r)n
,

where C is the cash flow at time n, r is the rate for a certain time period and n is
the number of time periods.

2.1.1 Annuity

An annuity is a series of cash flows paid at regular intervals, where all transactions
are of the same quantity [BD17]. The present value of an annuity with the cash flow
size C and number of periods N can be computed as

PV =
N∑

n=1

C

(1 + r)n
= C

r

(
1 − 1

(1 + r)N

)
. (1)

Here it is assumed that the first payment occurs after one time period.

2.2 Asymmetric Information and Adverse Selection

Asymmetric information is a threat to efficient markets, and the issue is well-
described by Nobel laureate George Askerof. The key fact from his research is that
the difference in knowledge between a buyer and seller results in an overexposure of
low-quality outputs in the market. The buyer cannot guarantee that the product is
of satisfying quality and is therefore not willing to pay a high price. The seller is not
willing to distribute a high-quality product at a price below its real value, and will
therefore only offer low-quality products. This results in adverse selection, a market
with a disproportionately high supply of low-quality products [GLS16].
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In some scenarios the problem of adverse selection is also occurring when the buyer
possesses more information than the seller. This is especially prominent in the
markets of insurance and financial services. In the financial market, the supplier
cannot be certain of the intentions of the customer regarding repayments, which
results in high interest rates to counteract the credit risk. An extension to this issue
is the problem of moral hazard. Two parties accept a contract on certain terms.
If one of the parties cannot observe the economic behaviour of the other, there is
a risk that the other entity acts in contrarian ways to the agreed upon contract.
Fraud is a typical example of moral hazard. These types of asymmetric information
issues affect both the supplier and low-risk customers, since the suppliers need even
higher interest rates to make up for the high-risk customers. Smoothing out these
differences, prior to and during engagements, is therefore desirable for all markets
[GLS16].

2.3 Segmentation and strategic marketing

Apart from identifying worrying credit risk characteristics, attending to present
profitable customers is vital for any business. However, to evaluate how profitable
a customer is during the entire relationship, the customer lifetime value, is tough.
Successfully done though, it yields valuable insights about cost management, revenue
management and strategic marketing [RVT03]. According to Mulhern, there are
basically two approaches to evaluate the profitability of one customer; to base the
forecast on historical data, or to evaluate on anticipated future purchases [Mul99].
Storbacka agrees [Sto97], while he concludes that the former is better suited for
strategical issues such as product and price positioning, while the latter is more
connected to enhancing relationships with customers and affecting their behaviour,
strategical marketing [Sto97]. No matter which approach that is used, the final
product is usually concentrated in a discounted cash flow formula, with the general
form

CPi =
T∑

t=1

∑J
j=1(pijt − cijt) −∑K

k=1 mcikt

(1 + r)t
.

Here, t is the time-periods, pijt the price of product j for customer i at time t, cijt the
cost for the company of product j for customer i at time t and mcikt the marketing
costs of campaign k to customer i at time t. [Mul99]
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Mulhern, further states that these types of analyses are more suitable in areas
where the business relationships are less uncertain and bound for a long time, for
example in financial services and insurance [Mul99]. However, forecasts are still
subject to sudden changes and unexpected events. Segmentation is a traditional
way of handling this. By dividing customers into homogeneous groups the expected
value becomes more certain and more robust against fluctuations against individual
customers. Storbacka argues that there are four basic approaches of segmenting
customer bases [Sto97].

• Based on combining relationship costs and relationship revenues: This can
easily be demonstrated by plotting the costs on the x-axis and revenues on
the y-axis. This results in four segments, illustrated by Fig. 2.1. The first
group is highly profitable customers and should be nourished. Group two and
three includes both profitable an unprofitable customers. However, group two
have more contact with the company and could be affected by marketing and
be highly profitable. Group four is unprofitable customers.

• Based or relationship volume: This is simply separating by volume, for example
credit limit.

• Based on customer relationship profitability: The groups are separated by how
much they contribute to the profit. The first group could be the 25% most
profitable customers, group two the following 25% and so on.

• Based on combining relationship volume and profitability: The base case is
four different groups, low volume and unprofitable customers, low volume
and profitable costumers, high volume and unprofitable customers, and high
volume and unprofitable customers.
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Figure 2.1: Relationship cost vs Relationship revenue [Sto97]

The optimal segmentation approach depends on the insights that are desired.
Nonetheless, it should generate some understanding on the optimal customer
relationship management. According to Cermák, the customer lifetime value
framework can be divided into three parts; acquisition, retention and expansion
[Cer05]. These basic types of segmentation are useful in evaluating how the resources
should be distributed to these respective stages and customers.

2.4 Measuring Credit Risk

Credit risk reflects the risk of defaulting before the required repayments are
fulfilled. Traditionally, a scorecard is constructed, where the score reflects the risk
of defaulting. The most common way of creating these scorecards is through logistic
regression, a binary classifier algorithm [Tho09]. However, more classifiers have
started to emerge in practice, both for consumer credit risk and company credit risk.
Mezei et al state that Neural Networks showed better default prediction in peer-
to-peer lending than logistic regression [BHM15]. Brown and Mues conclude that
random forests and gradient boosting show a high predictive performance [BM12].
Finally, Twala states that ensemble learning, a combination of different classifying
methods, show very promising results in predicting credit risk [Twa10].
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3 Mathematical Theory

3.1 Multiple Linear Regression

Multiple linear regression is used to estimate a relationship between a dependent
variable and two or more covariates. An observation, i, of the MLP model with
covariates xj, j = 1, ..., k, can be illustrated in the general form [MPV12]

yi = β0 +
k∑

j=1
βjxi,j + ϵi.

Here, y is the dependent variable, xj’s are the covariates and β’s are the coefficients
corresponding to the predictor variables. In particular, β0 is the intercept. Further,
ϵi is an error term corresponding to the observation i. The complete set of
observations, i = 1, ..., n, can be expressed in matrix form as

y = Xβ + ϵ,

where,

y =



y1

y2
...

yn

 , β =



β0

β1
...

βk

 , X =



1 x1,1 x1,2 · · · x1,k

1 x2,1 x2,2 · · · x2,k

... ... ... . . . ...
1 xn,1 xn,2 · · · xn,k

 , ϵ =



ϵ1

ϵ2
...

ϵn

 .

3.1.1 Ordinary Least Square method

The ordinary least square method (OLS), originates from the same sample
model

yi = β0 +
k∑

j=1
βjxi,j + ϵi, i = 1, 2, ..., n.

This is used to create the least squares function

S(β0, β1, ..., βk) =
n∑

i=1

yi − β0 −
k∑

j=1
βjxi,j

2

=
n∑

i=1
ϵ2

i ,
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where n > k. This function shall be minimized. It is more convenient to write this
in matrix notation as

S(β) = ϵT ϵ = (y − Xβ)T (y − Xβ),

where T denotes transpose. This function may be expressed as

S(β) = yT y − 2βT XT y + βT XT Xβ.

This linear expression is convex, and therefore to minimize it, the derivative with
respect to β is set to equal 0,

∂S

∂β
= −2XT y + 2XT Xβ̂ = 0,

where β̂ is an estimator of β. This is then simplified to

XT Xβ̂ = XT y.

Finally, since n > k, the columns in X are linearly independent and the inverse of
XT X exists. This yields the least-squares estimator

β̂ = (XT X)−1XT y. (2)

The estimator β̂ is the Best Linear Unbiased Estimator (BLUE) of β according
to the Gauss-Markov theorem [MPV12]. This means that E[β̂] = β and that the
estimators β̂ minimizes the variance for any linear combination of the estimated
coefficients, lT β̂.
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3.1.2 Model Assumptions

A few assumptions are necessary to guarantee correctness of the regression
[WGK13].

1. There is an approximate linear relationship between the dependent variable
and the covariates.

2. The error term, ϵi, follows a normal distribution, for all i.

3. E[ϵi] = 0 for all i.

4. Var[ϵi] = σ2, for all i, which means that the variance of the error term is
constant and finite over the entire set.

5. Cov(ei, ej) = 0, i ̸= j

3.2 Normal distribution

For the estimators to be BLUE and to be able to conduct hypothesis testing and
decide reliable confidence intervals, the assumption of normally distributed error
terms with constant variance is necessary. It is therefore important to confirm that
this is true.

3.2.1 Residual analysis

The residual of one observation may be written as ei = yi − ŷi, where yi is the
observed value and ŷi is the fitted value using the estimators β̂. In matrix form it
is expressed as e = y − ŷ.

However, simply observing the deviation of the fitted value from the original value
does not yield a lot of information. An appropriate scaling returns more information
about the magnitude of the deviance and can be used to evaluate the assumption
of normality. Using the OLS estimator stated in Eq. (2) in Section 3.1.1, the fitted
values can be written as

ŷ = Xβ̂ = X(XT X)−1XT y = Hy.
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H is the so called hat matrix. Using this notation, the residuals can be written
as

e = y − ŷ = y − Hy = (I − H)y.

With some simple calculations it can be shown that

Var(ei) = σ2(1 − hii),

where σ2 can be estimated as

σ̂2 = MSres = yT y − β̂T XT y

n − p
. (3)

Here p denotes the number of parameters in the model and n is the number of
observations. Therefore, by scaling the residuals as

ri = ei√
MSRes(1 − hii)

, (4)

a residual ri with constant variance 1 is created. This is called the studentized
residual [MPV12]. Visually analysing the plot of studentized residual against their
fitted values yields information about the normality, constant variance and linearity
assumptions.

3.2.2 Normal Q-Q plot

A more robust method of examining the normal distribution of the residuals is
through a Normal Quantile Quantile plot (Normal Q-Q plot). In a Q-Q plot the
standardized residuals are plotted against their theoretical quantile in ascending
order. If the residuals follow a normal distribution, the plot will follow a straight
line [GZ12].

3.3 Variable Selection

A large model is not always desirable. It is therefore necessary to efficiently select
appropriate variables. This section describes a few techniques.
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3.3.1 All possible regression

All possible regressions is a method that conducts a regression on all possible subsets
of the covariates . A covariate has two options, either it can be included in the model,
or not. A set containing k possible variables therefore has 2k possible regressions.
This number quickly increases as the number of possible covariates grows larger. It
is therefore not computationally possible to use this if the set is too large. However,
if the set is small enough, this technique can be used and the models can thereafter
be evaluated with the criteria in Section 3.5 [MPV12].

3.3.2 Stepwise-type regression

There are three varieties of stepwise-type procedures, namely forward selection,
backward elimination and stepwise regression.

Forward selection starts with zero covariates, except the intercept. The ambition
is to find the best possible model by adding one covariate at a time [MPV12].
The covariate with the largest correlation to the dependent variable is selected
in the first step. This variable has the largest value of the F -statistic, a statistic
measuring significance of the model. The meaning of F-statistics is explained further
in Section 3.5.7. If the F -statistic exceeds a preselected value, Fin, the variable is
chosen to enter the model. In the next step the F -statistics are examined again.
This time it is adjusted for the variables already existing in the model. If an F -
statistic exceeds Fin it enters the model. This is repeated until the largest statistic
is below Fin.

The backward elimination starts with the full model. The F -statistics are computed
for all variables, and the smallest is selected. If this value is below a preselected value,
Fout, the variable is excluded from the model. This is repeated until all F -statistics
exceeds Fout [MPV12].

The stepwise regression algorithm combines the two previously mentioned
techniques. It starts with forward selection, but at each stage all selected variables
are reassessed. A previously chosen variable may be redundant at a later stage
and can therefore leave the model [MPV12]. This algorithm therefore needs two
preselected cutoff values, Fin and Fout.
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3.3.3 Variable transformation

The variables used in the model may need to be transformed to increase predicting
power and to satisfy the model assumptions, see Section 3.1.2. For example, there
might be problems with non-normality or an inconsistent variance. The Box-
Cox transformation is used to solve this problem [MPV12]. The main idea is to
make a power transformation of the dependent variable, yλ, where the Box-Cox
transformation estimates a suitable value for λ. An obvious problem occurs when
λ = 0. To solve this the y(λ) is defined as

y(λ) =


yλ−1
λẏλ−1 , λ ̸= 0

ẏlny, λ = 0,
(5)

where ẏ is the geometric mean of the observations. Using maximum likelihood,
a 95% confidence interval for λ may be found. If λ = 1 is inside the confidence
interval it suggests that a transformation is not necessary. If not, a transformation
is desirable.

3.4 Model errors

There are a lot of factors that may affect the model in a negative way. In this section
a few of them are mentioned, and more specifically how they influence the result of
the model.

3.4.1 Multicollinearity

If no linear relationship between the covariates exists, they are said to be orthogonal.
However, in most cases this is not true. If there are near-linear dependencies
between the covariates, a problem with multicollinearity arises [MPV12]. Consider
the scenario when the matrix XT X is in correlation form, that is

XT X =



1 r12 · · · r1k

r12 1 · · · r2k

... ... . . . ...
r1k r2k · · · 1

 .
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A similar correlation vector is created for XT y. The issue of multicollinearity is
illustrated in the bivariate case. The standard least-squares equation is written
as  1 r12

r12 1


β̂1

β̂2

 =

r1y

r2y

 ,

with the solution
β̂1 = r1y − r12r2y

1 − r2
12

, β̂2 = r2y − r12r1y

1 − r2
12

.

The variance of β̂j is given by σ2(XT X)−1
jj , which in this case is σ2 1

1−r2
12

. With
a near-linear dependency r2

12 will approach 1, with the result that β̂j → ∞ and
Var

(
β̂j

)
→ ∞. Further, the covariance between β̂1 and β̂2 is given by −r12

1−r2
12

, which
means that the covariance will tend to ±∞, depending on if r12 tends to 1 or −1.
The conclusion is that multicollinearity causes large variances and covariances in
the estimators.

3.4.2 Heteroscedasticity

Heteroscedasticity is the absence of homoscedasticity, i.e., the variance is not
constant over the entire set [BP79]. This breaks the assumptions in Section 3.1.2.
By plotting the studentized residuals against the fitted values ŷi, heteroscedasticity
is usually discovered since the plot resembles a cone shape. This issue can in some
cases be treated with an adequate transformation, see Section 3.3.3.

3.4.3 Outliers, high leverage and influential points

Certain individual observations may affect the final model in an unsatisfactory way.
This can be summarized in three different categories of points [MPV12].

1. Outliers: Unusual in y-value.

2. High leverage points: Unusual in x-value.

3. Influential points: Somewhat unusual in both x- and y-values.

Potential outliers can usually be identified by examining the scaled residuals.
Residuals which are considerably larger than the mean should be acknowledged
[MPV12].
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Potential leverage points may be identified using the so called hat matrix [MPV12].
As mentioned in Section 3.2.1, it is defined as

H = X(XT X)−1XT .

This matrix plays an important role since Var(ŷ) = σ2H and Var(e) = σ2(I − H).
The leverage of observation yi on the fitted value ŷj can therefore be estimated using
the element hij of the hat matrix. The diagonal elements hii are usually considered.
The average size of hii is the number of covariates, p, divided by the number of
observations, n, since

Tr(H) =
n∑

i=1
hii = Tr(X(XT X)−1XT ) = Tr((XT X)(XT X)−1) = Tr(Ip) = p,

and
h̄ = 1

n

n∑
i=1

hii = p

n
.

Usually, individual elements hii > 2p
n

are considered to have high leverage.

To find influential points, Cook’s distance is useful [MPV12]. This is a deletion
diagnostic. The method is used to measure the squared distance between the
estimators β̂ and the estimators β̂(i), where the latter is obtained by deleting
observation i. It is defined as

Di(XT X, pMSres) =
(β̂(i) − β̂)T XT X(β̂(i) − β̂)

pMSres

, i = 1, 2, ..., n,

where MSres is defined as Eq. (3) in Section 3.2.1. Consider a 50% confidence
region for β with the full set of observations. Thereafter compare Di to the Fα,p,n−p

distribution, since Di is approximately F -distributed. If Di = F0.5,p,n−p it indicates
that removing observation i would move β̂ to the boundary of the previously
mentioned confidence region. This could signal that observation i possesses a large
influence. Since F0.5,p,n−p ≃ 1, values of Di ≥ 1 are usually considered.

3.5 Model Validation

Adequacy checks are necessary to evaluate the validity of the model. This section
supplies a few techniques and necessary theory.
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3.5.1 Adjusted R2

The adjusted R2 is defined as

R2
adj = 1 − SSres/(n − p)

SST /(n − 1)
,

where
SSres = yT y − β̂T XT y, SST = yT y − (∑n

i=1 yi)2

n
.

This criterion represents the proportion of variance in the dependent variable that
can be explained by the covariates, where values closer to 1 indicates a better model
[MPV12]. The criterion is penalised by adding more variables since p increases.
Consequently R2

adj only increases up to a certain number of covariates.

3.5.2 AIC and BIC

The Akaike Information Criterion (AIC) and Bayesian Information Criterion
(BIC) use penalised log-likelihood measures to maximize the expected information
[MPV12]. They are defined as

AIC = nln
(

SSres

n

)
+ 2p, BIC = nln

(
SSres

n

)
+ pln(n).

A small value is desirable in both cases. The mechanism behind this is that the
value only decreases in the scenario where the reduction of SSres makes up for the
increase in p. The second term in BIC penalises the addition of covariates to a larger
extent than the second term in AIC.

3.5.3 Mallow’s Cp

Mallow’s Cp is defined as

Cp = SSres(p)
σ̂2 − n + 2p,

where σ̂2 is a suitable estimate of σ2. SSres(p) consists of the terms SSB(p) and
(n − p)σ2, where

SSB(p) =
n∑

i=1
[E(yi) − E(ŷi)]2.
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This can be interpreted as the bias between the true model and the current subset
model [MPV12]. If the bias equals 0, then

Cp = (n − p)σ2

σ2 − n + 2p = p.

It is desirable to achieve a small value on Cp, so a small bias may be accepted if it
lowers the overall prediction error.

3.5.4 Variance Inflation Factors

In Section 3.4.1, it was stated that the matrix (XT X)−1 supplies a lot of information
regarding multicollinearity. This matrix is denoted C. The diagonal elements, Cjj

are called variance inflating factors (V IFj). If V IFj is above 5 − 10, depending on
the model size, it can be concluded that the estimators will be heavily affected by
multicollinearity [MPV12].

3.5.5 Confidence intervals

Confidence intervals are very important and useful to estimate the accuracy of the
model. A confidence interval gives an upper and lower limit such that the probability
that the interval includes the true parameter is 100(1−α)%, where 0 < α < 1 denotes
the significance level [MPV12]. The technique relies on a few of the assumptions
in Section 3.1.2, namely that the error terms, ϵi, are normally and independently
distributed with mean 0 and variance σ2. There are a variety of useful examinations
where this is used. Firstly, a confidence interval for the normally distributed OLS
estimators β̂ can be computed. It can be shown that

β̂j − βj√
σ̂2Cjj

, j = 0, 1, ..., k,

is t-distributed with n − k degrees of freedom. Here σ̂2 is an unbiased estimator
of σ2 and Cjj is the jth diagonal element in (XT X)−1. This yields the confidence
interval of significance level α,

β̂j − tα/2,n−p

√
σ̂2Cjj ≤ βj ≤ β̂j + tα/2,n−p

√
σ̂2Cjj.
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This can also be used to create an interval for the fitted values. It is stated that a
fitted value at a certain point is

ŷ = xT
0 β̂.

The variance of of this fitted value is

Var(ŷo) = σ2xT
0 (XT X)−1x0.

This yields the confidence interval

ŷ0 − tα/2,n−p

√
σ̂2xT

0 (XT X)−1x0 ≤ E(y|x0) ≤ ŷ0 + tα/2,n−p

√
σ̂2xT

0 (XT X)−1x0.

3.5.6 Hypothesis testing

The idea behind hypothesis testing is to define a hypothesis, do a test, and if
possible reject the hypothesis. More thoroughly, the null hypothesis H0 is stated.
A suitable confidence level is then defined for a certain statistic which follows a
specific distribution. If the statistic is outside of this confidence level, H0 is rejected
[Blo+17].

An important test to perform is the global test to examine if the OLS estimators
have significance. This can be stated as

H0 : β1 = β2 = ... = βk = 0

H1 : βj ̸= 0, for at least one j = 1, 2, ..., k.

To test this a generalized analysis of variance (ANOVA) test is used [MPV12]. The
total sum of squares is split up as ST = SR + Sres, the regression sum of squares,
and residual sum of squares, respectively. It can be shown that

F0 = SSR/k

SSres/(n − k − 1)
= MSR

MSres

follows a Fk,n−k−1 distribution. If F0 > Fα,k,n−k−1 where 0 < α < 1, the null
hypothesis is rejected on significance level α. F-statistics is handled in Section 3.5.7
.
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3.5.7 F-statistic

The ratio between two independent χ2 random variables is an F -statistic. Both
SSres

σ2 and SSR

σ2 are independent and χ2-distributed with n − k − 1 and k degrees of
freedom, respectively. In the hypothesis test in Section 3.5.6, the following statistics
was formed,

F0 = SSR/k

SSres/(n − k − 1)
= MSR

MSres

.

It was also stated that if F0 > Fα,k,n−k−1, the null hypothesis is rejected. Since
SST = SSR +SSres, a large value on F0 indicates that SSR describes a large portion
of the total error. If F0 therefore surpasses the predefined significance level, it can
be concluded that the null hypothesis should be rejected. This is illustrated in
Table 3.1

Table 3.1: Analysis of variance table

Source of variation Sum of Squares Deegres of freedom Mean Square F0
Regression SSR k MSR MSR/MSres

Residual SSres n-k-1 MSRes

Total SST n-1

The F -statistic in Section 3.3.2 is formed in a similiar way [Inl14], as

F0 =
SSres(reduced)−SSres(full)

∆p

MSres(full)
.

The full model will always fit the data at least as good as the reduced model.
Consequently, the residual sum of squares in a full model will always be equal to,
or lower than the corresponding value to the reduced model. This F -statistic is
compared to Fα,∆p,n−p. In the forward selection case, if an additional covariate
(the full model) creates F0 > Fα,∆p,n−p, it can be concluded that the reduction
in SSres significantly improves the model and the variable should be included. In
the backward elimination case, if the reduced model (eliminated variable), does not
significantly reduce the performance of the model, it will be omitted.
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3.5.8 T-statistic

The t-statistic is used to test the significance of individual coefficients. The null
hypothesis is H0 : βj = 0, and the test statistic created is

t0 = β̂j√
σ̂2Cjj

= β̂j

se
(
β̂j

) ,

where Cjj is the diagonal element of (XT X)−1 corresponding to β̂j. If |t0| >

tα/2,n−k−1, the null hypothesis can be rejected on significance level α [MPV12].

3.5.9 Cross Validation

Cross Validation is a method that consists of data splitting [Ize08]. The dataset
is divided into a training set and a test set. The regression is conducted with the
training set and then the test set is used to evaluate the predicting ability of the
model. A V -fold cross validation may give a more reliable result. Here the entire
set is divided into V equal parts. V − 1 of the parts are used for the regression and
the last part is used for evaluation. This process is then repeated until all parts
have served as test set. The root mean square error (RMSE) is then computed to
estimate the metric for the prediction error. The RMSE is defined as

RMSE =
√∑n

i=1(ŷi − yi)2

n
, (6)

where, ŷi is the fitted value, yi is the real value and n is the number of observations.
A repeated V-fold CV means that this process is repeated a number of times, and
the average is computed.
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4 Methodology

4.1 Data Collection

For the purpose of this research, data was supplied by CreditCompany. In
collaboration with the contact at the company, raw data connected to promising
covariates and the dependent variable were selected for further investigation. All
relevant data were transferred from the database to an Excel spreadsheet. Finally,
this was converted to a more manageable CSV-file which was analysed in R.

4.1.1 Dependent Variable

The dependent variable is the customer profitability after two years. Because of the
regulation change mentioned in Section 1.4, the customer data regarding account
activity consist of all the cases that were initiated after August 2018 and before
April 2019. As mentioned in Section 1.5, this variable consists of four terms, namely
the value of payments from the company to the customer, repayments, current debt
and present value of expected future net withdrawals. To be able to construct this
model, a few assumptions need to be made, mostly in regard to the time value of
money. The dependent variable takes the shape of

DV = − Creditstwo years + Repaymentstwo years + γiDebttwo years+

PV(Future Withdrawalsj).

The logic behind this needs to be explained. The value of credits subtracted to
repayments is the value of the cash flows into and out of the company for a specific
customer. The current debt of a customer is multiplied by a factor γi. This factor
corresponds to the repayment status of a customer and estimates how much of the
debt that will be repaid, see Table A.1 in Appendix A. Future withdrawals will also
be estimated depending on the repayment status, see Table 4.1. This sum yields
a value of the customer profitability two years after the initial credit. When using
this model the resulting value needs to be discounted to get a present value. For
this discounting process, the following assumptions are made.
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• The day of the first accepted application is assumed to be day 0.

• The discount rate used to compute the present value is 8% per year. This rate
was supplied by the company.

• The repayments are assumed to be evenly distributed during the time period
of two years, with an equal amount repaid each month. This enables the
possibility to use an annuity to compute the present value.

• All the cash flows from the firm are assumed to be evenly and monthly
distributed. This is a very strong assumption.

• Some customers will not pay back their full debt, while others will repay more
than their original debt. The current status of the customer affects how much
a specific customer will repay. The exact repayment percentage can be seen
in Table A.1 in Appendix A.1. The statuses and repayment capacity were
supplied by CreditCompany.

• It is further assumed that future net withdrawals likewise depend on the status
of the customer. Customers that are engaged with the Enforcement Authority
are not qualified for accepted withdrawals. This also applies to customers with
an internally specified repayment strategy. Table 4.1 illustrates the expected
profit from future withdrawals. These values were supplied by CreditCompany.

Table 4.1: Expected future withdrawals of the different statuses

Status Present value of expected
future withdrawal

Paid the last invoice 2000 SEK
on time
Finished the repayments, 900 SEK
no current debt
Reminder letter is sent 2000 SEK
Collection Claim is sent 300 SEK
The remaining statuses 0 SEK

These assumptions enables the possibility to extract one single dependent variable.
The status of a customer has historically been indicative of future profitability
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and is therefore valid. The assumption of equally distributed cash flows is strong
and not completely accurate. However, to identify all cash flow and discount
them accordingly is deemed to be all too time consuming, and the aforementioned
assumptions is therefore sufficient for this study.

4.1.2 Covariates

The covariates are a mixture between quantitative, and categorical variables. There
are 116 different covariates and 2 771 different observations. The variables can be
categorized into two groups. This does not mean that the groups are separated in
any kind of way; it simply suggests that they represent different areas.

The first category of variables is data collected after the first credit request was
sent in, but before the request was accepted. These include, but are not limited
to, income during the year before, reason for request and previous engagement with
the Enforcement authority. It also includes individual transaction activity during
the last 12 months, for example, casino losses, grocery purchases and transactions
through the service Swish. This is data that might affect the outcome of the
first request and could therefore have a possible predictive power of the customer
profitability.

The second category of variables is data representing the account activity of the
customers’ first nine months. These include, but are not limited to, sum of
withdrawals, number of repayments, number of reminders and time since last
payment.

4.1.3 Initial Data Processing

Using the assumptions in Section 4.1.1, the supplied data is used to create the
dependent variables. By observing the values, one can conclude that not all
dependent variables have a positive value. The definition of Box-Cox transformation,
Eq. (5) in Section 3.3.3, shows that the response variable needs to be strictly
positive. If this type of transformation is to be suitable, a bias will be added to the
observations of the dependent variable. This bias will be greater than the absolute
value of the most negative observation and consequently all observations will be
greater than zero. The bias is then subtracted when the model is used.
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4.1.4 Residual Analysis

Once all data manipulation is completed the analysis begins. This research follows
the process stated on page 351 in Introduction to Linear Regression Analysis by
Montgomery et al [MPV12]. To start with, the full model is regressed. A quick
observation is conducted regarding correlation between the dependent variable and
the covariates. Additionally a small adequacy check is implemented through R2

adj.
Thereafter, an initial residual analysis can be performed. This part of the process is
useful for detecting skewness in the distribution and eventual breaches against the
assumptions stated in Section 3.1.2.

Firstly, the studentized residuals, Eq. (4) in Section 3.2.1, are plotted against their
fitted values. The studentized residuals should result in an even spread around
a straight line. This combination indicates normality and homoscedasticity. To
further assess normality, the QQ-plot, mentioned in Section 3.2.2, is examined. A
straight line indicates sufficient normality. After these adequacy checks, an analysis
of influential and leverage points is conducted, see Section 3.4.3. Cook’s distance is
used for this assessment.

These initial examinations may indicate that a variable transformation is necessary
to satisfy the model assumptions. Heteroscedasticity can be treated with a Box-
Cox transformation, and a confidence interval test will conclude if it is helpful.
To further increase the adequacy of the model, a treatment of influential points
can be conducted. Omission of an observation may be necessary but should be
avoided if possible. When these basic treatments have been implemented the new
model is regressed. Subsequently, a residual and influential point analysis is once
again conducted. This process is repeated until the model satisfies the model
assumptions.
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4.2 Variable Selection

When the dataset is appropriately adjusted to the model assumptions of an OLS,
the important task of selecting the covariates of the model begins.

4.2.1 Stepwise Regressions

As mentioned in Section 3.3.1, the number of possible regressions when performing
all possible regressions doubles for every included covariate. The computational
power is not sufficient if the number of available covariates is unreasonably high.
The Stepwise regression is therefore performed with the sole purpose of selecting a
subset of variables to perform all possible regressions on. The stepwise regression is
conducted using the function ols_step_both_p() from the R package olsrr. To get a
sufficiently small subset, the significance level of the entering variable is set to 0.05
for the entering, and 0.3 for the leaving. This consequently means that an entering
variable requires stronger statistical evidence than a leaving variable. This reduces
the size of the subset.

4.2.2 All Possible Regressions

If realizable, all possible regressions will be performed on the complete dataset.
However, when the number of covariates is too large, stepwise-type regressions
is performed. All possible regressions might then be used on that subset to
select possible models for further examination and validation. The all possible
regressions is conducted using the function ols_step_all_possible() from the R
package olsrr.

4.3 Possible Models

When a subset of promising models has been acquired, further tests regarding model
adequacy, multicollinearity and predictive capability are conducted.

4.3.1 Model Adequacy

The criteria mentioned in Section 3.5 are used to evaluate the correctness of the
acquired models.
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4.3.2 Multicollinearity

Using the R function VIF from the car package, multicollinearity is assessed. Models
that are diagnosed with a high multicollinearity, that is, linear dependencies between
the covariates, are being eliminated from further investigations. These are deemed
to have too much of an influence regarding the magnitude of the variance of the
OLS estimators.

4.3.3 Cross Validation

When potential models have been selected, a repeated V-fold cross validation is
conducted. This estimates the predictive error of the respective model, using the
root mean square error (RMSE) criterion, Eq. (6) in Section 3.5.9. This is conducted
through the train function from the R package caret. When the final model has been
chosen, a final check of possible transformations is conducted.
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5 Results

In this section, using the procedure described in Section 4, a result is obtained for
every stage in the process. At the last stage, the final model is acquired.

5.1 Residual Analysis

As stated in Section 4.1.4, a residual analysis is conducted to examine fulfillment of
the model assumptions.

5.1.1 First Iteration

The full model, using all 116 variables and 2 771 observations, is fitted. An initial
observation of the variables show some promising correlations between the customer
profitability and the covariates, through the t-statistic. However, R2 is only 0.41 and
R2

adj is the slightly worse 0.37, which implies that just 40% of the variance can be
explained by the model. Some adjustments might be useful and the residual analysis
is therefore initiated. The scaled residual against fitted values plot is examined. This
plot is represented in Fig. 5.1.

Figure 5.1: The square root of Studentized residuals against Fitted Values

The horizontal line condition is violated and the spread seems to be very heavy
around 40000. The normality and homoscedasticity conditions are questionable. To
further assess normality, the normal QQ-plot, Fig. 5.2, is analyzed.
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Figure 5.2: QQ-plot

This plot is extremely heavy on the tails. This indicates that the normality
assumption is violated. An evaluation of a potential Box-Cox transformation is
therefore conducted. A bias of 35 000 will be added to all the observations to
establish the non-existence of negative values. This enables the possibility to conduct
a Box-Cox transformation. Consequently all predictions are estimated to be 35 000
SEK higher than without the bias, and this amount is easy to subtract afterwards.
The maximum likelihood function of the transformation parameter λ is plotted with
the corresponding 95% confidence interval. This plot is illustrated in Fig. 5.3.

Figure 5.3: Maximum likelihood plot of λ
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The confidence interval slightly misses 1, which suggests that a transformation is
suitable. The maximum value, λ = 1.0707 is obtained using the boxcox function
in R. The value is close to one, and this very small adjustment might arguably be
unnecessary. However, for the sake of accuracy, the transformation is still conducted.
To complete the first iteration, potential outliers are being detected. This is
conducted by analyzing two plots, namely Cook’s distance against Observation
number, and Scaled residual against Leverage. The result is illustrated in Fig. 5.4a
and Fig. 5.4b.

(a) Cook’s vs Observation number (b) Scaled Residual vs Leverage

Figure 5.4: Influential points

Fig. 5.4a suggests that the Cook’s distances for observation number 2 018, 2 093
and 2 325 are extremely large in magnitude compared to all other observations.
These are potential influential points. Fig. 5.4b further proves that statement.
Observations 2 093 and 2 018 show extreme leverage which implies that they are
heavily affecting the model. Further, observation 2 325 has quite a high leverage
and a huge standardized residual of around −4. This implies that the observation
is poorly fitted in the model. The combination of high leverage and an extreme
residual implies that it has a large impact on the result of the model. Even though
the Cook’s distances of observations 2 018, 2 093 and 2 325 do not reach 1, they
strongly differ from the rest of the observations. These points are considered to
be individual customers that strongly deviates from the rest of the dataset, and
therefore do not reflect the general attributes of a customer. In the remainder of
this analysis, these points are omitted.
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5.1.2 Second Iteration

Using the aforementioned adjustments, the full model now receives the slightly
improved value R2

adj = 0.38. The same analysis as in the first iteration is conducted
to examine if the model assumptions are better fulfilled. The scaled residual vs
fitted value plot now looks as Fig. 5.10 illustrates.

Figure 5.5: Scaled Residual against Leverage, second iteration

This seems to have a slight improvement regarding randomness in the spread and
in the straightness of the line. However, the variance still seems to be quite uneven
over the set. The QQ-plot Fig. 5.6, further state this modest improvement, even
though the heaviness around the tails is still noteworthy.

Figure 5.6: QQ-plot, Second Iteration
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The assumption of normality seems to be correct and consistent between the
quantiles −1.5 and 1.5, but still deviates thereafter. The extreme inconsistency
at the outermost tails is reduced by a small portion, but it is still worth further
examination. Fig. 5.7 shows a histogram of the residuals.

Figure 5.7: Histogram of residuals

A visual examination of this histogram shows a distribution that seems to be
reasonably normally distributed. There is a huge concentration of residuals around 0
that quickly descends in both the negative and the positive direction. To get an even
more thorough understanding though, the histogram of the studentized residuals is
plotted. This is illustrated in Fig. 5.8.

Figure 5.8: Histogram of studentized residuals
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This gives an understanding about the skewness of the QQ-plot. There is an
abnormally large frequency of studentized residuals in the region greater than |3|
standard deviations from the mean, even though some outliers have been omitted.
The ”68-95-99.7” rule states that approximately 0.3% of the elements may end up
outside of the previously stated interval if it is normally distributed [Wik21]. With
the 2 771 original observations, and 3 omitted outliers, this would correspond to
2 768 · 0.003 ≈ 8 observations. In this dataset, 26 observations have a standardized
residual of above 3 and 41 are below −3. This is obviously a breach against the
normality assumption, which has to be taken into consideration when confidence
intervals are created.

Finally, potential outliers are once again examined. Fig. 5.9 shows the Cook’s
distance of the observations.

Figure 5.9: Cook’s distance, second iteration

The values are considerably lower this time and omission of observations seems to
be unnecessary. To confirm this Fig. 5.10 is analyzed.
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Figure 5.10: Scaled Residuals vs Leverage, Second Iteration

Observation 171 shows a rather large leverage but seems to be appropriately fitted,
considering the relatively small residual. It is therefore considered to not negatively
affect the model. The poorly fitted values do not possess huge leverage. No more
influential points are therefore deleted. This first stage of the analysis can be
concluded with an improved model according to the R2

adj criterion, (∆R2
adj = 0.01),

and slight improvements regarding normality and influential points.

5.2 Variable Selection

The full model contains 116 covariates, and in total 140 coefficients when all the
dummy variables from the categorical covariates are counted. This is obviously too
many variables to perform an all possible regressions, since the number of possible
regressions is equal to 2116 > 8.3 · 1034.

5.2.1 Stepwise Regression

The stepwise regression function yields a subset model containing 16 covariates.
Each stage of the process and the model adequacy improvement is illustrated in
Fig. 5.11.
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Figure 5.11: Stepwise Regression, All Stages

Here, the x-axis shows the stage in the algorithm and the y-axis shows the respective
criterion value for the subset model at each stage. Both criteria show a rapid increase
in model adequacy for the three first variables. Thereafter, the accuracy is improving
slightly up until 10 variables, where the criteria start to show an even slower increase
in accuracy. It can be concluded that models with fewer than 10 variables are
inadequate in accuracy.

5.2.2 All Possible Regression

All possible regressions is conducted on the acquired subset. Since the subset consists
of 16 variables, 216 = 65 536 regressions are executed. For all models consisting of
between 10 and 16 covariates, the most valid model for the respective size is selected.
This is validated through R2

adj and AIC. Fig. 5.12a and Fig. 5.12b illustrates the
R2

adj and AIC, respectively, for each subset size.

(a) R2
adj for each subset size (b) AIC for each subset size

Figure 5.12: Validation criteria for each subset

36



Each point in the plots represents a different model. The x-axis shows the number
of covariates included in the model and the y-axis shows the value of respective
criterion. In Fig. 5.12a a higher value shows a more adequate model, while a lower
value indicates a more acceptable model in Fig. 5.12b. The best model from each
subset size is selected and analyzed further. This can be shown in Table 5.1.
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Table 5.1: Promising Models

Model 10 11 12 13 14 15 16
Status 9 months X X X X X X X
after
Credit limit 9 X X X X X X X
months after
Last payment 9 X X X X X X X
months after
Properties X X X
Largest payment X X X X X X X
9 months after
Last bill 9 X X X X X X X
months after
Sum payments X X X X X X X
9 months after
Count raised X X X X X X X
limits approved
9 months after
Count late 9 X X X X X X X
months after
Last collection 9 X X X X X X
months after
Mean grocery X X X X
Payments 12
months before
Deficit X X X X X X X
KFM last X X X X
errand amount
Request zip X X X X X X X
code type
Last withdrawal X X X
approved 9
months after
MBAB after X
9 months
R2

adj 0.3743 0.3763 0.3774 0.3784 0.3792 0.3799 0.3806
AIC 62 801.4 62 793.5 62 789.6 62 786.3 62 783.9 62 781.7 62 779.5
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Here the columns represent the optimal model for each subset size, the 16 first rows
the different covariates and the last two rows the R2

adj and AIC, respectively. An X
indicates that the covariate is included in the model. These models are chosen for
further investigation.

5.2.3 Adequacy Criteria

As mentioned in Section 3.5 there are a number of adequacy criteria available.
Table 5.2 shows the criterion value for each model.

Table 5.2: Evaluation criteria for promising models

Model 10 11 12 13 14 15 16
R2

adj 0.3743 0.3763 0.3774 0.3784 0.3792 0.3799 0.3806
AIC 62 801.35 62 793.52 62 789.59 62 786.31 62 783.94 62 781.68 62 779.5
BIC 54 940.00 54 932.24 54 928.37 54 925.14 54 922.82 54 920.62 54 918.5
Cp 35.81 27.95 24.02 20.75 18.39 16.16 14.00

It can be concluded that all the criteria show a slight improvement in accuracy when
the number of covariates is increased.

5.2.4 Multicollinearity Check

To further assess the suitability of the models, multicollineraity is examined. Using
the VIF function in R, the variance inflation factors are evaluated. Table 5.3 shows
the VIF-value for each covariate in each model.
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Table 5.3: VIF for each covariate in each model

Model 10 11 12 13 14 15 16
Status 9 3.51 3.94 3.94 4.00 4.34 4.35 4.38
months after
Credit limit 9 1.97 1.97 1.97 1.97 1.97 1.97 8.76
months after
Last payment 9 3.76 3.77 3.77 3.77 3.78 3.78 3.79
months after
Properties 1.16 1.18 1.18
Largest payment 6.67 6.72 6.73 6.73 6.83 6.85 6.88
9 months after
Last bill 9 4.25 4.49 4.48 4.48 4.61 4.61 4.61
months after
Sum payments 7.96 8.03 8.04 8.05 8.54 8.56 8.64
9 months after
Count raised 1.32 1.32 1.32 1.32 1.35 1.35 1.35
limits approved
9 months after
Count late 9 1.43 2.84 2.84 2.84 2.86 2.86 2.86
months after
Last collection 9 3.27 3.27 3.27 3.27 3.27 3.28
months after
Mean grocery 1.05 1.05 1.06 1.06
payments 12
months before
Deficit 1.07 1.07 1.09 1.10 1.17 1.18 1.18
KFM last 1.02 1.02 1.02 1.02
errand amount
Request zip 1.02 1.02 1.04 1.04 1.06 1.08 1.08
code type
Last withdrawal 1.97 1.97 1.98
approved 9
months after
MBAB after 8.10
9 months
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As mentioned in Section 3.4.1, a rule of thumb is that a VIF value above 5-10 might
cause multicollinearity problems. With these quite substantial model sizes, a value
in that range might be accepted, but a VIF above 10 is deemed improper. It is
obvious that for the smaller models, there are two independent variables that might
cause some problems, Largest payment 9 months after and Sum payments 9 months
after. However, it was concluded in Section 5.2.1 that a model size less than 10 would
be inadequate, and the VIF values are still below 10. The two critical variable do
not increase rapidly either when the model size is increased, and they are still at
acceptable levels at the model size of 15 variables.

Nonetheless, when an additional variable is added, that is, when the model
size increases to 16, an issue occurs. Credit limit 9 months after and the
new variable MBAB after 9 months increase to a value above eight. The tiny
improvement in accuracy from an additional variable does not justify this substantial
multicollinearity increase. A model size of 15 covariates is therefore the best choice
in this scenario.

5.2.5 Cross Validation

A repeated V-fold cross validation is conducted on the model to determine the
accuracy. As mentioned in Section 3.5.9, the data is split into 10 different sets.
Nine of those sets create the model and the last set is tested on that model. This is
repeated until all sets have served as test set. This procedure is repeated 10 times.
The average error, Root Mean Square Error (RMSE), see Eq. (6) in Section 3.5.9, is
determined to 20 322.

5.2.6 Final model

To finish the process, a final check if another transformation is suitable is
conducted. The confidence interval for a Box − Cox transformation is illustrated in
Fig. 5.13.
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Figure 5.13: Confidence interval for a Box-Cox tranformation

No transformation is needed since λ = 1 is in the confidence interval. The final
model is therefore

C.P = (83 168.15 − 7 009.102 · Status9MonthsAfter : B−

11 232.1 · Status9MonthsAfter : C − 39 274.69 · Status9MonthsAfter : D+

0.6342 · CreditLimit9MonthsAfter−

0.0007262 · LastPayment9MonthsAfter + 2 197.95 · Properties−

0.5414 · LargestPayment9MonthsAfter + 0.0004888 · LastBill9MonthsAfter

+ 0.2496 · SumPayments9MonthsAfter+

624.85 · CountRaisedLimitApproved9MonthsAfter+

1 737.776 · CountLate9MonthsAfter+

0.0002721 · LastCollection9MonthsAfter+

0.2022 · MeanGroceries12monthsBefore + 0.02989 · Deficit+

0.1852 · KFMLastErrandAmount−

1 686.74 · RequestZipCode : City − 2 705.76 · RequestZipCode : UrbanArea

+ 0.0001294 · LastWithdrawalApproved)1/1.0707 − 35 000.

(7)
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For a full explanation of the variables, see Appendix A.2. The present value is
achieved by discounting with the annuity formula, Eq. (1), in Section 2.1.1. Finally,
Table 5.4 illustrates the C.I and the significance levels of the coefficients.
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Table 5.4: Confidence interval and significance level of the OLS estimators

Covariate 2.5% 97.5% Percentage
Difference Pr(>|t|) Significance

level
Status 9 Months −1.00 · 104 −3.99 · 103 43.1% 5.54 · 10−6 0.001
After: B
Status 9 Months −1.41 · 104 −8.42 · 103 25.1% 7.38 · 10−15 0.001
After: C
Status 9 Months −4.61 · 104 −3.25 · 104 17.3% < 2 · 10−16 0.001
After: D
Credit Limit 9 5.49 · 10−1 7.20 · 10−1 13.5% < 2 · 10−16 0.001
Months After
Last Payments 9 −9.13 · 10−4 −5.40 · 10−4 25.7% 3.01 · 10−14 0.001
Months After
Properties 1.65 · 102 4.23 · 103 92.5% 3.41 · 10−2 0.05
Largest Payments −7.55 · 10−1 −3.28 · 10−1 39.4% 6.71 · 10−7 0.001
9 Months After
Last Bill 9 2.67 · 10−4 7.11 · 10−4 45.5% 1.67 · 10−5 0.001
Months After
Sum Payments 8.81 · 10−2 4.11 · 10−1 64.7% 2.46 · 10−3 0.01
9 Months After
Count Raised 2.89 · 102 9.61 · 102 53.8% 2.72 · 10−4 0.001
Limits Approved
9 Months After
Count Late 9 1.03 · 103 2.45 · 103 40.7% 1.52 · 10−6 0.001
Months After
Last Collection 9 1.06 · 10−4 4.38 · 10−4 61.1% 1.34 · 10−3 0.01
Months After
Mean Grocery 9.35 · 10−3 3.95 · 10−1 95.4% 3.99 · 10−2 0.05
Payments 12
Months Before
Deficit 5.65 · 10−3 5.41 · 10−2 81.1% 1.57 · 10−2 0.05
KFM Last 3.02 · 10−2 3.40 · 10−1 83.7% 1.92 · 10−2 0.05
Errand Amount
Request Zip −3.44 · 103 6.76 · 101 104% 5.95 · 10−2 0.1
Code Type: City
Request Zip Code −4.81 · 103 −6.41 · 10−2 77.7% 1.16 · 10−2 0.05
Type: Urban Area
Last Withdrawal −2.53 · 10−4 −6.34 · 10−6 95.1% 3.93 · 10−2 0.05
Approved 9
Months After
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Here the rows represent the different covariates in the final model. The first and
second column represent the lower and upper bound of a 95% confidence interval for
the OLS estimators, β̂. The third column shows the percentage difference between
half of the interval length and the estimators, which is defined as

(Upper boundj − Lower Boundj) · 0.5
β̂j

. (8)

Lastly, the last two columns represent the result of a partial t-test and the
corresponding significance level of the estimators.
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6 Model Validation and Analysis

The purpose of this section is to evaluate the prediction capacity and adequacy of the
final model. This is executed by analysing the width of the coefficients’ confidence
intervals, the error from cross validation and the degree of fulfillment of the model
assumptions. Hence, the two first research questions are answered.

6.1 Model Analysis

The model that was created in Section 5 is judged to be the best available model.
However, being the best model is not useful unless the performance reaches an
adequate level. Therefore, the performance and reliability of the model need to be
evaluated.

6.1.1 Dataset

Firstly, it may be adequate to, on a general level, discuss the dataset. The number of
observations, 2 771, is substantial enough to yield some insights, but in comparison
to datasets of larger banks, it is tiny. A lot of the observations are concentrated in
a quite small span and the prediction interval is therefore large for more extreme
values. More observations would obviously be preferable, but a robust analysis can
of course be conducted.

There is an obvious limitation in predicting a lifetime value using the customer
profitability of two years as dependent variable. The future profitability after that
point in time is just a qualified guess and could therefore vary a lot in reliability.
There are a lot of macroeconomic uncertainties that can affect the validity of the
analysis.

Finally, the number of possible covariates, 116, is quite sufficient. All the available
data is considered and should therefore yield the best possible outcome at the current
state.

6.1.2 Coefficients

To begin with, Table 5.4 in Section 5.2.6 is examined. It can be concluded through
the partial t-test that all covariates contribute to the model on significance level 0.05
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or better, except from Request type zip code type: city. However, this coefficient is
just outside of the threshold value and the other coefficient in that category, Request
zip code type: urban area is significant on level 0.05. The t-test can be read in
Section 3.5.8, but the takeaway is that the null hypothesis β̂j = 0 can be rejected
on significance level 0.05 in almost all covariates.

The null hypothesis can be rejected, but the reliability of the coefficients might be
questionable. Table 5.4 shows the 95% confidence intervals for the OLS estimators.
This interval is estimated with the R function confint which uses the t-distribution
and the estimated standard deviation, Eq. (3). Because of the difference in
magnitude of the values of β̂j’s, it might be suitable to examine the length of the
intervals in proportion to the actual coefficient estimates. Using the confidence
interval defined in Section 3.5.5, makes it suitable to consider half the interval length,
see Eq. (8). This gives an estimation of how much the coefficients change when
moved to the boarder of the interval.

It is obvious that most of the intervals are large. Out of 19 coefficients, 10 have value
of above 50%. It is therefore not possible, on a 0.05 significance level, to reject the
hypothesis of an actual β̂j that is 50% larger or smaller than the OLS estimator. The
reliability is therefore not unquestionable. In the extreme case of Request Type Zip
Code Type: City, where β̂j is negative, the null hypothesis of a positive coefficient
cannot be rejected on a 0.05 significance level, and consequently neither that β̂j = 0.
Moreover, it is quite interesting to compare these percentage values with the V IF

values computed in Table 5.3. The last six covariates in Table 5.4 have six of the
seven highest percentage values of the confidence intervals. Since se

(
β̂j

)
deeply

affects the length of the interval, and is a estimator of the standard deviation for
the estimator, one might assume that these values are affected by multicollinearity.
Nonetheless, the highest V IF value of these covariates is 3.27 and five of them
has a V IF value below 2, which indicates that multicollinearity is not the main
problem.

6.1.3 Model Performance

It is important to examine the prediction accuracy of the model to be able to evaluate
the adequacy. The repeated V-fold cross validation, used in Section 5.2.5, is a good
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start. This yields a reliable estimation regarding predicting capabilities of individual
customers. In Section 5.2.5, the RMSE was computed to 20322. This is the average
of 10 folds, repeated 10 times. Every evaluation is illustrated in Fig. 6.1.

Figure 6.1: RMSE for all repetitions.

Since the real average of the dataset was computed to be 7 992 SEK, an RMSE
of 20 322 is obviously huge. There are some serious problems to this model. The
problem with frequency of extreme values have already be discussed, especially in
Section 5.1.2. Further, the variance in observations is so high that the model becomes
over-fitted with the current dataset. The model does not have the generality to
predict new extreme values. Finally, the following scatter plots, Fig. 6.2, illustrate
two other major issues with the model.

(a) Scatter plot of last payment after nine
months against customer profitability

(b) Scatter plot of credit limit after nine
months against customer profitability

Figure 6.2: Scatter plots of important covariates
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These are the two variables Credit limit 9 months after and Last payment 9 months
after plotted against the customer profitability. When using the stepwise regression,
these are the two quantitative variables that were added at an earliest stage. This
implies that of all possible variables, these would explain the dependent variable the
best.

First of all, Fig. 6.2b shows a major heteroscedasticity problem, which Box-Cox does
not correct. The consequences are that β̂j’s are no longer the best linear unbiased
estimators, and that necessary tests, such as hypothesis testing and confidence
intervals are no longer accurate. This increases the variance of the estimators and,
as noted in Section 6.1.2, this is a problem. The large variances creates a poor
predicting capability, which cross validation confirmed.

Second of all, by examining Fig. 6.2a it is hard to distinguish a satisfying linear
dependency between the dependent variable and the covariate. The first assumption
in Section 3.1.2 is that there is an approximate linear dependency. It can therefore be
concluded that OLS is a quite inadequate model choice for this area. Nonetheless,
there seem to be some kind of indication from these variables, so other types of
classifying methods might be useful. This will be discussed in Section 7.5.

However, from the perspective of a credit company, the RMSE of an individual
customer is not interesting. This dataset consists of six months worth of customers,
and the main issue is to determine the total value of the whole customer base. In
the cross validation scenario, all predicting errors will be added up, no matter if the
value is over- or underestimated. The end result will be a very high error estimation
and poor evaluation of the accuracy. To receive a more general and useful estimation,
it is worth considering the prediction error, connected to groups of customers.

To achieve this, the cross validation approach is slightly altered. The total set
is randomly separated into a training set, consisting of 70% (1 939 accounts) of
the total observations, and a test set of the remaining 30% (832 accounts). The
total estimated customer profitability, and the total actual customer profitability
is computed and the averages are compared. This process is repeated 10 times
and yields a more company useful estimation of the prediction error. The result is
illustrated in Table 6.1, where difference is defined as actual average − estimated
average.

49



Table 6.1: Estimating average customer profitability

Actual average
customer profitability

Estimated average
customer profitability Difference

7 529SEK 8 104 SEK −575 SEK
8 303SEK 8 336 SEK −33 SEK
7 194 SEK 7 768 SEK −573 SEK
7 741 SEK 8 030 SEK −288 SEK
8 185 SEK 8 269 SEK −84 SEK
8 215 SEK 8 274 SEK −59 SEK
8 187 SEK 8 311 SEK −124 SEK
8 549 SEK 8 323 SEK 226 SEK
7 710 SEK 7 948 SEK −238 SEK
8 489 SEK 8 202 SEK 287 SEK

Table 6.1 illustrates that the error is far less in this scenario, and could at least yield
a general perception about the magnitude of the customer profitability of a group
of customers. The error between the different repetitions are computed to give an
intuition of the performance. The RMSE equals 310 SEK, the mean absolute error
equals 249 SEK, and the mean error equals −146 SEK. This shows that for a large
number of customers, this model can yield predictions that are quite close to the
actual values. Finally Fig. 6.3 illustrates why the estimated values usually get a
higher value than the actual values.

(a) Histogram of actual customer profitability (b) Histogram of estimated customer
profitability

Figure 6.3: Example of one test repetition
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The peak between 0 and 5 000 in Fig. 6.3a is smoothed out to higher values in
Fig. 6.3b, which yields a higher average. To summarize, the model possesses
inadequate prediction performance for individual customers, but can yield a
useful perception about the average customer profitability of a large quantity of
customers.

7 Economic Interpretation and Profit Drivers

For continuous survival and development, a company needs to be profitable. This
section is therefore dedicated to evaluate how the findings of this research are
related to profitability, and consequently answer the last two research questions
in Section 1.3. To begin with, profitable segments of customers are identified.
Thereafter, the selected covariates are analysed to identify features that increase or
decrease profitability. Finally a discussion is conducted regarding how the findings
can reduce adverse selection.

7.1 Distribution of Profits Among Customers

To begin a profitability analysis, profitable and unprofitable customers need to be
identified. More specifically, it is necessary to identify if the profits are spread out
among all customers or if it is concentrated in a small subset [Mul99]. This could
give some very beneficial insights. As mentioned in Section 2.3, these benefits could
be divided into three categories, namely cost management, revenue management
and strategical marketing management [RVT03]. The cost management is perhaps
not applicable in this scenario, but the two following areas can be advantageous for
the firm. Performing customers with no current debt could be subject for bonuses,
discounts and so forth, as a part of a customer retention program [RVT03]. Since
uncertainty is such a major part of this industry, performing customers needs to
be protected so that they do not switch credit service in the future. Further,
indicators of responsiveness to marketing could yield some insights about more
efficient resource allocation [Mul99]. To quickly assess the distribution of the profits
among the customers, Fig. 7.1 is observed.
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Figure 7.1: Cumulative customer profitability

This figure illustrates the cumulative customer profitability in decreasing order, that
is, the most profitable customers in the beginning. The 80/20 rule states that a large
portion of the profits are concentrated in a small portion of the customers, usually
in the range of 80% of the profits from 20% of the customers [Mul99]. That is not
completely true in this scenario, but it is evidently an uneven distribution. The 10%
most profitable customers represent 40% of the total customer profitability and just
under 35% of the customers yield 80% of the profits. According to Storbacka, this is
a group that needs attention, since they represent a crucial part of the profitability
[Sto97]. Further, there are two very interesting takeaways from this plot. Firstly,
only 55% of the customers are needed to achieve the same total profits as when all
customers are active. Lastly, if the 7% most unprofitable customers were removed,
the total profits would be assumed to be around 15% higher. This last group is
obviously the result of high credit risk and asymmetric information.

An interesting group to analyze is the customers that after nine months have zero
debt, that is, status 11. These are customers that have repaid everything they were
obliged to pay and therefore, should be attractive customers for a credit company.
Using the last segmentation of Storbacka in Section 2.3, segmentation based on
relationship volume and profitability, these customers belong to one of the profitable
segments. If the situation is optimally utilized, some low volume customers may be
turned to high volume, and consequently the most important group.
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After nine months, 890 customers belong to this status. After two years, 880 of
them have a positive customer profitability, that is, just 10 customers failed to
repay new withdrawals. This is a ratio of 1.12%. The remaining statuses have a
non-performance-ratio of 202

1881 ≈ 10.7%, which means that the reliability from status
11 is almost 10 times as high compared to the rest. Nonetheless, the profitability
can be discussed. Even though 880 out of 890 are profitable customers, the average
customer profitability is still just 3 524 SEK, 4 468 SEK less than the average of
the total set. Actually, status 11 only represents 14.2% of the customer profitability,
despite the fact that they constitute 32.1% of the customers. Table 7.1 illustrated
the account activity of status 11 compared to the remaining statuses.

Table 7.1: Account activity for status 11 vs the rest

Activity Status 11 The remaining
Mean Initial Credit Limit 7 746 SEK 11 233 SEK
Median Inital Credit Limit 4 000 SEK 10 000 SEK
Mean Number of Approved 0.52 1.38
Withdrawals
Median Number of Approved 0 1
Withdrawals
Mean Number of Approved 0.76 1.89
Limit Raises
Median Number of Approved 0 1
Limit Raises
Mean Sum Withdrawals 1 894 SEK 4 551 SEK
Median Sum Withdrawals 0 SEK 1 000 SEK
Mean Sum Raises 3 911 SEK 10 053 SEK
Median Sum Raises 0 SEK 6 000 SEK

It is quite easy to see that the status 11 customers are more restrictive than the rest,
both regarding the magnitude of the credits, and the frequency of new requests.
Strategically aimed marketing towards this status could potentially increase the
profit, while reducing the uncertainty. However, out of 890 customers in this group,
648 applied for credits because of unexpected expenses. They might not be interested
in additional credits, and as Mulhern states, it is also necessary to analyze the
responsiveness to marketing [Mul99]. This is a subject for further research.
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Statuses in Category A, that is, performing customers with a nonzero debt (see
Appendix A.1), are mostly connected to a high customer profitability. For that
reason, it could be advantageous to look further into this group. These are customers
that have either paid their last invoice on time or have one reminder letter. After
nine months, this group consists of 1 079 accounts, which is 38.9% of the total
customers. The value they bring to the firm constitutes 70.4% of the profits. This is
obviously an important group for the profitability of the company, and the average
customer profitability is 14 451 SEK.

There is one very interesting takeaway here. Out of the 1079 customers, only 36 have
a negative customer profitability, 3.3% of the total. There are very few customers
that become unprofitable during the next 15 months, and consequently the nine
month mark is quite the indicator of profitable customers. Since the accounts are
still open after nine months, there are two alternatives that may be valid. Either
they took a large initial credit, which is repaid during a long time, or they use
withdrawals and limit raises. As opposed to the customers in status 11 (no debt),
these customers seems more open to new and larger credits. They may therefore be
more open to marketing and loyalty programs. Strategic marketing may therefore
be profitable for the company, using optimal segmentation.

7.2 Variable Analysis

The final product of an OLS is the chosen covariates and their corresponding
coefficients. The sign, that is plus or minus, in front of the coefficients consequently
indicates if the covariates relate to the dependent variable in a positive or negative
way. Thus, it is interesting to examine which variables will contribute to an increased
or decreased customer profitability. Table 7.2 shows the variables separated by their
respective sign.
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Table 7.2: Postive and negative coefficients.

Positive Negative
Covariate Coefficient Covariate Coefficient
Credit limit 9 6.3 · 10−1 Status 9 months −7.0 · 103

months after after: B
Properties 2.2 · 103 Status 9 months −1.1 · 104

after: C
Last bill 9 4.9 · 10−4 Status 9 months −3.9 · 104

Months after after: D
Sum payments 2.5 · 10−1 Last payment 9 −7.2 · 10−4

9 months after months after
Count raised limits approved 6.2 · 102 Largest payment −5.4 · 10−1

9 months after 9 months after
Count late 9 1.7 · 103 Request zip −1.7 · 103

months after code type: city
Last collection 9 2.7 · 10−4 Request zip −2.7 · 103

months after code type: urban area
Mean grocery payments 2.0 · 10−1 Last withdrawal approved −1.3 · 10−4

12 month before 9 months after
Deficit 3.0 · 10−2

KFM last errand amount 1.9 · 10−1

The group of positive covariates include some logically obvious candidates. A higher
number of Approved credit limit raises leads to a higher customer profitability, since
raises would only be approved if the customer is performing. This should not be
simplified to the interpretation that the company will profit on accepting more
raise requests. Rather it implies that accepting applications on the current basis is
profitable. Nonetheless, more accepted requests lead to a high Credit limit 9 months
after, another covariate with a positive coefficient. Another interpretation is that a
high credit limit leads to more income due to more interest payments. Also, a low
credit limit might imply that the credit is repaid early and will not lead to cash
flows in the interval 10−24 months. The total Sum payments 9 months after is also
an obvious positive coefficient, since it is a major part of the customer profitability
and implies that the customer is repaying. Finally, more owned Properties implies
that the customer has financial power, and a higher spending on Groceries could
suggest that the customer rather spends money on necessities.
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In the positive category there are also some covariates that are not equally obvious,
but a somewhat deeper analysis can shed some light. Firstly, the Count late 9
months after is positive. This variable would at first sight seem like an indicator
that the customer is non-performing. It seems rather counter-intuitive. However, if
the customer repays after this stage it results in a higher customer profitability as an
effect of the additional fees. An interesting contribution to this is that Last collection
9 months after, where a collection claim is the step following the reminder letter,
is positive. A high value in this covariate indicates that the customer has not had
a collection claim recently, or not at all. This is contradictory compared to Count
late 9 months after, where poor performers are wanted. The conclusion that can be
drawn here is that first stage reminders are highly profitable for credit companies,
while second stage collection claims indicate a higher credit risk. This creates a
special trade-off scenario, where the optimal amount of risk should be sought. If
a customer receives a reminder letter, the credit risk is obviously increased since
default is more imminent. However, if the additional fees are repaid, the customer
contributes more to the company. Fig. 7.2 illustrates an additional problem.

Figure 7.2: Correlations between the numerical covariates
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Last collection and Count late are quite highly negatively correlated, −0.79, and
consequently a large number of reminders often results in a collection claim. This
capture the essence of the whole consumer credit market. Additional fees are a
major profit driver and at the same time a huge enhancer of credit risk. Further
research could be conducted to find some indicators of potential customers that do
not pay on time, but do no receive collection claims. These could potentially be
highly profitable clients.

Lastly, a high number on the covariate Last bill 9 months after can have two
hypothetical outcomes. First, the pessimistic approach is that the customer quickly
ends up at the enforcement authority. However, it seems that the positive hypothesis
dominates, namely, that the customer repays early and therefore becomes profitable.
The variable KFM last errand amount is quite surprising since this represents the
customers’ most recent errands at the Enforcement authority. In Section 7.4 this will
be discussed a bit deeper, but theoretically it should not be an important variable.
Deficit is also surprising, since a large deficit should indicate that the customer’s
financial resources are scarce.

The negative coefficients are analysed in a similar way. The Status coefficients are
obviously negative since they are parts of a categorical variable and Status A, the
largest group, is the base case. Appendix A.1 describes the different states and A
indicates that the customer is performing.

Last withdrawal approved and Last payments could be quite ambiguous beforehand.
As in the credit limit case, a withdrawal is not approved if the customer is not
performing. A long time since the last accepted withdrawal could therefore indicate
that it is a non-performing customer. On the other hand, a performing customer
who is not interested in additional credits will also have a high number since they do
not send in any requests. However, it seems that the performing customers that gets
accepted withdrawals might contribute to the customer profitability at such a level
that late stage approvals are positive. The other variable, regarding payments, is
interesting. As discussed earlier, the Time since the last bill has a positive coefficient,
while the Time since the last payment is negative. The first interpretation could be
that they are quite similar, but it seems as the payment variable might indicate a
non-performer, while the bill variable indicates that the customer repays early.
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The two last variables are tough to give satisfying explanations for. The largest
payment could possibly mean that it repays the whole credit early which might
indicate few raises, withdrawals and additional fees. It could also be explained as
regular monthly payer is more reliable. However, this is only speculations. The final
variable Request zip code type: is categorical and has countryside as base case. It was
concluded earlier, see Section 6.1.2 that the null hypothesis of a positive coefficient
for City could not be rejected. However, urban area residents seems to have a worse
repayment capacity.

To finish this section, Fig. 7.2 is once again observed. Apart from the previously
mentioned correlation between Number of late and Last collection, there are two
other high correlations. The first one is the positive between Last bill and Last
payment (0.80), while the second one is the positive between Sum payments and
Largest payment (0.90). These two correlations consist of one positive coefficient
and one negative coefficient. This reinforces the ambiguity of this situation. The
probable explanation is that there are a few really poor-performing customers with
a high value in the negative coefficient. It could be advantageous to further examine
these groups to find customers with high credit risk.

In summary, there are a few covariates that correlate with customer profitability in
a positive or negative way. However, further research should be conducted to more
thoroughly evaluate the credit risk.

7.3 Adverse selection

Adverse selection is a considerable issue in many markets. Especially in the financial
services, non-performing, or even fraudulent, customers result in higher rates and
additional fees. Agarwal et al, tested this hypothesis in an experiment in the credit
card market. Potential customers where contacted through direct mail with different
financial terms. The result showed that customers that where responsive to high
interest rates offers were exposed to a far higher credit risk than non-responders
[ACL10]. In theory, this asymmetric information could be leveled by analysing the
account activity after the initial credit. Further, since 10 out of the 15 variables
included in the final model are constructed from this type of data, it could yield
some promising insights.
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In the account credit business, the most rewarding understandings would be
regarding future withdrawals and credit limit raises. To test this, all customers with
a status after nine months that allows these types of requests, and with a negative
customer profitability after two years are analyzed. Their value is predicted using
the model fitted in Section 5, with the quite disappointing result that non of the
customers has a predicted negative customer profitability.

However, out of the 2 278 qualified customers, only 75 turned out with a negative
customer profitability. As discussed Section 6.1.3, the model is general and does
not predict extreme values accurately. Negative customer profitability is regarded
as extreme points and should therefore be quite inaccurate. It can be concluded
that this specific model is inadequate of smoothing out adverse selection, but there
can be potential improvements. Firstly, this model is created to estimate the best
prediction of the whole set, not to predict defaulting customers. It might be possible
to reduce the adverse selection by creating some form of classifying model for this
other scenario, and that would probably be applicable to a lot of other businesses
where risk is involved. Fig. 7.3 shows the defaulting customers as red and performing
customers as blue.

Figure 7.3: Good and Bad Customers

59



The axes show two variables that according to the model should correlate to a high
degree with the customer profitability. It can be observed that most of the bad
customers are centered at a cluster near origin. This indicates that data collected
after the first credit could yield some insights about customers’ credit risk, and
that the behaviour of a customer is a potential asymmetric information reducer.
However, there are a lot of overlaps so further research is needed. It is not desirable
to eliminate a few unprofitable customers and consequently reduce the amount of
profitable customers to a large extent.

Finally one can conclude that some adverse selection is reduced. It was stated
that 75

2278 ≈ 3.29% of the good statuses turned to customers with negative customer
profitability. To compare this with the remaining customers 137

493 ≈ 27.8% ended up
as unprofitable. The general key point is that if a customer performs from start,
they are likely to continue with that behaviour. The poor performers will end up
at the Enforcement authority and consequently ”leave the market”. This smooths
out the asymmetric information and raises the quality of the customers, reducing
adverse selection. This can be generalized in many markets, for example, where free
returns eliminates low-quality items from the consumer product suppliers.

To summarize this section, the OLS model cannot by itself contribute to the
reduction of asymmetric information. However, a performing customer during the
first nine months is a strong indicator of future profitability, and thus reduces
adverse selection. Further research should be conducted to capture indicators that
a performing customer will turn into an unprofitable one.

7.4 Potential Improvements to Acceptance Model

In Section 7.2, the final variables were discussed. The values for five out of the
15 variables are decided before the initial credit request is accepted. They should
give some indications whether a costumer will be profitable for the company or
not. Furthermore, as discussed in Section 2.4, evaluation of credit risk is usually
conducted through different kinds of regression or machine learning approaches.
Since these five variables are selected through a regression algorithm, inspection
of these covariates is therefore appropriate. The scatter plots of the numerical
covariates are illustrated in Fig. 7.4
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(a) Deficit (b) Groceries

(c) KFM (d) Properties

Figure 7.4: Scatter plots of numerical variables

Fig. 7.4a and Fig. 7.4b seem to show a similar pattern. After a certain threshold, the
cases with negative customer profitability seem to reduce quite drastically. Requests
that surpass this limit could potentially be more profitable. For instance, 4.00%
of the customers with deficit above 100 000 become unprofitable in contrast to
7.78% to the customers below. The group above this limit has an average customer
profitability of 15 548 SEK, compared to 7 712 SEK for the group below. A lot of
similarities can be seen in mean groceries. 4.95% of the applications with a value
above 13 000 SEK become unprofitable, while it is 7.75% for customer below this
limit. Further, the average customer profitability for the customers above 13 000
is 11 155 SEK, compared to 7 873 for the group below. It can be concluded that
customers with high values in these variables seem attractive. However, the group
below this limit is also profitable on average, so eliminating customers because of
a low value is therefore not desirable. This solely indicates that a high number in
these areas decreases the risk of becoming an unprofitable customer. They should
therefore possess less credit risk.
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The KFM variable does not seem to give much indication. A higher value might seem
to reduce the number of unprofitable customers, but these customers are very few.
Further, since this variable describes the last errand at the enforcement authority, a
high value should intuitively be bad. No further consideration will be given to this.
However, the number of properties seems to be indicative. Of the customers that
own at least one property, only 3.38% become unprofitable, compared to 8.34% of the
other category. The first group has an average customer profitability of 10 690 SEK,
while the second has 7 557 SEK. Owning a property seem to be highly indicative
that a customer will be profitable, and consequently a reduced credit risk.

Finally the categorical variable variable Request zip code: type does not seem to
give much indication. The three categories City, Urban Area and Countryside seem
to have quite similar values. The mean customer profitability for the respective
groups is 7340 SEK, 7049 SEK and 8813 SEK, while the proportion of unprofitable
customers is 8.17%, 8.40% and 7.52%.

However, all these findings need to be taken into account in a combination with
the rest of the variables and current company specific algorithms. The starting
point should be to compute the total profits in a good scenario and the losses in a
bad scenario. Thereafter the probability of being good or bad should be calculated,
respectively. A customer should only be accepted if

P(Good) · ProfitGood − P(Bad) · LossBad > 0

[Tho09]. If the expected value for individual customers is positive and there are a
large number of errands, the long-run business will be profitable, according to the
law of large numbers [Blo+17]. The risk is therefore decreased when the credit limits
are low and the number of accounts are high. In conclusion, the previously noted
indications should only be included if the expected profit is increased, which need
to be assessed through additional classifying algorithms.

7.5 Further Research

As discussed, this model can yield some interesting indications about which
attributes affect customer profitability, but the predictive power is quite limited.
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There are a number of improvements that can be made to increase the accuracy and
the functionality of the model. To begin with, the dependent variable, customer
profitability, was created without regards of the time value of money. This amount
is thereafter discounted back to day zero as an annuity. To be more reliable, all
cash flows should be discounted from the actual transaction day. This is a lot
more time consuming but should improve the correctness, since the transactions are
highly irregular at times. Further, the assumptions about future withdrawals and
proportion of the debt that will be repaid in the future was solely based on the status
after two years. Another individualized approach could be more accurate.

However, the main problem is the choice of model. The data diverge considerably
from the necessary assumptions, which creates a high variance and unreliable results.
Izenman states that bagging techniques are useful when the predictor is unstable and
the variance is high [Ize08]. One regression method in this class is Random Forest
Regression. This is an algorithm which creates multiple decision trees, where each
tree is created using a subset of the total available covariates and trained using a
bootstrap sample of the observations [LV05]. The concept is that a test set is fitted in
all trees, where the average is then calculated. This can lower the variance, increase
the noise tolerance and consequently increase prediction accuracy [FJS16]. Fang
et al state that random forest regression showed a far higher accuracy than linear
regression in comparing customer profitability in the insurance market. The RMSE
was almost five times smaller in the random forest compared to linear regression
[FJS16]. The insurance market shares some characteristics with the consumer
credit market since a majority of the customers are quite equally profitable to the
companies, but with a rather large subset of outliers. This regression method could
therefore be promising.

Another interesting approach is to model the business as a Markov process. This
concept is built on defining a collection of states and the probability of switching
between them. Each stage is connected to a cost or revenue, and can therefore
yield an estimation of the total profit [HL10]. Haenlein et al used this successfully
to estimate the customer profitability in a private banking context [HKB07]. This
should be highly applicable in this scenario where a number of states are already
defined.
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8 Conclusion

The derived model could be used to estimate the customer profitability of individual
customers, but the prediction accuracy is quite limited. The necessary assumptions
to satisfyingly conduct an OLS regression are not fulfilled, which creates large
variances an unreliable confidence intervals. However, these variances can to some
extent be reduced when large groups of customers are analysed, with rather useful
results as an outcome.

Some other insights were found. The status of the customer after nine month
is a powerful signal regarding the probability of profitability during the coming
months. Further, the account activity during the first nine months yields some good
indications. The Credit limit after nine months and Last bill are the two variables of
this type that have the strongest positive correlation with the customer profitability.
Last payment and Largest payment have the strongest negative correlation with the
customer profitability.

Further, some variables collected before the initial credit is accepted seem to indicate
a profitable customer. A higher spending on groceries and more owned properties
may decrease the risk of becoming unprofitable.

Most of the profits are highly concentrated in a small subset of the customers. It
is therefore important to attend to them. Strategically directed marketing could
reduce uncertainties and increase profit.

The final model did not reduce the asymmetric information in its current state, that
is, it could not predict if performing customers would turn to poor ones. However,
just a small minority of the performing customers turned to customers with negative
customer profitability during the coming 15 months. Profitable customers during
the first nine months are therefore an indicator of continued profitability, and this
consequently reduces adverse selection.

Finally, there seem to be a few promising classifying algorithms that could yield
a better predictive capacity. For example, Random forest regression and Markov
processes have yield successful results in previously conducted research.
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A Appendix

A.1 Different States of the Customer

Each customer is categorized in a different state, depending on their current
performance. For the purpose of this report, each state is categorized in four
additional classes, A, B, C or D. These classes have been chosen to represent similar
characteristics and sample sizes and are represented by the categorical variable
Status 9 Months After. Table A.1 shows the different states and which class those
states belong to.
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Table A.1: Stages and Corresponding Classes

Stage Class Repayment Percentage
Paid on time and no new A 106
invoice is sent
Paid on time and a new A 106
invoice is sent
Finished, no debt C 0
Reminder letter sent A 106
Collection claim sent B 80
Request sent to the Enforcement C 70
authority to help with the claim
Verdict about involvement of C 70
Enforcement authority
Distraint C 70
Salary distraint C 70
District court D 3
Fraud D 0
Attempted fraud D 0
Deceased D 0
Emigrated D 3
Not notifiable D 3
Lack of known income D 3
Not part of salary distraint D 30
Debt settlement D 3
Too small part of salary distraint D 3
Room for salary distraint is missing D 0
Terminated D 0
Repayment strategy B 70

A.2 Variables in the Final Model

• Status 9 Months After: This is a categorical variable with four different
groups, see Appendix A.1. Group A is the base case which means that if
the current customer is in this group, the coefficient equals 0. The status is
decided nine months after the errand started.
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• Credit Limit 9 Months After: This is the credit limit of the customer 9
months after the account was initiated.

• Last Payment 9 Months After: This is the number of seconds since the
last payment was received. This is measured nine months after the account
started.

• Properties: The number of properties the customer owns. This variable is
observed right when the account starts.

• Largest Payment 9 Months After: This is the largest payment that has been
received from the customer during the first nine months of the account.

• Last Bill 9 Months After: This is the number of seconds since the last first
stage invoice was sent.

• Sum Payments 9 Months After: This is the total amount that has been
repaid after nine months.

• Count Raised Limits Approved 9 Months After: This is the number of
approved raises of the credit limit after nine months.

• Count Late 9 Months After: This is the number of reminder letters that have
been sent during the first nine months.

• Last Inkasso 9 Months After: This is the number of seconds since the last
collection claim was sent.

• Mean Grocery Payments 12 Months Before: This is the average amount per
month spent on groceries during the 12 closest months prior to the initiation
of the account.

• Deficit: If a customer spent more than he or she earned during the last year,
and in that case with how much. If not, the value is zero.

• KFM Last Errand Amount: If the customer has been a subject at the
Enforcement authority at an earlier time, this variable represents the amount
that the last case was corresponding to. If the customer has never been att
the Enforcement authority, this is zero.

• Request Zip Code Type: This is a categorical variable, with three classes, that
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represent the type of residential area the customer lives in. The base case is
Countryside, and the other two are City and Urban Area.

• Last Withdrawal Approved 9 Months After: This is the number of seconds
since the last withdrawal was approved. It is measured nine months after the
account was initiated.
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