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ABSTRACT

As data generation increasingly takes place on devices without
a wired connection, Machine Learning (ML) related traffic will
be ubiquitous in wireless networks. Many studies have shown
that traditional wireless protocols are highly inefficient or unsus-
tainable to support ML, which creates the need for new wireless
communication methods. In this monograph, we give a compre-
hensive review of the state-of-the-art wireless methods that are
specifically designed to support ML services over distributed
datasets. Currently, there are two clear themes within the litera-
ture, analog over-the-air computation and digital radio resource
management optimized for ML. This survey gives an introduction
to these methods, reviews the most important works, highlights
open problems, and discusses application scenarios.
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1
Introduction

With the increasing popularity of mobile devices and the continuous growth
of Internet of Things (IoT), we are having increasing access to vast amounts
of distributed data. According to a recent report from Ericsson, the global
number of connected IoT devices will rise to 4.1 billion by 2024 [49], which
is four times the 1 billion observed in 2019. Simultaneously, breakthroughs in
Machine Learning (ML) are allowing us to analyze the data of edge devices so
as to solve a wide range of complex problems, such as image recognition [66],
language processing [39], and predictive modeling [23]. However, since ML
was originally conceived in centralized settings where all data must be ag-
gregated at a common location, the application of ML on distributed datasets
over wireless networks is generating new challenges for the wireless networks,
namely:

• Privacy: Many ML applications require the use of privacy-sensitive
data. In these cases, it is either desirable or necessary that the training
dataset cannot be inferred by eavesdropping upon the ML updates being
transferred wirelessly [150];

• Security: When an ML model is trained distributively, a bad actor can
corrupt the final model by transmitting malicious model updates [159].
Wireless protocol design should inhibit an attacker’s ability to do so;
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292 Introduction

• Communication and Energy Efficiency: Distributed ML (DML) re-
quires the communication of high-dimensional model updates for hun-
dreds or thousands of iterations before the model has converged. This
communication of updates generally forms the performance bottleneck
of the training process, imposing the risk of excessively draining the bat-
teries of training devices and overwhelming the capacity of the wireless
network [144].

To address these challenges, a new approach toward communication protocol
design has emerged [198]. This new approach considers the design of new
wireless methods for carrying data needed for the ML tasks. Unlike traditional
wireless protocol design, the objective of Wireless for ML is not to deliver
bits as efficiently as possible, but to distill the intelligence carried within the
data. The traditional communication protocols that are designed to maximize
data rate and minimize bit errors have been shown to be greatly inefficient
for carrying ML related data [9], [35], [100], [118], [200]. Instead, Wireless
for ML offers new methods that are better aligned with the ML objective
and invites us to rethink how wireless communication protocols are designed.
Among the novel methods that have been proposed, two major themes arise,
namely analog over-the-air computation (AirComp) and radio resource man-
agement (RRM) optimized for ML. In AirComp, the long-standing doctrine of
interference avoidance is questioned and novel interference-promoting proto-
cols are proposed while in RRM for ML, the new objectives lead to solutions
that are fundamentally different from what is used today.

The idea of wireless protocols customized for ML, although not yet avail-
able in the current cellular wireless standards, is compatible with the current
standard specifications. The new cellular standard 5G has introduced the con-
cept of network slicing to improve flexibility and scalability [130]. Network
slicing allows independent sets of network protocols to run on common phys-
ical infrastructure, to support services with conflicting requirements. As an
example, video streaming requires high data rates and accepts high latency,
while critical IoT usually requires low latency and high reliability while ac-
cepting low data rates. Prior to the emergence of 5G, these services could not
be supported using the same protocols, but with network slicing, they can be
implemented on the same physical infrastructure [15]. Going beyond 5G, the
demand for ML services is projected to grow significantly and discussions
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have begun on a dedicated network slice for ML in future-generation cellular
networks such as beyond-5G and 6G [60], [131], [151], [191]. Given this
possibility, the investigation of Wireless for ML becomes relevant not only for
local-area networks but also for large-scale cellular networks.

1.1 Related Work

Although the general intersection of ML and wireless communications is
currently a prolific field of research that has already generated multiple sur-
veys, there are fewer works reviewing Wireless for ML. The current surveys
can roughly be classified into three categories: ML for Wireless Communi-
cations, Wireless for ML, and Communication-Efficient DML. We list a set
of representative surveys in Table 1.1. A brief description of the three areas
follows.

1. Wireless for ML uses wireless communication protocols as a method to
enable or significantly improve ML training over wireless networks. Un-
like in traditional wireless communication, the communication system
is not oblivious to the meaning that the bits convey. Instead, Wireless
for ML is a task-oriented communication philosophy, where the goal
of the communication system is to distill the intelligence carried within
the data.

2. Communication-efficient DML has the same goal as Wireless for ML
but uses different methods. Instead of customizing the wireless protocols,
advancements are made by modifying or redesigning the ML algorithm.
The results of these works are agnostic to the communication protocol
so that they can be applied regardless of the specific technologies used
to transmit data.

3. ML for wireless uses ML as a method to design wireless communica-
tion protocols or other elements for general communication services.
Therefore, its goal is the same as in traditional wireless communications,
i.e., efficient and reliable transfer of arbitrary data. The communica-
tion system should support a wide variety of services and is therefore
deliberately oblivious to the semantics of transmitted bits.
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Table 1.1: Surveys written within the intersection of ML and communications. The topics of ML
for Communications and Communication-efficient DML have been covered in many surveys,
unlike Wireless for ML. At most, Wireless for ML has been covered briefly in conjunction with
Communication-efficient DML.

Year Journal Ref. Research Area from
Figure 1.1

2017 IEEE Communication Sur-
veys and Tutorials

[109] 3

2018 Proceedings of the IEEE [120] 2
2019 Proceedings of the IEEE [194] 2
2020 IEEE Communication Sur-

veys and Tutorials
[73] 3

2020 IEEE Communication Sur-
veys and Tutorials

[162] 3

2020 IEEE Internet of Things
Journal

[40] Mostly 2 with some 1

2020 IEEE Communication Sur-
veys and Tutorials

[164] 2

2020 IEEE Internet of Things
Journal

[3] 2

2020 IEEE Communication Sur-
veys and Tutorials

[178] Mostly 2 with some 1

2021 IEEE Internet of Things
Journal

[74] 2

2021 Elsevier High-Confidence
Computing

[170] 2

2021 arXiv [54] Mostly 1 with some 2
This survey 1
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In addition to the three categories above, their intersections can be con-
sidered as areas of their own, illustrated in Figure 1.1. The intersection of
Wireless for ML and Communication-efficient DML considers the co-design
of the ML algorithm and the wireless protocol. With such an approach, re-
searchers attempt to reach some global optimality, which is lost when the two
problems are treated in isolation. Additionally, one can consider the intersec-
tion between Wireless for ML and ML for Wireless, where ML would be used
as a tool to design a wireless protocol with the goal of supporting distributed
ML services. However, as far as we are aware, no works have been published
in this direction. In this survey, we consider all works within Wireless for ML,
including its intersections, symbolized by the green crescent in Figure 1.1.

2. Comm-effi
cie

nt DML 3. ML for Wireless

1. Wireless for ML

Figure 1.1: Illustration of the relationship between Wireless for ML and related fields. The
first circle correponds to Communication-efficient DML, the second to Wireless for ML, and
the third to ML for Wireless. The blue area corresponds to pure ML for Wireless, which is
a very prolific field of research that has already generated a large number of review articles.
Likewise, the yellow area corresponds to pure Communication-efficient DML which is also
a well-covered area. In this survey, we focus on the green moon, i.e., pure Wireless for ML
and its intersection with Communication-efficient DML. As far as we are aware, there are no
published works in the red area.

Some of the papers in Table 1.1 discuss Wireless for ML, but the treatments
there are not extensive since that is not the main purpose of these papers. The
closest match to our survey is [54]. However, despite describing some works
within Wireless for ML, the paper is not a comprehensive survey of the field,
instead its purpose is to introduce a new framework to describe Federated
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Learning. We believe that due to this gap, there is currently no one-stop survey
that offers an overview of the Wireless for ML literature, which motivates us
to write this survey with the following contributions:

• We provide an introduction to important concepts necessary to under-
stand the field as a whole, such as DML, over-the-air computation, and
the distinction between generic wireless communication protocols and
Wireless for ML;

• We describe the most important works of the field in a concise way
to offer a thorough overview of the state-of-the-art, both for analog
over-the-air computation and digital communications;

• We discuss several important open problems and future research direc-
tions within Wireless for ML;

• We describe a number of application areas where Wireless for ML
can provide a benefit to society, such as vehicular communications
and virtual reality, and describe the challenges associated with those
applications.

1.2 Notation and Organization

All the contributions that we survey are essentially concerned with the solution
to a basic problem, namely the training of a classifier over a wireless com-
munication network constrained by the natural characteristics of the wireless
channel. Throughout this survey, we assume a centralized architecture where
there is a central controller or parameter server (PS) able to make decisions
such as user selection, bandwidth allocation, and aggregation frequency con-
trol. Such an architecture is representative of most of the wireless networks
used today, from large scale mobile to personal area networks. The commu-
nication channel is wireless and is thus subject to fading, additive noise, and
bandwidth restrictions. The training dataset is always carried by user devices
and the training algorithms will always be chosen to minimize a loss based on
the global dataset. Unless specified otherwise, the network consists of one PS,
i.e., the base station (BS) or the access point (AP), and K user devices, e.g.,
IoT devices, user equipments (UEs), or other wireless devices. Each device
(say the kth) carries a subsetDk of the global datasetD and the PS carries no
data. The global dataset consists of N training samples and corresponds to the
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union of data available at all the user devices. For communication, the uplink
hk and downlink gk channel coefficients corresponding to the kth UE are of
particular importance. Figure 1.2 illustrates the setup, a full list of notation is
given in Table 1.2, and relevant abbreviations are given in Table 1.3.

Parameter Server

gk hk

D1 D2 D3 Dk DK

Figure 1.2: Illustration of the PS and wireless network setup used throughout this survey.
Current wireless communication protocols substantially hinder or completely block distributed
training over this setup. The Wireless for ML paradigm is an approach to tackle such hindrances
and blockages.

The rest of this survey is organized as follows: Section 2 provides a primer
on DML and in particular Federated Learning (FL). In Sections 3 and 4, we
survey the Wireless for ML literature for over-the-air computation and digital
communication, respectively. In Section 5, we discuss the open problems
in Wireless for ML within both analog over-the-air computation and digital
communications. Then, in Section 6, we discuss applications supported by
Wireless for ML. Finally, we give some concluding remarks in Section 7.
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Table 1.2: Reference list of commonly used variables in this survey. Ordered alphabetically
and by case.

Variable Interpretation
B Bandwidth available to the learning system
Dk Dataset carried by device k
E Number of epochs
K Number of user devices
M Number of antennas at the parameter server
N Number of data samples in the global dataset
Nk Number of data samples stored at device k
St Set of selected devices at iteration t

Tround Time for federated learning communication round
β Learning rate
η Post-transmission scalar

∇ f (w) Gradient of function f evaluated at w
bk Ratio of total bandwidth allocated to device k
d Number of model parameters in w

f (w) Empirical risk function of the global model w
gk CSI in downlink direction from server to device k
hk CSI in uplink direction from device k to server

l(w) Loss function for parameter w
pk Uplink power allocated to device k
v Additive white Gaussian noise

wt Global model parameters at iteration t
wt

k Local model parameters for device k at iteration t
x Input or feature of data sample
y Output or label of data sample
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Table 1.3: Reference list of most abbreviations used in this survey.

Acronym Phrase
ADMM Alternating Direction Method of Multipliers

AirComp Over-the-air Computation
BAA Broadband Analog Aggregation
BPSK Binary Phase-Shift Keying

BS Base Station
CML Centralized Machine Learning

CoCoA Comm-efficient distributed dual Coordinate Ascent
CoMAC Computation over Multiple-Access Channels

CSI Channel State Information
DML Distributed Machine Learning
DP Differential Privacy

DSGD Distributed Stochastic Gradient Descent
ESN Echo State Network
FD Federated Distillation

FedAvg Federated Averaging
FL Federated Learning
IID Independent and Identically Distributed
IRS Intelligent Reflective Surface
IoT Internet of Things
LTE Long Term Evolution

MIMO Multiple Input Multiple Output
ML Machine Learning

MSE Mean Square Error
OFDMA Orthogonal Frequency Division Multiple Access

PS Parameter Server
RRM Radio Resource Management
SGD Stochastic Gradient Descent
SISO Single Input Single Output
SNR Signal to Noise Ratio
QoE Quality of Experience
UAV Unmanned Aerial Vehicle
VR Virtual Reality
ZF Zero-Forcing



2
Primer on Distributed Machine Learning

In conventional ML, model training is considered to take place in centralized
settings, where the processing capability and training datasets are locally
available within one computational device. Therefore, in the context of a
wireless network, centralized machine learning (CML) models and algorithms
require that all training data must be transmitted from the user devices to
a central server. While possible, such an approach has two major practical
problems. Firstly, this approach relies on a complete sacrifice of privacy since
all the user devices must be willing to reveal their entire datasets to the server.
In many cases, this lack of privacy renders training impossible, since the users
may not be willing to share their data, it would be considered immoral to
collect the data, or the privacy of the users is legally protected. Secondly, the
size of training datasets is an important factor in determining the performance
of ML models, where larger datasets generally generate better results [152].
This naturally leads to a desire of training with massive datasets, which is
very challenging to communicate over a wireless network [71]. Recently,
DML has been proposed as a means to overcome these challenges. Differently
from CML, DML works over a dataset distributed among many devices, and
optionally performs even distributed training.

300
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In DML methods, the training can be distributed entirely across the de-
vices, which represents the decentralized architecture; or it can be done jointly
by a central PS and the devices, which represents the centralized architecture.
In this survey, we focus on the centralized architecture within DML because it
provides strong guarantees in terms of communication bandwidth usage, la-
tency, parameter update frequency, and desired fault tolerance [14]. Figure 1.2
shows the centralized architecture, in which the K devices communicate only
with the PS, which usually has higher computational power than the other
devices and is not necessarily represented by a single server (see [14, Section
7] for other PS infrastructures). Notice that the centralized architecture with
PS is similar to the operation of current cellular networks, Wi-Fi, and IoT
networks with a central controller that could be an app, router, or an IoT device.
In DML, the training goal is global, i.e, all the participating devices have a
common goal.

The purpose of this section is to introduce the basic concepts in DML,
which we will use and will refer to often in the rest of the survey, especially
for what concerns the mathematical concepts of ML and their relation to
wireless communication protocols. In the following, we discuss the learning
goal of CML methods before specifically explaining the learning goal of DML
methods, and then we introduce FL methods.

2.1 Problem Formulation for Centralized Machine Learning

We discuss herein the general CML problem of supervised learning, i.e., the
problem of labeling unseen data based on information from a set of labeled
training data [21]. The common learning goal is to represent a prediction
function h : X → Y from an input space X to an output space Y such that,
given x ∈ X, the value h(x) offers an accurate prediction about the true output
y ∈ Y. Hence, the prediction function h should minimize a risk measure
over an adequately selected family of prediction functions, termedH . Instead
of optimizing over a generic family of prediction functions, it is commonly
assumed that the prediction function h has a fixed form and is parametrized by
a real vector w ∈ Rd with dimension d.

Then, for some h(·; ·) : Rdx ×Rd → Rdy , the family of prediction functions
is H ≜ {h(·; w) : w ∈ Rd}, where dx and dy are the dimensions of x and y,
respectively.
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To meet the learning goal, it is necessary to obtain the prediction function
in the family H that minimizes the losses due to inaccurate predictions. To
this end, we assume a loss function l : Rdy × Rdy → R that given an input-
output pair (x, y), yields the loss l(h(x; w), y) [21]. Notice that h(x; w) and y
represent the predicted and true outputs, respectively. The model parameter
w is chosen such that the expected loss incurred from any input-output pair
is minimized. The loss functions l(·; w) can be either convex on w, such as
when used for linear regression or binary classification (linear support vector
machine (SVM)), or nonconvex, such as when used for image classification
using neural networks with several layers. Let us assume that the losses are
measured with respect to a probability distribution Pr(x, y) in the input-output
space Rdx ×Rdy , i.e., Pr : Rdx ×Rdy → [0, 1]. Then, the objective function we
want to minimize is

R(w) =
∫
Rdx×Rdy

l(h(x; w), y)d Pr(x, y) = E[l(h(x; w), y)], (2.1)

in which R : Rd → R is the expected risk given a parameter vector w with
respect to the probability distribution Pr(x, y). The minimum expected risk,
denoted by R(w⋆) with w⋆ B arg min

w
{R(w)}, is also known as the test or

generalization error. Therefore, the common learning goal in ML can be
understood as the minimization of the test error [64].

To minimize the expected risk in Eq. (2.1), it is necessary to have complete
information about the probability distribution Pr(x, y) of the input-output
pair. However, such minimization is not possible in most situations because
complete information of Pr(x, y) is not available. Therefore, the practical
learning goal becomes the minimization of an estimate of the expected risk R.
To this end, we assume that there are N ∈ N independently drawn input-output
data samplesD = {(xi, yi)}Ni=1 ⊆ Rdx × Rdy , and we define the empirical risk
function RN : Rd → R as

RN(w) =
1
N

N∑
i=1

l(h(xi; w), yi). (2.2)

With the empirical risk, the optimization problem is as follows:

minimize
w

1
N

N∑
i=1

l(h(xi; w), yi), (2.3)
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in which the minimization of RN is the practical optimization problem that
needs to be solved when performing supervised learning. The minimum em-
pirical risk is also known as the training error and can be understood as an
estimation of the test error [64].

To solve optimization problem (2.3), several optimization algorithms have
been proposed using stochastic optimization methods, such as stochastic
gradient descent (SGD), with or without the use of data partitioning into
batches [21]. A general SGD method solves iteratively optimization prob-
lem (2.3), with iterations given by

wt+1 ← wt − β
∑
i∈St

∇ fi(wt),∀t ∈ N (2.4)

where wt ∈ Rd, β is the learning rate, fi(w) is the composition of the loss
function l and h evaluated at sample i, and St is a set with cardinality Nt.
The sum in (2.4) depends on the set St and may represent pure SGD, batch
gradient descent, or a joint approach with minibatch SGD [21]. For Nt = 1,
Eq. (2.4) represents the pure SGD method, and the unique element of the
set St corresponds to the seed ξt of the sample pair (xt, yt), which is chosen
randomly from {1, . . . ,N}. For Nt = N, Eq. (2.4) represents the batch gradient
descent method, in which the gradient is evaluated for all samples N and taken
into account at each iteration t. For 1 < Nt < N, Eq. (2.4) represents the
minibatch SGD method, in which Nt is termed batch size and all Nt elements
of St are chosen randomly at each iteration t. The iterations are evaluated until
they reach a minimizer of the empirical risk RN .

In practice, the training error is evaluated by solving optimization prob-
lem (2.3) with N samples; whereas the test error is evaluated by comparing the
prediction function h(x j; w) using previously unseen input x j ∈ X to predict
the corresponding output y j ∈ Y. Specifically to classification problems, the
classification accuracy is the ratio between the number of correct predictions
and the number of incorrect predictions given by the learning model. Through-
out the survey, the learning performance of ML algorithms is related to the
training and test errors. Specifically to classification problems, we refer to the
performance as classification accuracy.
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IID dataset Non-IID dataset

Figure 2.1: Illustration of IID vs. non-IID data for the MNIST dataset. Non-IID data is common
when data is generated by user devices, making model convergence of DML harder.

2.2 Problem Formulation for Distributed Machine Learning

Differently from traditional ML methods, in DML the N samples are either
split or generated at different K devices. For simplicity, we assume throughout
the survey that the samples are generated at K devices. Let us denote byDk

the dataset owned by device k and Nk = |Dk| as the cardinality of Dk. As a
consequence of generating data in a distributed fashion, local data distributions
at each device can be skewed in comparison to the global dataset. Consider
the classic scenario of digit recognition. In the global MNIST dataset, we have
10% representation of each digit 0-9 [89], and the digits are independent and
identically distributed (IID). If the digit distribution of the local datasets does
not match the global one, the data can be non-IID, see Figure 2.1.

With the splitting of the data across the devices, the empirical risk function
can be rewritten as

f (w) =
K∑

k=1

Nk

N
Fk(w) =

K∑
k=1

Nk

N

∑
i∈Dk

fi(w). (2.5)

When the dataset owned by the K devices are IID, then EDk [Fk(w)] = f (w),
where the expectation EDk [·] is taken over the dataset of device k. If the
datasets owned by the K devices are non-IID, the loss function Fk(·) at device
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k could be an arbitrarily bad approximation of the function f (·) [59], thus
harming the convergence.

Similar to the traditional ML methods, DML methods use many optimiza-
tion techniques to minimize the empirical risk in Eq. (2.5), such as distributed
stochastic gradient descent (DSGD) [203], consensus optimization [113], and
the alternating direction method of multipliers (ADMM) [22]. For both data
distributions, the centralized DML architecture needs to exchange information
about the parameters between the K devices and the PS. Depending on the
optimization technique used, this information, commonly referred to as just
model, can be the parameter w, the gradient ∇Fk(w), the gradient update
∇Fk(wt) − ∇Fk(wt−1), or the parameter update wt − wt−1. In this survey, we
will use model to refer specifically to the parameter variable w, which can be
local for each device, wk, or global, w.

To improve the applicability of DML methods, there are still many chal-
lenges for both DML architectures and different optimization solvers. Some of
these challenges are communication efficiency, system and statistical hetero-
geneity, and privacy loss [86], [92]. The communication efficiency is related
to the massive number of messages that need to be exchanged between the PS
and a large number of devices, which may cause high latency and increase
the convergence time. The systems heterogeneity is related to the different
storage, computing, and communication capability of each device; whereas
the statistical heterogeneity is related to the different distribution of the data
each device may have, which makes the sample distribution among the devices
non-IID. Privacy loss can happen when the devices have sensitive data that
they do not wish to expose to other devices and/or the PS.

Some algorithms to tackle the challenges above have been proposed [77],
[86], [107], including communication efficient distributed dual coordinate
ascent (CoCoA) and CoCoA+ algorithms [77], [107] that address challenges
related to communication efficiency. One of these algorithms is FL, which has
been proposed as a solution aimed at solving all the challenges mentioned
above and thus differs from the CoCoA and CoCoA+ algorithms.

2.3 Federated Learning

In FL methods [86], a common global model is trained in a distributed manner
using the PS within the centralized architecture of DML. The common sce-
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Figure 2.2: Federated learning scenario with K devices and a PS. Only the federated devices,
the ones that belong to set St, participate in the learning at communication round t and not all
K devices, represented by the solid and dotted lines, respectively.

nario in FL is the one in which the number of participating devices is typically
large and they have slow or unstable connections; the devices do not want to
share their raw data with the PS or other devices; and there is heterogeneity in
the data across the devices and in the computation capabilities. Note that this
scenario implies that FL methods must address challenges in terms of commu-
nication efficiency, privacy, and systems/statistical heterogeneity, which are
the challenges common to DML methods mentioned in Section 2.2.

Figure 2.2 shows a FL scenario in which K devices and the PS use FL
towards a common global goal, which is to minimize the empirical risk.
Notice that only the federated devices that belong to the set St participate in
the learning at communication round t and not all the K devices, represented
by the solid and dotted lines in Figure 2.2, respectively. The raw data is kept
locally at each device, and the devices participating in the training minimize
their local functions Fk, which means having SGD updates similar to Eq. (2.4)
for E local iterations. Then, the devices send to the PS their local models
wt

k(E + 1) that minimize the local functions at communication round t. The
PS aggregates the local models with proper scaling pk and broadcasts the
global model wt+1 to all participating devices. Therefore, FL improves the
communication efficiency by avoiding many communication rounds with the
PS due to the transmission of the updated model only after the local iterations;
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takes into account the devices heterogeneity by the possibility of different
number of local iterations at the devices as well as the selection of devices to
participate in the training; and finally, it improves privacy by not sharing the
raw data.

The first FL method proposed was federated averaging (FedAvg) [110,
Algorithm 1]. With FedAvg, the PS randomly selects a fraction C, 0 < C ≤ 1,
of the K devices to participate in the training at global iteration t, i.e., the
set St has cardinality max(⌈CK⌉ , 1). Each device k ∈ St minimizes the local
function Fk by computing the gradient ∇Fk(wt

k) and iterating E local iterations
(named epochs) applying the updates as

wt
k(i + 1)← wt

k(i) − β∇Fk(wt
k(i)),∀i = 1, . . . , E. (2.6)

Notice that the gradient ∇Fk(wt
k(i)) can be obtained using SGD with different

batch sizes. After E epochs, device k sends wt
k(E + 1) to the PS, which

aggregates the local models of the participating devices at iteration t to generate
the updated global model as

wt+1 ←
∑
k∈St

Nk

N
wt

k(E + 1). (2.7)

Then, the PS sends the updated global model wt+1 to all participating devices,
and the iterative process between the devices and the PS continues until
global convergence is achieved, at which wt+1 = w∗. To measure the rate of
convergence, we use

f (wt+1) − f (w∗), (2.8)

which may be a decreasing function in t. For FL, there is no closed-form ex-
pression for this convergence rate, so model performance cannot be predicted
before training. However, for certain scenarios there are theoretical guarantees
based on the upper bounding of the convergence rate [35].

Since FedAvg was proposed in [110], many other FL methods have been
proposed and investigated for many scenarios, including sparse and/or quan-
tized FL [34], [127], [146], private FL using differential privacy [166], fair FL
[94], and FL over wireless communications [158]. For an in-depth overview
of recent FL methods and applications, we refer the reader to [84], [92], [116],
[178], [180].
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2.4 Summary

DML methods overcome some challenges of traditional ML methods, and
similarly, FL methods overcome some challenges of more general DML meth-
ods. Recently, FL has been investigated due to its robustness participation by
massive numbers of users, privacy-enhancing properties, and both statistical
and device heterogeneity. However, there are still several challenges that DML
and FL need to overcome when applied to Wireless for ML.

In the following sections, we will discuss novel wireless protocols that are
specifically designed to address the challenges of Wireless for ML. Specifically,
we will discuss in Section 3 the use of analog over-the-air computation and in
Section 4 the use of digital RRM for ML.



3
Analog Over-the-air Computation

3.1 Primer

A prominent theme in the Wireless for ML literature is a method called either
AirComp or computation over multiple-access channels (CoMAC) [112]. We
dedicate this subsection to explain the basics of CoMAC.

In wireless communications, significant attention is placed on the avoid-
ance of interference. As an example, orthogonal frequency division multiple
access (OFDMA) splits the wireless spectrum into small blocks of time and
frequency and allocates these blocks to different users in the network. Such a
system achieves nearly interference-free communication at the cost of signifi-
cantly reducing the available transmission time and bandwidth for each user. In
contrast, CoMAC actively promotes interference. Multiple users are allocated
the same time and frequency resources, causing their signals to combine in
the air. By carefully designing precoding functions at the transmitting devices,
the signal superposition property can be leveraged to calculate functions of
the transmitted messages over-the-air [190]. CoMAC addresses applications
when the receiver does not need the individual messages from the transmitting
devices, but only some function them, for example their sum or average.

309
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Figure 3.1: Communication-efficiency comparison of FDMA and over-the-air computation. In
the left sub-figure, FDMA (blue bars) communicates the K messages over separate frequency
bands, and the sum is calculated locally at the parameter server. In contrast, over-the-air com-
putation communicates all K messages jointly by leveraging the interference of simultaneous
transmissions. Since over-the-air computation allows complete bandwidth sharing, this results
in either K times less latency (green vertical bar) or bandwidth (yellow horizontal bar).

As CoMAC does not allocate orthogonal radio resources, it could be
mistaken for the recently proposed non-orthogonal multiple access (NOMA)
schemes. However, unlike CoMAC, NOMA needs to enable the reconstruc-
tion of the individual messages, and thus employs successive interference
cancellation to eliminate interfering signals. This cancellation is possible only
by introducing diversity in either the power or code domain [76], [132].

Since CoMAC does not allocate orthogonal resources or introduce ad-
ditional diversity, the spectral efficiency grows linearly with the number of
devices in the network [1]. Consider the network setup from earlier in Fig-
ure 1.2 and that the server wants to calculate a sum of K messages wk carried by
the user devices; over-the-air computation would then require approximately K
times less resources to communicate this sum. As illustrated in Figure 3.1, the
protocol designer can choose to crystallize this resource efficiency to reduce
latency and/or bandwidth consumption.

3.1.1 Sum function example

Herein, we will demonstrate how CoMAC calculates a sum function over the
air. We follow the system model illustrated in Figure 1.2 where hk denotes the
channel from device k to the PS. If all devices transmit simultaneously over
the same frequency band, the server will receive a linear combination of these
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signals due to the additive nature of simultaneously arriving electromagnetic
waves. Denote the signal transmitted by device k to be wk. Then, the received
signal r at the server is

r =
K∑

k=1

hkwk + v , (3.1)

where v is an additive white Gaussian noise (AWGN) term. Here we assume
that the antenna of the PS does not saturate. Because of the fading, the received
sum is weighted by different weights for each device, and the server is unable
to reconstruct the desired function

∑K
k=1 wk. A possible solution is to let the

user devices pre-equalize their channel. So instead of transmitting wk directly,
they transmit zk = wk/hk. This way, the server would receive

r =
K∑

k=1

hkzk + v =
K∑

k=1

wk + v . (3.2)

Except for the noise term, this corresponds to the desired function. Considering
that the signal strength is the sum of K signals, while the noise v is the same
as if a single device transmitted, r is generally a good estimator for the desired
sum. While this simple description illustrates the basic idea of CoMAC, there
are several simplifying assumptions that must be dealt with in practice. We
discuss these next.

Channel State Information
To pre-equalize the channel in Eq. (3.2), the user device must know the channel
state information (CSI) of hk, which cannot be estimated at the device directly.
If classical channel estimation were to be employed at device k, the estimated
value would be gk in the downlink direction. A naive solution to this problem
is to let the server estimate hk by having the mobile devices transmit individual
preamble signals in the uplink direction, and then feed the CSI back to the
mobile devices. However, the transmission of these preambles would require
orthogonal transmission of the uplink signals, negating the benefits of over-
the-air computation.

Instead, [1] presents a solution based on channel reciprocity. The underly-
ing claim is that forward and reverse channels are the same up to a constant
multiplier due to differences in hardware between the transmit and receive
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chains. By introducing a calibration stage in which the up- and downlink
channels are measured for each sensor device k, this constant multiplier can
be found as ck = hk(0)/gk(0), where hk(0) and gk(0) are the uplink and down-
link channels at time 0, respectively. Since the multiplier remains constant,
subsequent communication rounds can calculate the uplink channel using the
downlink CSI measured with the broadcast from the server as hk(t) = ckgk(t).
However, this solution has only been tested for stationary nodes. For dynamic
scenarios, such as cellular and vehicular communications, other solutions have
been proposed [43], [82], [195]. In the interest of brevity, we refrain from
discussing these other methods here, but blind over-the-air computation is
discussed in Section 3.4. Note that this calibration stage is not required in
traditional digital communications since the channel can be equalized at the
receiver, so the transmitters do not require knowledge of hk.

Synchronization
A second problem arises from an inherent assumption in Eq. (3.2), which is
that the transmitted signals arrive simultaneously at the server. Even small
synchronization errors can lead to major estimation errors because the sum
is calculated with an analog signal. Synchronization would be required at
a symbol-level, which may be difficult to achieve with traditional synchro-
nization. To overcome such a problem, multiple novel approaches have been
proposed, including: dedicated hardware that transmits sinusoidal tones [2],
longer transmission blocks to reduce the synchronization requirement [56],
or the "timing advance" functionality of Long Term Evolution (LTE) net-
works [156]. Additionally, if some devices are far away from the PS, there
might be a need to estimate the propagation latency and compensate at the
transmission.

Power control
The pre-equalization scheme from (3.2) assumes that the devices have the
capability to transmit zk = wk/hk. However, if the device is experiencing a
deep fade, hk will be a very small number, thereby requiring a tremendous
amount of power for pre-equalization. With practical devices, the peak power
is constrained, and such a scheme is unfeasible. To get around this constraint,
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several researchers have formulated power control problems [29], [103] which
introduce a post-transmission scalar

√
η. This scalar is applied by the PS after

receiving the sum, yielding

r =
K∑

k=1

hkzk
√
η
+

v
√
η
. (3.3)

With the newly introduced η, the amplitude required for pre-equalization of the
channel changes to zk =

√
ηwk/hk. If the post-transmission scalar is selected

to be η < 1, the required transmission power is reduced, enabling more devices
to invert their channels. However, a reduction of η also leads to an increase
in the relative noise power. This tradeoff leads to the power control problem,
which aims to optimally select zk and η without exceeding transmission power
constraints. We discuss this problem further in Section 3.3.8.

3.1.2 Summary

By promoting interference, CoMAC allows all devices to share the electro-
magnetic spectrum without allocating orthogonal radio resources to each user.
This technique achieves throughput gains approximately proportional to the
number of participating devices, which is a tremendous improvement even
with a relatively small number of users. The main drawback of the method is
that the individual messages cannot be reconstructed at the receiver, which lim-
its the application to scenarios where a function of the messages is sufficient.
In the preceding paragraphs, we gave a simple example that demonstrates how
channel pre-equalization CoMAC can be used to calculate the sum function.
However, this method has several practical issues such as strong demands on
CSI, stringent synchronization requirements, and limited peak transmission
powers at the user devices.

3.2 Over-the-air Computation For Distributed Machine Learning

As explained in Section 2.3, the model aggregation step of FL consists of
transmitting multiple local models from the user devices to the PS and then
computing a weighted mean of these updates to generate the next iteration of
the model, see (2.7). The individual local models are not needed at any point
of the FL algorithm, only this weighted sum. As such, the sum can be directly
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computed over-the-air instead of separately transmitting each model vector
and then averaging at the PS. This basic idea has served as the foundation of
a large body of work that explores the impact of CoMAC on DML and that
extend the idea further.

As illustrated in the CoMAC example from Section 3.1, non-uniform
fading across the network is a major challenge for estimating the desired
function. We presented a power modulation solution based on channel reci-
procity and inversion, which is the standard method to overcome this challenge
for single input single output (SISO) networks. However, for multiple input
multiple output (MIMO) networks, alternative solutions have been proposed,
such as the blind CoMAC which utilizes channel-hardening to avoid the CSI
acquisition problem. Additionally, the consideration of MIMO comes with
other interesting CoMAC-solutions such as beamforming, cell-free massive
MIMO, and intelligent reflective surface (IRS)-assisted CoMAC. With this in
mind, the remainder of this section is split into two parts, SISO and MIMO. A
comprehensive list of papers on CoMAC for ML is given in Table 3.1 and 3.2.

Table 3.1: Summary of the SISO AirComp for ML literature. The papers are ordered according
to when they are covered in the survey.

Topic Ref. Summary
Broadband Analog
Aggregation

[200] FL using AirComp over a broadband chan-
nel with truncated channel inversion to han-
dle fading.

Gradient
Sparsification

[9] Sparsification of gradients combined with
error accumulation for compression before
transmitting.

[10] Extension of [9] to consider fading chan-
nels, uses truncated channel inversion.

[11] Performance comparison of [10] scheme,
sequential digital transmission, and BAA.

[50] Utilization of temporal structures in the gra-
dient updates to form a Bayesian prior in
the gradient estimation step.

Federated
Distillation

[4] Trains by communicating model outputs
instead of model parameters. Over-the-air
computation is used to combine model out-
put vectors for each class.



3.2. Over-the-air Computation For Distributed Machine Learning 315

Topic Ref. Summary
Training with Noisy
Gradients

[137] Proposal of gradient-based multiple-access
scheme that does not cancel the fading ef-
fect but operates directly with noisy gradi-
ents.

[138] Convergence rate analysis for gradient-
based multiple-access.

Data Sharing [153] DSGD training using combined gradients.
Introduces data redundancy to combat non-
IID. data.

Analog Federated
ADMM

[47] Second-order training algorithm with
CoMAC communication.

Digital Aggregation
[196] First digital over-the-air computation

method using one-bit quantization of gradi-
ents.

[81] Clustered digital over-the-air computation
that minimizes the probability of incorrect
gradient sign estimation.

Power Control
[28] Optimal selection of pre- and post-

processing scalars using FL bounds.
[189] Estimation of gradient statistics to improve

power control for Federated Learning.

Retransmissions
[67] Proposal of retransmission-based model up-

date scheme that enables an estimation-
communication tradeoff.

[68] Development of heuristic to predict the op-
timal number of retransmissions.

Differential Privacy [96] Uses the noise added naturally by the wire-
less channel to enhance data privacy for
free.

Byzantine Attacks [147] Considers the grouping of participating de-
vices to mitigate Byzantine attacks.

Device-to-Device
Communication

[173] First decentralized machine learning
scheme using over-the-air computation.

[143] Decentralized SGD with gradient tracking
and variance reduction.

Bayesian Learning [97] Proposes the channel-driven Monte-Carlo
sampling method that leverages channel
noise to estimate the posterior distribution
of ML parameters.
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Table 3.2: Summary of the MIMO AirComp for ML literature. The papers are ordered accord-
ing to when they are covered in the survey.

Topic Ref. Summary

Blind Learning
[106] The assumption of channel knowledge at

the user devices is lifted. Instead, multiple
antennas at the PS is employed to alleviate
the fading effect.

[6] Extension of [106] to consider imperfect
channel estimation at the PS.

Nonlinear Estimator [79] Recovering the average of local models sent
from the devices using their sparsity with a
nonlinear estimator.

Cell-Free Massive
MIMO

[160] FL in a cell-free massive MIMO framework
with CSI estimation using CoMAC pilot
transmission.

Beamforming and
User Selection
Co-Design

[179] Optimal user scheduling based on tradeoff
between maximizing participation and lim-
iting distortion from aggregation error.

Intelligent
Reflective Surfaces

[165] Optimized beamforming, user selection,
and phase-shift control via intelligent re-
flective surfaces (IRSs) to maximize device
participation.

[102] Optimization over upper bound on FL loss
to find proper phase-shift control, device
selection, and beamforming for IRS FL.

[101] Channel state information free transmission
via IRS.

[70] Energy minimization with IRS-assisted
over-the-air computation.

3.3 Review of SISO Over-the-air Computation

3.3.1 Broadband analog aggregation

The first paper to suggest CoMAC as multiple access for FL appears to
be [197]. This paper presents a short case study that compares the latency of
orthogonal transmission with CoMAC under identical conditions. The case
study displays a significant reduction in latency, ranging from one to three
orders of magnitude, with minor sacrifices in terms of classification accuracy.
Later on, the same group presented a fully-fledged scheme called broadband
analog aggregation (BAA) in [200]. Similar to LTE, the BAA scheme divides
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the spectrum into resource blocks (RBs). However, instead of dedicating each
RB to a single user, the blocks are dedicated to one element of the model
update vector. This way, all K users can transmit their model updates simulta-
neously over the same RBs to calculate the weighted sum of model updates
from (2.7) over-the-air.

As we explained in Section 3.1.1, channel pre-equalization is used to
generate the sum function (3.2). As a consequence of this scheme, the receive
SNR is identical for every user, because devices with weaker channels compen-
sate by transmitting at higher powers. In BAA, devices with sufficiently weak
channels are excluded from training, since they are unable to pre-equalize their
channels. With this in mind, we consider the inclusion of a post-transmission
scalar

√
η as in (3.3). If

√
η is reduced, more devices are able to invert their

channels, which increases device participation. In the context of FL, higher
participation means a larger training dataset. As such, the reduction of

√
η

increases data quantity. However, the receive signal to noise ratio (SNR) is:

SNR = η

(∑K
k=1 wk

)2

σ2
z

, (3.4)

which is proportional to η. Therefore we have a tradeoff between data quantity
and receive SNR. In [200], the authors isolate this tradeoff and coin the term
communication (SNR)-learning (data quantity) tradeoff. This tradeoff appears
in many CoMAC-FL systems and is important to consider when optimizing
such systems.

3.3.2 Gradient sparsification

Although the BAA scheme significantly reduces the communication load
for FL, it does not consider improvements in terms of the ML algorithm. In
contrast, the next paper we discuss utilizes gradient sparsification together with
CoMAC to further reduce the communication cost. Gradient sparsification is
based on the observation that up to 99.9% of the gradient exchange in DSGD is
nearly redundant [95]. Therefore, a majority of the gradients can be discarded
with minimal reductions to learning accuracy.

In [9], the combination of gradient sparsification and CoMAC appeared
for the first time. In this paper, a simple channel model without fading was
considered. In [10], the same scheme was extended to consider fading chan-
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nels, where truncated channel pre-equalization was used to generate the sum.
Finally in [11], an experimental comparison of three different FL approaches
(orthogonal transmission, BAA, and gradient sparsification with CoMAC) is
conducted. The study focuses on training an MNIST classifier, it assumes
a limited transmission budget in terms of time slots, and compares the final
test accuracy after the transmission budget is out. The results reveal that both
CoMAC approaches outperform orthogonal communication with up to 40%
better classification accuracy. The study also indicates that the inclusion of
gradient sparsification has substantial benefits, with up to 10% classification
accuracy over BAA.

Figure 3.2: Illustration of the temporal structure of gradient updates in over-the-air FL. The
amplitudes of the gradient elements are encoded in grayscale over time. We can see that the
sparsity of the gradient is roughly retained through time, which can be exploited to improve the
estimation of the local models. Source: [50]

In a more recent work [50], the authors noticed a predictable structure
in the aggregated gradients. From Figure 3.2, we can see that the amplitude
of the different gradient elements changes slowly over time, more or less
retaining the sparsity structure through the entire training process. To model
this structure, [50] uses two independent Markov chains for the support and
amplitude. By combining this simple model and the stored gradients from
previous communication rounds, a prior belief on the gradient can be formed.
As explained in Section 3.1, over-the-air computation always results in noise,
therefore the PS must estimate the gradient after receiving the uplink signal.
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If there is no prior information, the best estimate is to just directly use the
received signal. Instead, this paper uses Bayesian estimation with the prior
belief from the Markov chain model to make a better estimation. In the
numerical comparisons of [50], this approach strictly outperforms the results
from [11].

3.3.3 Federated distillation

As explained in Section 2, FL achieves consensus by sharing locally trained
models with the PS. These local models can become enormous when con-
sidering deep neural networks with millions of neurons, such as the VGG
models that consist of d=130-140 model parameters [149]. With this in mind,
there have been attempts to develop an alternative to FL called federated dis-
tillation (FD). In FD, model outputs are communicated instead of the model
parameters [80]. In other words wt

k from Eq. (2.7) is replaced with the average
of the local model outputs, thus communicating an Rdy vector instead of an
Rd vector. Often classification problems have dy ≤ 100 labels but millions of
parameters d, causing a reduction in the number of transmitted bits by many
orders of magnitude. Upon receiving these model outputs, the server calculates
their average and communicates it back in the downlink. These average model
outputs can then be used by the devices to train their ML models. As we wish
to focus on the communication protocol, we refrain from explaining how these
model outputs are used for training and refer the interested reader to [80].

In [4] FD is combined with CoMAC. First, each device combines the
model outputs over multiple training samples, generating one value for each
label. Then, for each label, a global average is calculated over-the-air. This
can lead to massive reductions in communication cost but unlike the gradient
sparsification schemes, FD does have a noticeable drop in classification accu-
racy. The numerical study conducted in [4] suggests it can be between 1-20%
lower than FL.

3.3.4 Training with noisy gradients

Unlike all papers we have surveyed so far, which used channel inversion to
combat fading, see Eq. (3.2), the authors of [137] suggest just transmitting
without doing any precoding. Such a scheme has the advantage of not requiring
a channel estimate, and a generally simpler implementation. However, since
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fading is not inverted, the received local models at the PS represent noisy and
distorted versions of the transmitted local models. The corresponding distorted
average is then used to perform the FL update directly. An important contribu-
tion of this paper is an upper bound on the FL loss, arguably the first bound that
considers AirComp. An extended convergence and numerical analysis is given
in [138] containing simulation results based on the Million Song Dataset [17].
The results reveal comparable or slightly worse FL loss compared to a digital
scheme but with significantly reduced energy consumption.

3.3.5 Data sharing

In Section 2.1, we explained that there is an important distinction to make
between IID and non-IID training data on the devices. With non-IID data, there
is no guarantee that the locally trained models resemble the global model,
which can significantly harm FL performance. In extreme examples, non-IID
data can harm the classification accuracy by up to 55% [193].

Realistically, we should always expect FL data distributions to be non-
IID. For instance, environmental monitoring devices will have different data
distributions depending on sensor location, text prediction algorithms depend
on user behavior, and body sensor systems depend on the physiology of the
host. To combat this, [153] introduces a data sharing phase into CoMAC
for ML, where each user device shares its dataset with a small number of
neighbors before training begins. The study considers the same communication
scheme as in BAA, but performs data sharing before training begins. The
included numerical study on the MNIST dataset considers highly non-IID data
distributions where each device only carries samples of one digit. They show
that classification accuracy goes from 72% to 82% by having each user device
share its dataset with just one neighbor.

3.3.6 Analog federated ADMM

When over-the-air computation is used to calculate a sum, channel pre-
equalization is employed to counteract heterogeneous fading over the network,
as explained in Section 3.1.1. When all devices perform pre-equalization, the
over-the-air computation will produce the desired result. However, some de-
vices may be unable to pre-equalize their channel due to limited transmission
power. To solve this problem, all papers surveyed up to this point simply
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exclude those devices from participating. Instead, [47] proposes the first over-
the-air computation algorithm that overcomes channel perturbations without
pre-equalization; the method is based on a novel FL framework rooted in
ADMM, which the authors call analog federated alternating direction method
of multipliers (A-FADMM).

For the sake of inclusivity, we will not assume that the reader is familiar
with ADMM and avoid mentioning specifics of the ADMM algorithm in this
subsection. Instead, we focus on the model update that is communicated by
A-FADMM, because it differs significantly from what we see in Section 3.1.1
and has the interesting property of avoiding channel pre-equalization. For the
reader who wants a deeper look into ADMM, we refer to [22].

The global model update of A-FADMM is given as follows:

wt+1 ←
1∑

k∈St |hk|
2

∑
k∈St

Nk

N

(
|hk|

2wt
k(E + 1) + hkλ

t
k(E + 1)/ρ

)
. (3.5)

Compared to the standard FL update in (2.7) there are two major differences.
Firstly, the channels hk have been directly incorporated into the FL problem
formulation, and secondly there are now two new variables λt

k(E + 1) and
ρ which represents the dual variable of the ADMM algorithm and a penalty
variable respectively. The semantics of these variables can be ignored for the
sake of this discussion. Notice that the channel hk is a factor both for the local
model wt

k(E + 1) and the dual variable λt
k(E + 1). This means that the user

devices can transmit

Nk(h∗kwt
k(E + 1) + λt

k(E + 1)/ρ), (3.6)

where h∗k is the conjugate of hk. Then, using over-the-air computation, the PS
receives ∑

k∈St

Nk
(
|hk|

2wt
k(E + 1) + hkλ

t
k(E + 1)/ρ

)
+ v. (3.7)

If this expression is multiplied by 1/(N
∑

k∈St |hk|
2) it generates the desired

function from (3.5) in expectation. Therefore, channel pre-equalization is
not required and A-FADMM has the advantage of avoiding device exclusion
completely. This directly increases the training data quantity, which should
improve learning performance. On the other hand, one could argue that the
multiplication by hk leads to weak transmission signals, thereby potentially
reducing the SNR compared to channel pre-equalization.
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In addition to proposing A-FADMM, the authors of [47] prove that the
algorithm converges for convex functions under time-varying channels. The
convergence rate is also evaluated numerically by training with the MNIST
dataset. The results suggest that A-FADMM converges faster than both tra-
ditional FL with over-the-air computation as well as digital ADMM without
over-the-air computation.

3.3.7 Digital aggregation

Current telecommunications infrastructure is almost exclusively designed
for digital communications. Because of this, the implementation of analog
CoMAC in large scale networks becomes problematic. To avoid constructing
new analog chipsets at large scale, [196] proposes an adaptation to over-
the-air aggregation which would be compatible with current transceivers.
The proposed protocol is based on 1-bit SGD [135] which uses single-bit
compression of gradient descent updates. Specifically, each element of the
user devices’ gradient vectors ∇Fk(wt) takes one of two values (1 or -1). These
binary gradient vectors are combined to form an element-wise majority vote
at the PS.

The CoMAC protocol represents these SignSGD gradients using one of
the two Binary Phase-Shift Keying (BPSK) symbols. Because the two BPSK
waveforms are inverted versions of the other, wireless superposition will
correctly represent the addition of +1 and -1. In other words, the sum of a
+1 BPSK waveform and a -1 BPSK waveform will be zero, given that their
amplitudes are identical. Therefore, the CoMAC sum function would directly
calculate the desired element-wise majority vote over the air.

The performance of one-bit digital CoMAC is compared to BAA in [200]
by training a classifier for MNIST. The results suggest that the classification
accuracy of digital CoMAC is nearly identical to BAA, with less than 1%
loss of accuracy. This result indicates that CoMAC could potentially be im-
plemented in cellular networks without requiring significant change in the
hardware. As most CoMAC schemes, perfect synchronization is assumed in
both theoretical analysis and numerical simulation. One could argue that one-
bit digital CoMAC is more sensitive to synchronization errors since it relies
upon cancellation of two opposite BPSK waveforms, unlike analog CoMAC
which only requires additive powers.
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A second digital CoMAC scheme was proposed in [81] which introduces a
clustered structure for the majority vote operation of the network. Rather than
having all devices communicate directly with the server and thereby casting
their votes in a “direct democracy” system, the authors propose intermediate
relays that serve as representatives. This breaks the vote into two stages, where
all the devices first cast their votes to their closest relay, which uses majority
vote to generate a new gradient vector. Then in the second stage, the relays
vote to the PS in a “representative democracy” system. The selection of relays
can be done in a smart way so that the relays have similar channel strengths to
the server. If the strengths are similar, the channels do not necessarily need
to be inverted, which alleviates the need for CSI estimation and improves
the probability of success in the final majority vote. Simulation results show
improvement over a cluster-free system both in terms of the gradient estimation
at the PS and the classification accuracy.

3.3.8 Power control

As explained in Section 3.1.1, there is a power control problem associated
with CoMAC. The problem arises because the pre-equalization of the channel
is restricted by limited transmission power at the user devices. In this section,
we discuss the problem of optimal power control.

In all the papers mentioned up to this point, sub-optimal power control
was used. Specifically, devices with fading below a certain threshold were
excluded from participation and the remaining devices perfectly inverted their
channels. Instead, [29], [103], [184] study the problem more rigorously to
minimize the estimation error under transmission power constraints. They
consider the problem (3.8) to minimize the mean squared error between the
received signal and the desired sum:
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s.t. pk ≤ Pmax, ∀k

(3.8)

where pk is the transmission power of device k, Pmax is the peak power
constraint, and the remaining variables are defined in (3.3). There are two
sources of error, one is the misalignment error caused by devices being unable
to pre-equalize their channels and the second is the error induced by the
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AWGN v. The post-processing scalar η controls the tradeoff between the
two, where a higher η reduces the noise-induced error directly, but indirectly
worsens the misalignment error by making it harder to invert the channel. The
specific problem posed in (3.8) is solved to a global minimum in both [29]
and [103], given certain simplifying assumptions.

In the context of FL, the power-control problem affects both the conver-
gence rate and final accuracy of the ML model. In [28] (later extended in [27]),
a similar set-up to (3.8) is used, with pre- and post-processing scalars for power
control, but with the objective function replaced by an upper bound on FL
convergence. The proposed scheme vastly outperforms the device-exclusion
scheme in terms of prediction accuracy.

Another work [189] considers the use of gradient statistics to evaluate
the expectation in (3.8). For known gradient statistics, the authors find the
optimal solution in closed form using the mean squared norm and the squared
multivariate coefficient of variation. In a practical scenario, these statistics
would be unknown, but the solution can be used in conjunction with live
estimates of the statistics to determine good pre- and post-processing scalars.

3.3.9 Retransmissions

In digital communications, there is a well-known tradeoff between communica-
tion rate and error probability. For example, the modulation order n determines
the number of bits log2(n) that can be transmitted in a single symbol. Simulta-
neously, a higher modulation order makes the demodulation problem harder,
thereby increasing the probability of error. As such, the modulation order
acts as a tradeoff between communication rate and error probability. Similarly,
forward error-correcting codes can be used to correct erroneously demodulated
bits at the receiver, but simultaneously introduce redundant bits which reduces
the rate of communication. In contemporary digital communication protocols,
it is common practice to adaptively select the modulation order and coding
rate with respect to the estimated channel [58] but in analog CoMAC such
a practice does not exist. With this in mind, the authors of [67] consider a
retransmission-based scheme to analyze the tradeoff communication rate and
estimation error for over-the-air FL.

The scheme presented in [67] is similar to the power control proposals
[29], [103] except that the model update ∆wn,k is transmitted M times in
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the uplink instead of just once. At the receiver, these M transmissions are
collected and their arithmetic mean is used to generate the next iteration of the
global model update. This way, the signal part of the transmission combines
constructively, while the noise part is random and can therefore combine
destructively. This scheme is analyzed by proving an upper bound on the FL
loss, which reveals that the convergence rate is strictly increasing in M. To
make a fair comparison between transmission with M = 1 and M > 1, the
authors perform a simulation study in which the uplink transmission budget
is fixed to C, such that only C/M communication rounds can be performed.
Despite using M times fewer communication rounds, the simulation study
indicates that there are scenarios in which M > 1 achieves higher classification
accuracy after consuming the communication budget. Therefore, the perfor-
mance of Over-the-Air FL can be improved by including retransmissions,
without incurring additional costs in terms of latency or energy consump-
tion.

In a follow-up study [68], the optimal choice of M is studied further and a
heuristic is developed to predict M∗ before training begins. Numerical results
indicate that the heuristic is generally successful at identifying M∗, including
the case when M∗ = 1. As such, the system can predict when the conditions
are not right for retransmissions and select one-shot uplink transmission.

3.3.10 Differential privacy

Compared to CML, FL makes a step towards data privacy by keeping the data
local at the users. However, sharing the local models or the gradients may
reveal sensitive information about the users data [30], [111]. Adding a level
of uncertainty to the local models or the gradients computed at the users can
enhance the privacy of user data at the cost of lower utility. Differential privacy
(DP) is a privacy measure that quantifies the amount of information leakage
about individual data points by measuring the sensitivity of the revealed
statistics to a change at a single data point, and it is widely adopted as a
promising privacy measure.

It is shown in [136] that the additive nature of the wireless multiple access
channel from the user devices to the PS provides local DP guarantees for
the devices where the privacy leakage per device is scaled with 1/

√
K. If the

channel noise is not sufficient to satisfy the DP target, a subset of the devices
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add power constrained artificial noise that benefit all the devices. Alternatively,
[85] introduces an energy efficient differentially private approach for FL over
wireless networks by scaling down the transmit power rather than adding noise
to the transmit signals at the devices. In general, a certain level of DP can
be achieved for free with the analog transmission from the devices due to
the noise added by the wireless multiple access channel which can act as a
privacy-inducing mechanism [96].

3.3.11 Byzantine attacks

An unfortunate consequence of the distributed and privacy-preserving nature
of FL is that malicious users can transmit modified model updates with the
intention of disrupting the training process [159]. Even a single client can
seriously harm the performance of the end model [19]. These malicious
clients are called Byzantine, and their attacks are called Byzantine attacks.
As a countermeasure, a recent idea has emerged for distributed computation
among agents called “coded computing”. This idea consists in transforming
the client’s information by functions which on the one side hide the client’s
information, and on the other side can add robustness to the computation
because the PS applies another function that attempts to minimize the effect of
the Byzantine attacks [13], [18], [53], [124]. However, these countermeasures
generally rely upon detecting anomalies in individual model updates, which is
difficult for AirComp where the average model updates are calculated directly
over the air.

This gap in security for over-the-air FL is a serious concern. A first step
to address this concern can be found in [147]. Specifically, [147] proposes
that the participating devices are split into G groups, with K/G devices per
group. Each group is allocated its own time slot for over-the-air computation,
thereby generating G received model updates at the PS. With these G vectors,
the PS can apply coded computing methods to mitigate potential Byzantine
Attacks. In [147], the authors prove that the proposed algorithm converges
to a neighborhood of the optimal w when the number of attackers are less
than G/2. A such, the choice of G acts as a tradeoff between communication
efficiency and security.
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3.3.12 Device-to-device communications

Up until this point of the survey, we have only considered distributed ML
over star networks, which can be modeled by the multiple-access channel
and therefore leverage AirComp. In this subsection, we briefly discuss work
on device-to-device communication over more general network topologies.
For such topologies, there is no dedicated PS and the devices are only able
to communicate with their immediate neighbors in a single hop. Therefore,
the FedAvg algorithm cannot be directly applied for ML training. However,
there are other methods, such as decentralized SGD, which are guaranteed
to converge under assumptions of noiseless communication, convexity and
connectivity [154].

In [173], the problem of decentralized SGD with over-the-air computation
was studied for the first time. They consider a connectivity graph model with
probabilistic blockages due to shadowing, where unblocked channels are de-
scribed by Rayliegh fading and AWGN. To enable AirComp in such a network,
they propose a scheduling policy that aims to select as many non-interfering
subnetworks with star topologies as possible for each time slot. Once the sub-
networks are identified, a two-step iterative procedure is initiated. In the first
step, over-the-air computation is leveraged to communicate the average gradi-
ent to the center of each star network. In the second step, all centers broadcast
the received gradient average to the edge devices. This way, every device in
the subnetwork knows the arithmetic mean of the gradients after two time
slots. This scheme is evaluated numerically by training an MNIST classifier
for K = 8 devices with randomly generated connectivity graphs. The results
suggest that over-the-air computation converges with significantly fewer com-
munication blocks than orthogonal digital communication, but reaches a lower
accuracy as the number of communication blocks approach infinity.

In [143], a similar setup to [173] is considered, but with the added con-
sideration of gradient tracking [125] and variance reduction [172]. Gradient
tracking refers to the introduction of an auxiliary variable into the optimization
problem of decentralized SGD that tracks the average gradient of all devices
in the network. With such an auxiliary variable, linear convergence can be
guaranteed with a constant step size [125]. With variance reduction, an itera-
tive estimator of the batch gradient is designed, whose variance progressively
approaches zero as the parameter vector approaches a local minimizer. With
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variance reduction, the error floor of SGD is eliminated even with a constant
step size, which is not possible for vanilla SGD. In [143], the proposed de-
centralized scheme is proven to converge linearly under standard convexity
assumptions, fully-connected graphs, and bounded gradients.

3.3.13 Bayesian learning

While ML has displayed impressive accuracy for many classification tasks,
ML models are not perfect and will occasionally make mistakes. For certain
applications, such mistakes could have unwanted consequences that limit
the applicability of ML. To mitigate the harm caused by ML mistakes, it is
desirable to consider models with the ability of assessing the certainty of its
predictions. Consider the application of fall detection. Multiple accelerometers
can be attached to a patient’s body with the intent of detecting falls and alerting
the patient’s medical assistant [169]. A common problem with these systems
is that alerts are communicated to assistants for normal, healthy activity which
causes unnecessary and unwanted visits [25]. If the alerts were sent to the
assistant together with a measure of the model’s uncertainty, the assistant
could make a better decision on whether they should intervene. In statistics,
the term predictive uncertainty is used to describe this virtue, where many
state-of-the-art ML methods, such as neural networks, are poor at quantifying
predictive uncertainty, and tend to produce overconfident predictions [88].

Bayesian learning is a popular method to quantify the predictive uncer-
tainty of neural networks, in which a prior distribution is specified upon the
parameters of a neural network and then, given the training data, the pos-
terior distribution over the parameters is computed. If we compare this to
traditional ML, we can say that traditional ML generates a point estimate of
the parameters, i.e., one instantiation of the weights and biases of the neu-
ral network, while Bayesian learning attempts to generate a full distribution
over the parameters, i.e., the posterior distribution. Exact calculation of the
posterior distribution is in general intractable, so approximate methods are
used to generate an estimate of the distribution, such as Monte-Carlo sampling
[88]. Once estimated, the posterior distribution is leveraged to quantify the
uncertainty of any given prediction. The interested reader can refer to [168]
for a detailed description of the uncertainty quantification.
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In [97], distributed Bayesian learning is brought into the wireless setting
using over-the-air computation. The main contribution of the paper is the
introduction of an idea called channel-driven Monte-Carlo sampling where
the channel noise is utilized as an integral part of the sampling for estimating
the posterior distribution. If accounted for, the channel noise combined with
the analog transmissions in over-the-air computation may not cause harm to the
performance of the learning. This is in contrast to FL, where the noise generally
slows down convergence and should be compensated for, as discussed in
Sections 3.3.8 and 3.3.9. In [97], the channel-driven Monte-Carlo method is
analyzed analytically by means of a convergence proof and numerically by
extensive simulations.

3.4 Review of MIMO Over-the-air Computation

3.4.1 Blind learning

Similar to traditional MIMO communications, the channel estimation effort
of CoMAC systems is in the opposite direction of traditional SISO commu-
nication, since equalization is performed at the transmitter instead of at the
receiver. This is problematic, because while the downlink channel can be
estimated using the model broadcast of FL, the uplink channel can not. To
solve this problem, one can use channel reciprocity together with a calibration
factor to estimate the uplink channel [1] but this is both more expensive (it
requires a calibartion stage) and less precise than downlink channel estima-
tion. In CoMAC, this problem is exacerbated since the CSI knowledge is
used to achieve signal alignment, and poor channel estimation will result in
distorted function computation [201]. With this in mind, the channel hard-
ening phenomenon of MIMO communications carries particular importance
for CoMAC. In [57], channel hardening is leveraged to perform over-the-air
computation without deterministic channel knowledge at any node in the net-
work. Specifically, the authors quantify the gap in performance between a
system with full CSI knowledge and one with only statistical knowledge at
the PS and no CSI knowledge at the user devices. For a network with M > 1
antennas at the PS and K > 1 single-antenna sensor devices, they prove that
this performance gap approaches zero as KM → ∞.
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In the previous section, we highlighted [9] that introduces gradient sparsi-
fication to over-the-air FL. In [106], this scheme is extended to consider blind
learning. The main contributions of this work are to propose a CoMAC-based
FL technique that requires no transmit CSI from the devices and to provide
insights into how the number of antennas affect learning accuracy. The numer-
ical results show that for M = 2K2, the accuracy nearly matches a non-fading
channel. For a lower number of antennas M = 2K the accuracy drop compared
to the non-fading channel is about 5%.

The work in [106] is then further extended in [6] to consider imperfect CSI
at the PS. The authors show that the lack of perfect CSI results in an additional
zero-mean interference term with a variance proportional to 1/M. Similarly,
worst-case analysis shows that the imperfect CSI results in slower convergence
but that the effect is inversely proportional to the number of antennas. Finally,
numerical analysis on the MNIST and CIFAR-10 datasets reveal significant
performance improvement as M increases with a more pronounced effect
when channel estimation is not perfect.

3.4.2 Nonlinear estimator

One challenge in FL over wireless networks is the presence of a noisy shared
wireless medium from the typically abundant users to the PS, over which the
users transmit their local models or gradients. The goal is to deliver users’
signals to the PS as accurately as possible. Equipping the PS with multiple
antennas can improve communication reliability between the users and the PS,
where multi-antenna transmission and/or reception beamforming techniques
can be employed [6], [160], [179]. However, the above works consider only
linear beamforming techniques at the multi-antenna PS to estimate the signals
transmitted from the users.

In general, a linear beamforming technique at a multi-antenna receiver does
not lead to any optimal estimation performance [79]. Instead, the authors in
[79] design an estimator based on the sparsity of the gradient vectors computed
at the users. Motivated by this sparsity, a compressive sensing approach in
the user domain is employed, where the gradient vectors at different users
are permuted using different patterns such that only a small subset of the
users transmit non-zero entries at each dimension. This results in a sparse
transmitted signal from the users, and using this sparsity, the PS employs a
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nonlinear estimator to recover the average of the gradients almost accurately.
This approach is extended in [78] by employing the gradient compression
technique introduced in [9], [11] to reduce the transmission bandwidth over
the wireless multiple access channel from the users to the PS.

3.4.3 Cell-free massive MIMO

Recently, a new architecture for multi-user MIMO, called cell-free massive
MIMO, has emerged. In cell-free massive MIMO, a large number of APs
collaboratively serve users over the same time/frequency resources [114]. All
APs collaborate through a backhaul network, enabling fine synchronization
that can be used for conjugate beamforming in the downlink and matched
filtering in the uplink. The main advantage of the cell-free architecture is the
broad coverage due to the high number of APs. This is especially important
for over-the-air FL since the communication quality of CoMAC for ML is
determined by the device with the worst channel [200].

In [160], a comprehensive scheme combining cell-free massive MIMO
and FL was proposed. The FL process is divided into four steps, starting with
CSI acquisition and ending in global model aggregation at the centralized
PS. Unlike the previous subsection, the proposed scheme does not utilize
blind transmission but it is able to estimate the channel using non-orthogonal
transmission. By making all sensor devices transmit their pilot sequences
simultaneously over the same bandwidth, the channels can be estimated using
multiple measurements received by the large number of APs. Numerical results
show that cell-free massive MIMO can reduce training time by up to 33%
when compared to massive MIMO with collocated antennas.

3.4.4 Beamforming and user selection co-design

Due to the communication-learning tradeoff, see Section 3.3.1, user selection
should be made to strike a balance between receive SNR and data quantity. The
solution to this problem in the SISO case was to set a fading threshold based on
a power constraint and only include users below that threshold. By introducing
multiple antennas at the AP, [179] instead proposes receive beamforming to
maximize the participating users while ensuring that the aggregation error is
constrained. The proposed user selection and beamforming scheme is com-
pared to a semidefinite relaxation baseline and a global optimization approach
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with exponential time complexity. In terms of probability of feasibility, the
proposed approach was significantly better than semidefinite relaxation and
nearly identical to the global optimum. Additionally, the approach was used
to train on the CIFAR-10 dataset [87] and the proposed approach achieved
nearly double the relative classification accuracy of semidefinite relaxation.

3.4.5 Intelligent reflective surfaces

User devices

Access Point

IRSController

Figure 3.3: Illustration of an IRS for over-the-air computation. In this figure, the uplink data
transmission is assisted by the reflective surface to improve the wireless channel. To control
the phase shifts of the reflected signals, the AP communicates with a controller attached to the
reflecting surface.

The IRS is a recent technological development that has received strong
interest from both academia and industry [192]. The purpose of an IRS is to
introduce a “mirror” for electromagnetic waves that can be tuned to reflect
incident signals toward the intended receiver. The surfaces consist of passive
reflective elements which adjust the phase shift of the incoming signal, ef-
fectively creating a MIMO effect. In addition to the reflecting elements, a
controller is installed that allows for APs to configure the phase shifts, il-
lustrated in Figure 3.3. For the case of CoMAC, [82] was the first paper to
propose a joint beamforming and IRS phase shift design to minimize the
aggregation error. The paper showed very significant potential with up to
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4 orders of magnitude lower estimation error than an IRS-free propagation
environment.

For the case of FL, the IRS can be used to enable higher user participation.
As we know from the previous Subsection 3.4.4, it is natural to constrain the
number of participating devices to ensure that the aggregation error falls below
an acceptable level. In [165], the authors proposed a joint beamforming, user
selection, and IRS phase shift design to maximize the number of participating
devices. The resulting scheme was able to approximately double the number
of participating users compared to an equivalent system without an IRS, which
can improve the test accuracy by up to 20% under the right conditions.

The maximization of user participation clearly has a positive impact on
learning, but it is a rough proxy for the classification accuracy, which is
the metric of interest. To address this issue, [102] found an upper bound on
the FL loss under the IRS over-the-air setup and proposed an optimization
problem that incorporates the loss function, thereby targeting the accuracy
more directly. The simulation results of [102] reached nearly the same test
accuracy as training over an error-free channel, outperforming [82] by 3%-30%
depending on the experimental setup.

Besides improving the classification accuracy, IRSs can also be used to
enable blind transmissions without having a large antenna array [101]. When
using an IRS, blind transmission can be achieved even with single-antenna
devices and single-antenna APs. However, the system is not completely blind,
as it still requires receive CSI at the PS. Since there is no CSI at the transmitter,
the devices cannot invert their channel before transmitting. Instead, [101]
proposes that the devices transmit with maximum power, and the PS configures
the IRS phase shift vector to achieve the desired function over-the-air. Such
an approach achieves a significantly worse aggregation error than a system
with CSI at the transmitter, but the error is still sufficiently low to achieve a
comparable classification accuracy. Since FL works well with some level of
noisy updates, the 4 orders of magnitude reduction from the IRS design can
be excessive, opening up for designs that are less efficient in terms of mean
squared error (MSE).

In [70], the authors investigated the use of multiple IRSs and over-the-air
computation to support the deployment of FL. In their considered model, the
devices can directly transmit FL models to the BS or using IRS. The authors
jointly optimized the device selection, phase shift matrix, decoding vector, and
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power control so as to minimize the energy that the devices use to transmit
and train FL models. Simulation results comparing communication with and
without an IRS reveal that the energy consumption of the FL training can be
reduced by approximately an order of magnitude by transmitting via an IRS.



4
Digital Communications

4.1 Primer

The CoMAC systems discussed in the previous section provide an attractive
solution to the DML problem. However, the technology is dependent on
prerequisites that can be difficult to realize in practical scenarios, such as very
stringent synchronization and customized hardware. Due to the challenges
with CoMAC, digital communications still has to be considered as a basis for
DML. Within digital communications, we consider orthogonal communication
methods that leave the physical layer as it is. Then, the attention is placed on
the data link and network layer, with a particular emphasis on RRM protocols
for DML.

As explained in Section 1, the problem of DML differs in several ways
from that of general data communication. These differences result in new
constraints in terms of computational complexity, training time, training data,
and more. In this setting, general data communication protocols perform
poorly, motivating the design of digital communication protocols tailored to
support DML. In this primer, we will discuss some of these differences in
more detail to better understand why new digital protocols are needed.

335
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4.1.1 Fairness

In traditional RRM, the well-known water-filling method [182] allocates more
transmission power to users experiencing a good channel. This method leads
to very efficient spectrum utilization, but generally leads to some users with
no allocated power. Therefore, despite utilizing spectrum less efficiently, max-
min-fairness protocols are often used to ensure a minimum level of service
for all users in the network [176]. This sacrifice is not reasonable for FL since
the participation of every user is not necessary to train a good model. In fact,
if our goal is to maximize the classification accuracy of the ML model, the
data-importance discussion in the previous section indicates that we should
be deliberately treating users in a discriminatory manner, contradicting the
demands on user fairness. Even if data-importance is not considered, there is
no reason to sacrifice spectrum utilization to ensure user fairness for FL.

4.1.2 Training data

It is well-known that supervised ML performance is intricately connected to
the quality and size of the training dataset. Therefore, we would ideally utilize
every collected data point to train machine learning models. However, over
resource-constrained wireless networks, this is not always possible. Therefore,
we are posed with the problem of optimally selecting which data points to
utilize. In centralized machine learning, this problem is related to which data
points are communicated to the server, and in DML, the problem is related
to which devices should participate (and thereby their datasets). One useful
metric to guide such a selection is data importance (discussed further in Section
4.3), which can be utilized to value one data sample over another.

4.1.3 Computational capability

Since FL is traditionally a synchronous algorithm, it suffers from a problem
known as the straggler effect, i.e., the effect where the slowest device acts
as a bottleneck while remaining users idly wait for the next communication
round [61]. Therefore, the heterogeneity of communication and computational
capabilities becomes an important factor to consider for device scheduling and
RRM. As an example, more bandwidth could be allocated to slow devices,
thereby helping them to compensate for their slow training by communicating
their local models quicker.
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4.1.4 Energy

Most DML algorithms rely on multiple rounds of communication to reach
convergence in the model training process, each of which consumes a signifi-
cant amount of energy. Additionally, each communication round is associated
with a computational task of training the model, which leads to further en-
ergy costs. To maintain an acceptable battery level at the training devices, the
energy-efficiency of this process is of critical importance. There are specific
properties of the FL algorithm that can be utilized to either consume less
energy or transfer power from the base station to the user devices. As an
example, there is a period of naturally occurring radio silence in FL, when the
user devices are doing their local training. During this time it is possible to
perform power transfer from the BS to the devices.

4.2 Digital Communications for Distributed Machine Learning

In this section, we have divided the digital DML literature into two categories:
importance-aware communication and RRM for FL. The first category con-
siders prioritization schemes that select users based on how valuable their
training data is to the ML model. The second category tries to optimize RRM
algorithms for FL. A comprehensive list of papers for digital DML methods
can be found in Table 4.1 and 4.2.

Table 4.1: Summary of the Importance-Aware Communications literature. Papers that consider
both importance-aware communications and radio resource management is covered in Table
4.2. The papers are ordered according to when they are covered in the survey.

Topic Ref. Summary

Centralized
Learning

[99] Retransmission protocol with data-sample
prioritization.

[98] Extension of [99] to consider more ad-
vanced ML models such as convolutional
neural networks.

[100] User selection protocol.

Federated Learning
[55] Importance-aware user selection step.
[91] Comparison of different data importance

metrics for user selection step.
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Table 4.2: Summary of the Radio Resource Management for Machine Learning literature. The
papers are ordered according to when they are covered in the survey.

Topic Ref. Summary

Participation
Maximization

[118] Client selection scheme that aims to maxi-
mize the number of participants in the Fed-
erated Learning training step.

[174] Joint client selection and bandwidth allo-
cation considering the later-is-better phe-
nomenon of FL.

[175] Joint time slot and bandwidth allocation
with multiple co-existing FL services that
share wireless resources.

Energy Efficiency
[186] Joint client selection and bandwidth allo-

cation scheme that aims to minimize the
energy consumed for FL training.

[181] Joint time slot allocation, bandwidth alloca-
tion, and transmit power allocation.

[42] Joint time slot allocation, clock frequency
optimization, and local accuracy optimiza-
tion.

Packet Error Impact
[35] Performs convergence analysis on the im-

pact of packet errors in FL training. Uti-
lizes the resulting upper bound to perform
client selection, resource block allocation,
and power allocation.

[133] Client selection scheme that weighs the ML
model update contribution of individual de-
vices based on their probability of success-
ful transmission.

[83] Analyzes the convergence of SignSGD-
based distributed learning.

Total Time
Minimization

[142] Joint client selection and bandwidth alloca-
tion to minimize the total time spent train-
ing the ML model.

[32] Joint client selection and resource block
allocation.

Empirical
Classification Error

[163] Attempts to estimate the classification error
empirically and uses this estimate to guide
power allocation.

Federated
Distillation

[119] Combines Federated Distillation in the up-
link with Federated Learning in the down-
link. Also employs data sample mixing to
enhance user privacy.
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Topic Ref. Summary
Batch Size
Selection

[129] Treats hyperparameters of the machine
learning algorithm as decision variables
for the RRM problem. Specifically, a joint
batch size selection and time-slot allocation
scheme is developed.

Importance RRM
[128] Combines importance-aware communica-

tion and RRM for FL by considering a
client selection scheme. Specifically, the
gradient divergence is used to guide the se-
lection of participating devices.

[32] Considers update staleness and update drift
to develop a joint client selection and re-
source block allocation scheme.

Energy
Harvesting/Power
Transfer

[185] Joint batch size selection, clock frequency
optimization, and learning-wireless power
transfer tradeoff.

[148] Joint local number of iterations optimiza-
tion and time slot allocation to transmit,
compute and harvest energy.

Noisy Downlink [12] Digital downlink transmission of the global
model is compared to analog transmission.

Federated
Meta-Learning

[183] The combination of meta-learning and FL
is considered in a wireless network, where
users are scheduled based on a convergence
bound.

Empirical
Classification Error

[163] Attempts to estimate the classification error
empirically and uses this estimate to guide
power allocation.

Federated
Distillation

[119] Combines Federated Distillation in the up-
link with Federated Learning in the down-
link. Also employs data sample mixing to
enhance user privacy.

Batch Size
Selection

[129] Treats hyperparameters of the machine
learning algorithm as decision variables
for the RRM problem. Specifically, a joint
batch size selection and time-slot allocation
scheme is developed.

Importance RRM
[128] Combines importance-aware communica-

tion and RRM for FL by considering a
client selection scheme. Specifically, the
gradient divergence is used to guide the se-
lection of participating devices.
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Topic Ref. Summary
[32] Considers update staleness and update drift

to develop a joint client selection and re-
source block allocation scheme.

Energy
Harvesting/Power
Transfer

[185] Joint batch size selection, clock frequency
optimization, and learning-wireless power
transfer tradeoff.

[148] Joint local number of iterations optimiza-
tion and time slot allocation to transmit,
compute and harvest energy.

Noisy Downlink [12] Digital downlink transmission of the global
model is compared to analog transmission.

Federated
Meta-Learning

[183] The combination of meta-learning and FL
is considered in a wireless network, where
users are scheduled based on a convergence
bound.

4.3 Review of Importance-aware Communications

When traditional communication algorithms are designed to maximize data
rate, they are implicitly assigning equal worth to each bit regardless of their
information content. This makes sense in classical packet-switched networks
since the abstraction of information in the OSI model prohibits the controller
from interpreting the payload. However, in DML, data-importance is not uni-
form [140], thus if we consider that each bit has the same worth, resources are
wasted to transmit low-importance data. The non-uniform data-importance
for ML stems from two qualities: uncertainty and diversity [72]. Uncertainty
refers to the confidence level with which the current model can classify a data
sample, and diversity refers to the rarity of the label compared to the remaining
training data set. Consider a system for classifying images of animals as in
Figure 4.1. Low data-importance images would correspond to something that
is easy to classify, such as a simple white background, a common animal, and
a natural pose. As either the diversity (rarity of the animal) or uncertainty (dif-
ficult pose/background) increases, so does the data importance. By prioritizing
samples with high data-importance, ML training is accelerated [167]. Since
non-uniform data-importance is common, communication algorithms con-
cerned with learning performance should incorporate uncertainty and diversity
in their design by prioritizing high-importance data.
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Figure 4.1: Data-importance illustration for image classification. Uncertainty measures how
difficult a data sample is to classify, while diversity measures the rarity of the data sample
label. The importance of training data is a good metric for prioritizing data samples when
communication resources are limited.

This idea of evaluating data samples based on their importance during
the training of the classifier model comes from a branch of ML called Active
Learning [139]. The problem considered in Active Learning is with regard to
the cost of labeling. Using a speech recognition example, the cost would come
from having a human interpreter listening to recorded samples and transcribing
labels to be used for the ML algorithm. In Wireless for ML, each sample is
instead associated with a cost related to transmission, and since we consider
supervised learning, the label is already available at the device. Although the
fundamental goal is different, the metrics developed in Active Learning for
evaluating data samples have been tested for the communication problem and
have been shown to reduce the communication cost [55], [98].

4.3.1 Centralized learning

In this section, we consider centralized learning using data distributed over
multiple devices in a network. In other words, training only occurs at the PS
but wireless communication is still used to collect the data. This scenario is
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relevant when the user devices do not have sufficient computational resources
to perform local training but are still carrying data relevant for learning. In
[98] and [99], the problem of developing an automatic repeat request (ARQ)
protocol for ML is considered. Despite being orthogonal, the communication
is with analog transmission, so there is always some distortion of the received
sample. This distortion can be reduced by taking the mean of multiple trans-
missions of the same signal, thus improving effective receive SNR. Given a
time slot budget, the goal is to maximize the final learning accuracy. Given
that the time slot budget is not sufficient to upload every sample to the server,
additional retransmissions reduce the total number of samples uploaded for
training. This problem gives rise to a communication-learning tradeoff like
earlier but based on retransmissions instead of participation.

On top of finding a balance between data quantity and quality, the protocols
are designed to prioritize samples with higher importance. Three solutions
are suggested in [99], as an example, we discuss "Importance ARQ for binary
SVM classification" in detail. The protocol considers the acquisition of a data
sample x from a user device. Using a first transmission, the PS estimates the
data-importance and then the PS repeatedly requests the device to retransmit
x until the effective receive SNR satisfies

SNR(T ) > min(θ0Ud(x̂(T )), θSNR) , (4.1)

where T is the number of retransmissions, θ0 is a scaling factor, Ud(x̂(T ))
is the uncertainty measure, and θSNR is the maximum SNR. The maximum
SNR is there to prevent one sample from consuming too many transmissions,
and Ud(x̂(T )) is defined as the distance to the SVM boundary, which is an
uncertainty measure. The protocol based on Eq. (4.1) will allocate sufficiently
many retransmissions for each device to reach their guaranteed minimum SNR.
Devices carrying low-importance data are guaranteed lower minimum SNRs
and are therefore given fewer retransmissions even if the channel is poor.

Apart from binary SVM classification, [99] contains extensions to multi-
class SVM, generic classifiers, and convolutional neural networks (CNNs).
According to experimental studies, the protocol outperforms purely channel-
aware retransmission protocols in terms of classification accuracy by around
2-3% when training on the MNIST dataset.
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In [100], importance-aware user selection is addressed. The devices are
scheduled in a time-division manner and take turns to upload a data sample in
each time slot. Once again, the radio resources are limited and the problem is
to schedule devices in a manner that maximizes the final test accuracy. User
selection is based on two factors, the channel quality of each user and the
importance of their data. Devices experiencing lower fading are prioritized
so that higher data rates are achieved, but only if their data is sufficiently
important.

Unlike the retransmission case, it is not obvious how data-importance
should be communicated to the PS. The problem lies in that both the model
and the data samples are required to measure importance, and they are not
present in the same entity. To solve this problem, [100] suggests using popular
model compression methods [37], [202] to transmit a lighter version of the
ML model to the user devices. This would reduce the size d of the local model
w ∈ Rd. This way, the user device can evaluate their importance locally, and
then inform the PS.

4.3.2 Federated learning

Since FL communicates local models or gradients instead of data samples,
there is a need for data importance metrics that can be applied to gradients.
In [55], the loss function is proposed as an importance metric. This metric
is an uncertainty metric, as it directly describes how difficult a sample is to
classify. Additionally, it is cheap to compute by performing inference on the
already locally available ML model.

Using the loss function as a metric, the model importance is defined as

Ik =
1
√

Nk

Nk∑
i=1

l(h(xi
k; wk), yi

k) , (4.2)

where Ik is the importance of device k’s gradient to the global model, xk is
the vector of data samples, yk are the labels for those samples, and Nk is the
number of samples. The importance is evaluated locally at each user and is
transmitted in the uplink together with the local model, illustrated in Figure 4.2.
The PS takes advantage of Ik to determine which users to schedule for the
upcoming communication round.
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Figure 4.2: User device block diagram for an importance-aware FL system. The importance
measurement is calculated by an evaluator block whose output is transmitted together with the
local model to the PS.

Unlike the user selection case for CML, the ML model is now naturally
present at the user device and the data-importance can be evaluated without the
need for transmitting a compressed model to the user devices. As illustrated
in Figure 4.2, the user device evaluates the importance locally and appends
the data importance to the uplink packet containing the local model. At the
start of each communication round, the PS selects a fixed number of users
for participation. In vanilla FL the choice would be randomized, but this
scheme proposes to select the users with the highest Ik. Using active FL, the
proposal in [55] achieves the same performance as vanilla FL using 20-70%
fewer epochs. Since the data size of the importance evaluation is small in
comparison to the local model, this method also has a negligible overhead.
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Rather than using just the loss as the data-importance metric, [91] opts to
use a combination of the information entropy and the loss value. Specifically,
the elements of the gradient vectors are assumed to follow a random distribu-
tion, and the entropy of the gradient elements is used as the data-importance
metric. This way of quantifying gradient information originally comes from
researchers aiming to perform completely different tasks such as fast tree ap-
proximation, community discovery [41], and autoencoding [48], similarly to
how data-importance measures from Active Learning had completely different
original purposes. In a simulation study, the authors of [91] compares user
scheduling based on the gradient norm and gradient divergence to that of
gradient entropy. The simulations indicate that the gradient entropy is superior
to the norm and divergence when the dataset is non-IID.

4.4 Review of Radio Resource Management for Federated Learning

Because of the differences in objective between Wireless for ML and tradi-
tional data communications, direct application of the FL protocol without
consideration of practical constraints in wireless communication systems,
makes the overall training process inefficient [35], [118], [126]. Instead, RRM
protocols should be customized for FL to enable efficient training of ML
models using distributed data. Within RRM, we include the allocation of trans-
mission power, bandwidth, time slots, and user scheduling. The objective of
RRM for ML is a learning goal, such as the classification accuracy of a model,
rather than a general data communication goal, such as data-rate maximiza-
tion. This difference shapes Wireless for ML RRM in ways that might seem
contradictory compared to traditional RRM.

In FL, multiple communication rounds have to be performed until the
desired accuracy is reached. As is generally true for iterative algorithms, there
is a tradeoff in FL between the computational complexity of each commu-
nication round versus the total number of rounds. Specifically, the time per
communication round (Tround) and the loss decay per round (∆l) must be care-
fully balanced, as illustrated in Figure 4.3. Both Tround and ∆l are impacted by
the RRM decisions. Additionally, this need for balance leads to new decisions
to be made by the PS such as:
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Figure 4.3: Qualitative plot illustrating FL convergence. There is a tradeoff between com-
munication and computation, where slower iterations mean more computation and less com-
munication. For optimal convergence, the RRM protocol should be able to adapt to available
computational resources and channel qualities.

1. Deciding how many users will participate in each round;

2. Performing aggregation frequency control, which means to decide how
many local training iterations each device performs before communicat-
ing its update;

3. Selecting the batch size of each user device’s training algorithm.

In the following, we discuss important topics within RRM for FL that the
literature has addressed.

4.4.1 Participation maximization

The first paper written about RRM for FL is on the topic of client selec-
tion [118]. In the original FL protocol, FedAvg, each communication round
begins by the PS selecting a random fraction of clients and sending them the
global classifier model [110]. The authors of [118] demonstrated the ineffi-
ciency of this selection over wireless networks, due to the heterogeneity of
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channel conditions in the network. If clients with poor channels are selected,
the uplink transmission is slow and the straggler problem will significantly
slow down the training process. Alongside channel heterogeneity, computa-
tional resource heterogeneity will lead to the same problem.

To find a better client scheduling policy, an optimization problem is formed.
Ideally, the objective function would be the classification accuracy on the test
data, but there is currently no closed-form expression for this; see Eq. (2.8).
Instead, the number of participants is maximized, which can serve as a rough
proxy for the convergence rate [110]. The problem is constrained to exclude
slow users, by introducing a deadline for the entire FL algorithm Tround ∈ R+.
The PS is then subjected to a tradeoff in client selection between the number
of participants in each round, and the time required to complete each round. A
good Tround value is found experimentally, and then the following problem is
solved:

max
S

|S|

s.t. Tround ≥ Tcs + T d
S
+ Tc + T u

S
+ Tagg ,

(4.3)

where S is the set of clients selected for the round, Tcs is the time to select
clients, T d

S
is the downlink transmission time, Tc is the computational time

to train the local model, T u
S

is the uplink transmission time, and Tagg is the
time required to aggregate the local models at the PS. Using the proposed
scheme, an extensive experimental study is conducted based on Long Term
Evolution (LTE) networks in a mobile edge computing context. The studies
indicate that the proposed solution consistently converges faster than out-of-
the-box FL regardless of the choice of dataset (Fashion-MNIST or CIFAR-10),
and the distribution of the data (IID or Non-IID).

In [174], the authors highlight a phenomenon in FL, termed later-is-better,
in which the learning rounds are temporally interdependent and have varying
significance towards the desired learning outcome. The authors show that,
when using FL over a wireless network, it is important to take into account
this phenomenon when designing resource management methods to support
the FL task. To make use of these findings, the authors formulate a stochastic
client selection and bandwidth allocation problem for a finite number of
communication rounds while considering finite energy constraints on the
clients. The problem aims to maximize the weighted sum of selected clients for
a fixed number of communication rounds, whose weights depend on a temporal
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parameter to capture the significance of selecting more clients in different
communication rounds. The authors show that an increasing sequence of these
temporal parameters often results in better FL performance due to a higher
number of clients being selected in later rounds of the learning convergence.
The constraints include a long-term energy budget on individual clients and
feasibility constraints on the bandwidth allocation. Due to the time-varying
and unpredictable wireless channel conditions, the authors use Lyapunov
optimization to solve the optimization problem and propose an algorithm,
named OCEAN, for online client selection and bandwidth allocation. In the
results, the authors show that the OCEAN algorithm is adaptive to changing
network environments and outperforms greatly other benchmarks that ignore
the later-is-better effect of FL.

Differently from [118], [174], the authors in [175] consider a scenario with
multiple FL services co-existing and sharing resources in a wireless network
and propose bandwidth allocation to ensure sufficient client participation for
each FL service. Specifically, they propose a two-level resource management
framework comprising of intra- and inter-service resource allocation. The
intra-service resource management problem aims to minimize the FL commu-
nication round time by optimizing the bandwidth allocation among the clients
within each FL service. Subsequently, the inter-service resource management
problem aims to distribute bandwidth resources among multiple simultane-
ous FL services. For both problems, the authors analyze both cooperative
and non-cooperative FL service providers. For cooperative providers, they
propose a distributed bandwidth allocation solution to optimize the overall
performance of multiple FL services while considering the fairness among
FL services and the privacy of clients and providers. For non-cooperative
providers, they propose a new auction scheme with the FL providers as the
bidders and the wireless server as the auctioneer, which is able to balance
learning accuracy and fairness among the FL services. The bid is based on
the bandwidth requested by the FL provider and the price it is willing to pay
to get the requested bandwidth. The results show that the proposed solutions
outperform other benchmarks, such as equal bandwidth allocation among
clients or services, and bandwidth allocation proportional to the number of
clients for each service, for various wireless network conditions.
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4.4.2 Energy efficiency

Since FL over wireless networks are mostly concerned with either mobile
or sensor devices, low energy consumption is critical. In [186], this topic
is investigated in a joint bandwidth allocation and client selection scheme.
Specifically, the energy consumption of transmitting the local model in the
uplink is considered as

Eup
k = bkBpktk , (4.4)

where bk is the bandwidth allocation ratio, B is the total bandwidth, pk is the
power allocation in Watt/Hz, and tk is the model uploading time. The joint
bandwidth allocation and user selection scheme is then found by solving

min
bk ,tk ,Ik

K−1∑
k=0

Eup
k − λ

K−1∑
k=0

Ik

s.t. βk ∈ {0, 1},
K−1∑
k=0

bk = 1,

0 ≤ tk ≤ Tk

(4.5)

where Ik is an indicator function that is 1 if device k is selected, and Tk is a
maximum time budget for each device. Similarly to the client selection scheme
of the previous section, the number of participating devices has been used as
a proxy for the convergence rate of the FL model. A numerical study on the
MNIST dataset suggests that the proposed scheme outperforms a baseline of
selecting every possible client in energy consumption by up to 25% with a
1-2% loss in classification accuracy.

In [181], the energy consumption for computation is considered in addition
to transmission. The energy for computing the local model updates at device k
is

Ec
k = κAk log2

(
1
a

)
f 2
c , (4.6)

where κ is the effective switch capacitance which depends on the chip architec-
ture, Ak is an approximation of the energy consumption per training iteration, a
is the local classification accuracy, and fc is the computation capacity of device
k measured in CPU cycles per second. To minimize this energy, the proposed
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scheme allows the PS to control the local classification accuracy by selecting
the number of local iterations per communication round and the computation
capacity of user devices (presumably by giving the training task higher priority
on their CPUs). It is worth noting that this paper does not consider FedAvg
but uses the distributed approximate Newton-type method (DANE) [141] for
training, in which the user devices implicitly uses the local Hessian to com-
pute their updates. In [181], upper bounds on DANE convergence is used to
determine the number of local iterations per communication round, thereby
leading to different constraints of the radio resource management problem
than for FedAvg. Simulation results suggest that the proposed scheme signif-
icantly outperforms baseline schemes of equal bandwidth allocation, fixed
CPU frequency allocation, and fixed target accuracy allocation.

In [42], the authors propose a novel FL method, named FEDL, to handle
heterogeneous user data and physical resources, and employ the proposed FL
model to a resource management problem focused on the energy consumption
and the communication round time. For the proposed FEDL model, the local
model updates at the users minimize a surrogate function of the local objective
function using the previous averaged global model and global gradient estimate.
The authors provide the convergence analysis and establish the convergence
rate of FEDL, which depends on the number of epochs and global iterations.
For the resource management problem, the objective is to minimize the energy
consumption and the communication round time while considering as variables
the computation capacity of the users, the uplink communication time, the
desired accuracy for the FEDL method, the controllable parameter for the
local surrogate function, the communication time in one global round, and
the time to compute one epoch. The proposed problem is non-convex and the
authors provide a solution by decomposing the original problem into three
subproblems. The numerical results indicate that FEDL outperforms FedAvg
in various learning and wireless communication settings.

4.4.3 Packet errors

The studies discussed so far considered perfect CSI and error-free transmission.
In [35] instead, the authors consider an outage model where packet-errors
can occur, with error probability dependent on the allocated bandwidth and
transmission power. The FL averaging step is updated using the outage model



4.4. Review of Radio Resource Management 351

to consider potential packet losses. With this new averaging step, an upper
bound on the learning convergence is derived, that reveals the impact of
packet errors on the training loss. Using this upper bound, the authors design a
joint user selection and bandwidth/power allocation scheme, which converges
despite the errors, but after convergence, the following optimality gap remains:

E
[
l(wt)

]
− E

[
l(w⋆)

]
= C

K∑
i=1

Nk(1 − Ik + Ikqk(bk, pk)) , (4.7)

where l(w⋆) is the loss of the optimal model, C is a constant depending on the
number of training samples and the Lipschitz parameter of the loss function,
Nk is the number of training samples at device k, Ik is an indicator that is 1 if
device k is scheduled, and qk(bk, pk) is the probability of packet error given
the bandwidth and power allocation. This result shows that proper bandwidth
and power allocation reduces the optimality gap, leading to better results after
convergence.

Similar to [35], the authors in [133] consider a transmission success
probability, complementary to the probability of error, which impacts the client
scheduling policy and convergence analysis. The FL averaging step uses the
success probability together with the scheduling policy and sends in the uplink
the difference between the local model after E epochs, wt

k(E), and the global
model of the current communication round, wt. The transmission success
probability for each device is derived using stochastic geometry tools in a
cellular wireless network considering a fixed number of transmission attempts
in the uplink. The authors study two scheduling policies to allocate M resource
blocks, the first using uniform sampling of devices without replacement, and
the second using a sampling of devices with predefined probability {q̂k} with
replacement. Subsequently, they also propose a suboptimal scheduling policy
to improve the convergence rate. The authors derive the convergence analysis
via an upper bound on the learning convergence and show that unsuccessful
transmissions do not affect the convergence rate significantly after proper
adjustment of the averaging step. They also show the impact of the number
of local epochs, communication rounds, and transmission attempts on the
convergence rate. Among the interesting results of [133], the authors prove
and show numerical results that other schemes, which do not include the
transmission success probability in the global model update step, may converge
to the solution of a different FL problem, specifically biased towards the model
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of devices with high success probabilities. To avoid such a bias, [133] proposes
to weight the model update contribution of devices based on their probability
of packet loss.

To improve the communication efficiency of [35], [83] adopts the idea of
SignSGD over a lossy wireless network. This is similar to the DML algorithm
that was considered in 3.3.7, but rather than to enable digital AirComp it is
used to increase communication efficiency. Since only one bit per element
of the gradient vector needs to be transmitted, SignSGD is over an order
of magnitude more communication efficient than standard 32-bit elements.
This efficiency comes at a cost of representing the gradient more coarsely,
which intuitively should slow down convergence. However, such intuition
is not always right. In fact, SignSGD has been proven to converge with a
theoretical rate similar to or in some circumstances even better than standard
SGD [16]. With this SignSGD scheme, the authors of [83] attempt to minimize
the outage probabilities and maximize the number of communication rounds,
while maintaining an energy consumption constraint. Simulation results show
that the proposed scheme can achieve both higher classification accuracy
(1-3%) and lower energy consumption (10-50%) than vanilla FedAVG.

4.4.4 Total time minimization

In the previous papers, the proposed RRM schemes were greedy algorithms
in the sense that they only optimized for the current communication round.
Instead, [142] proposes to minimize the total time of the entire FL process,
from the first communication round until convergence.

The proposed solution is a joint bandwidth allocation and client schedul-
ing protocol which is formed by minimizing the product of the total number
of communication rounds and Tround. The problem is solved by decompos-
ing the problem into one client scheduling sub-problem and one bandwidth
allocation sub-problem. The reason for the decomposition is that the client
scheduling problem is a combinatorial optimization problem, which is infeasi-
ble to solve exactly. Experimental results on the MNIST dataset compare the
scheme to [118] and show that the classification accuracy can be significantly
improved.

Differently, the authors in [32] aim to minimize the total convergence time
which depends on the FL parameter transmission delay per iteration and the
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number of iterations that FL requires to converge. In this problem, the authors
consider a user selection matrix and a resource block allocation matrix as
variables, which directly impacts whether or not the users participate in the
training. The authors propose a probabilistic user selection, to schedule users
that have a high impact in the global FL model, and an uplink resource block
allocation, given the user selection. To further reduce the total convergence
time, the authors use a neural network to estimate the local FL models of
users that did not receive a resource block and use these estimated models to
improve the convergence speed. The numerical results indicate a reduction
in the FL convergence time of 56% and improvement in the accuracy of 20%
when compared to an FL algorithm that randomly determines the subset of
selected users and resource blocks allocated to each user for FL parameter
transmission.

4.4.5 Empirical classification error

Although the ultimate goal of these RRM algorithms is to reach the highest
possible classification accuracy under communication constraints, none of
the protocols maximize the accuracy directly. There still exists a gap in ML
theory, which is a closed-form expression for the relationship between the
number of training samples and the classification accuracy. In this survey, we
have seen multiple examples of getting around this gap by using other metrics
as proxies for classification accuracy. In [163] instead, the use of an empirical
function is proposed to model how the accuracy depends on the sample size.
The empirical function of the classification error Θ(N) with respect to the
number of training samples N is designed to satisfy three properties:

• The classification error is a percentage that must lie within 0 ≤ Θ(N) ≤
1;

• More data provides more information, and thus Θ(N) should be a mono-
tonically decreasing function of N;

• As N increases, the magnitude of the derivative ∂Θ(N)/(∂N) should
gradually decrease and eventually go to zero, since infinitely increasing
the sample size should not improve the classification error.

Based on these properties, the function Θ(N) = a · N−b is chosen, where a and
b are tuning parameters. The function is then trained with a limited number
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of training samples, the classification accuracy is tested, and this data point
is used to fit the tuning parameters. By repeating this process, samples on
classification accuracy are gathered, and the parameters are found via nonlinear
least-squares fitting. After fitting, the function is used as the objective for an
optimization problem to find an RRM scheme. In a numerical study, the
resulting RRM scheme is compared to the standard max-min fairness and sum-
rate maximization protocols. When training a classifier for the MNIST dataset,
the proposed scheme outperformed both baselines by a classification accuracy
of about 1-2%. If the same classification accuracy is targeted, the proposed
scheme saves at least 30% transmission time compared to both baselines.

4.4.6 Federated Distillation

In Section 3.3.3, we discussed a DML scheme known as FD. There, the model
outputs are combined in the uplink direction via AirComp to reach excep-
tional communication efficiency. In this section, we are instead considering
a novel Federated Distillation approach that uses digital communication. In
[119], the authors consider uplink-downlink asymmetric channels, where the
uplink channel capacity is more limited than the downlink. Since the uplink
channels are limited, the cheap communication of model outputs in FD makes
sense. However, in the more powerful downlink channel, it would be better
to communicate more information than what is contained in model updates,
considering that pure FD sacrifices accuracy to pay for the communication
efficiency.

Therefore, [119] proposes a scheme that communicates model outputs
in the uplink (as in FD) and model parameters in the downlink (as in FL).
To achieve this, a method known as FL after distillation [121] is utilized.
Specifically, this means that the server converts uploaded model outputs to
ML model parameters, using a process known as knowledge distillation [69].
In addition to model outputs, this process requires additional training samples
from the user devices, which violates user privacy. Therefore, [119] utilizes
a mixup scheme to obscure the original samples, in which the idea is to
create locally superpositioned samples using the mixup algorithm [188] which
provides realistic synthetic samples for the knowledge distillation process
without sacrificing too much privacy. In a numerical study, the proposed
mixup scheme achieves 42.4x smaller payload size than FL, which leads to
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significantly more communication rounds for a fixed period of time. As a
result, their proposal achieves up to 16.7% higher classification accuracy than
FL.

4.4.7 Batch size selection

In [129], the authors include the selection of batch size among the decision
variables for the RRM. The motivation is based on the aforementioned strag-
gler effect (see Section 4.1), which causes the slowest device to act as a
bottleneck. By giving the RRM control over the batch size, this situation can
be improved in two ways. The fastest devices of the network can be asked to
train with a larger batch size (Nt in Eq. (2.4)), thus increasing the accuracy of
their gradients without decelerating the FL process. Similarly, the batch size
of the slowest devices can be decreased, sacrificing some of their performance
to accelerate the FL process. The scheme improved the classification accuracy
by approximately 2% compared to both random selection of batch sizes and
uniform selection of batch sizes.

4.4.8 Importance-aware radio resource management

The proposal in [128] is a user selection scheme taking both channel fading
and data importance into account. Similar to how [118] uses the number of
scheduled users as a proxy for convergence rate, [128] uses data importance.
The optimal user selection is found by the following optimization problem:

min
p1,p2,...,pK

K∑
k=1

pk (ρ(−Ik) + (1 − ρ)Tk)

s.t.
K∑

k=1

pk = 1 ,

(4.8)

where pk is the probability that k is scheduled, Ik is the importance of the
gradient at device k, and Tk is the time for device k to upload its gradient. In
this case, the authors use the gradient divergence as the importance measure-
ment, i.e., Ik = ||∇Fk(wt) − ∇ f (wt)||2. Note that the importance is negative
since we want to maximize importance but minimize latency. The solution to
this problem strikes a balance between data importance and channel quality,
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where the weight between the two is controlled by ρ ∈ [0, 1]. When train-
ing an MNIST classifier, the channel and importance aware user scheduler
outperformed a channel-based scheduler both in convergence rate and final
classification accuracy. The simulation results suggest a decrease of less than
half the convergence time and an improvement of up to 2% higher in the final
accuracy.

Differently from [118], [128], the authors in [171] introduce schedul-
ing policies that use novel update importance and latency policies for client
scheduling to reduce the required number of communication rounds and the
total time in a communication round. The update importance policy is based
on two sub-metrics: update staleness and update drift. The update staleness
measures the staleness associated with the local updates of each client and aims
to keep the local updates as fresh as possible. The age of update rule on client
k for communication round t + 1 is defined as ak(t + 1) = (ak(t) + 1)(1 − sk(t)),
where ak(t) is the age of the local update in round t, and sk(t) is a binary
indicator that equals 1 if client k receives the global model in round t, i.e., if
the wireless channel is above a predefined threshold for the signal detection,
and 0 otherwise. The update drift is based on the distance, either the Manhattan
or the Euclidean distance, between the local model and the global model.

For the latency-based policy, it considers a long-term fairness constraint
to allow fair participation among clients that may have important data while
having a bad channel condition. The results show that the proposed scheduling
policies achieve a higher accuracy than FedAvg with random scheduling and
that different policies are recommended for different goals. To reduce the
number of communication rounds, a scheduling using update importance
metrics is recommended; whereas to shorten the total time in a communication
round, a schedule using latency metrics is recommended.

In [7], the authors analyze the significance of the local models and the
quality of the channels over the wireless multiple access channel from the users
to the PS as user scheduling metrics. The main idea is to share the limited
wireless resources with the users that have significant contributions to the
model, rather than all the users. As a result, users with more significant updates
can have more resources and can transmit their updates more accurately. On
the other hand, users with very bad channels may not be able to communicate
their updates accurately unless they are allocated a relatively significant portion
of the resources; it is irrelevant whether the updates are significant or not. It is
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shown numerically in [7] that considering both these metrics in user scheduling
results in a better performance than considering each metric individually. The
authors extend this result by deriving a convergence rate in [8] that corroborates
the experimental results.

4.4.9 Energy harvesting and power transfer

One promising solution to overcome the energy limitations in IoT is energy
harvesting, which allows devices to harvest radio frequency energy when com-
municating with a PS [38]. In FL over wireless IoT, the dowlink transmission
of the aggregated model parameters from the PS to the IoT devices could be
used to provide energy to the devices. Hence, the use of energy harvesting
for IoT devices with FL would be a perfect combination. However, how to
allow the devices to harvest sufficient energy to train a FL model while not
substantially increasing the communication round time is largely an open
question. The use of energy harvesting for FL is highly novel and to the best of
our knowledge, there are only three works in the literature [62], [148], [185].

In [185], the authors consider an FL application in which a wireless
network uses power-beacons to transfer radio frequency energy. The key com-
ponents of the work are the distributed gradient estimation, local-computation
optimization, and optimal learning-wireless power transfer tradeoff. The dis-
tributed gradient estimation is related to the convergence of the FL method
based on the mini-batch size of devices, number of active devices, and
computation-outage probability. The computation-outage is an event in which
a device does not harvest more energy than is necessary to transmit, thus
not being able to transmit. The local-computation optimization aims to min-
imize the local gradient deviation present in the expected convergence rate
expression, whose solution is accomplished through the optimization of the
mini-batch size and processor clock frequency. Then, the authors derive an
optimal learning-wireless power transfer tradeoff, which shows that a higher
density of power beacons improves the learning convergence and the local
gradient deviation. Moreover, it provides scaling laws of the convergence
rate with respect to the transferred energy and the devices’ computational
capacities.

The authors in [148] analyze a multi-antenna PS using the simultaneous
wireless information and power transfer technology for IoT devices. The sce-
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nario considers FL simultaneously training a learning model while communi-
cating with a PS (see Figure 4.4). The authors consider the use of FedProx [93],
a recent generalization of FL that allows to optimize the number of local itera-
tions at each device, while guaranteeing convergence to (non-)convex learning
tasks. The work aims to minimize the number of communication rounds and
communication round time while optimizing the number of local iterations, the
time to transmit/receive, and to harvest a percentage of the total energy spent
at each round and device. From the energy harvesting literature [157], max-
imum ratio transmission (MRT) beamforming is better at harvesting energy
than zero-forcing (ZF) beamforming while ZF is better at providing higher
rates than MRT due to the interference cancellation. Hence, it is non-trivial to
choose the beamforming method due to a possible increase in the communica-
tion round time if the devices do not have sufficient energy to harvest or do
not have sufficient rates to transmit the model parameters. For this reason, the
authors consider MRT and ZF, and analyze which method is more suitable
for energy harvesting within FL. The results indicate that the test accuracy
using either MRT or ZF with the optimization of the local number of iterations
outperforms a solution without such optimization. Moreover, it shows that
MRT vastly outperforms ZF in terms of minimum communication round time
for all percentages of the energy harvesting required.

4.4.10 Noisy downlink

Although the PS typically has access to more resources than the edge users, it
is essential to consider imperfect transmission over wireless networks, where
the PS shares the global model with the users for local training. In this case,
users may not receive the global model available at the PS accurately, and the
analysis of the convergence behavior of FL should account for a noisy version
of the global model at the users. Digital transmission of the model over a
bandwidth-limited noisy downlink leads to a relatively coarse estimation of
the global model at the devices since the model vector has a high empirical
variance, and quantizing the model itself does not provide an accurate estimate.
Therefore, it is suggested in [26] to project the model vector linearly using a
random matrix before quantizing it. This random linear projection spreads the
information in the model vector more evenly across its dimensions, and leads
to a smaller empirical variance. Then, the PS quantizes the projected model and
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Figure 4.4: An example of a network employing FL and simultaneous wireless information
and power transfer with K devices. The devices send the local model wt−1

k in the uplink in one
time slot, while the edge server sends the global model wt and energy in the downlink on the
subsequent time slot.

broadcasts the quantized vector over the downlink, where the users recover the
actual model from the quantized vector having knowledge about the random
matrix employed at the PS. In a follow-up work, [155] suggests to compress
the model itself while accumulating and compensating the quantization error.
This may lead to a coarse estimate of the model in the users if the downlink
capacity is not large enough, in which case the model is compressed with a
relatively low quatization level.

It is shown in [104] that the global model update, with respect to the last
global model estimate available at the devices, has significantly less empirical
variance than the global model. As a result, quantizing the global model
update provides a more accurate estimate rather than quantizing the global
model itself for the same quantization level. The authors in [104] introduce
quantizing the global model updates at the PS with respect to the last model
available at the users. This approach provides a significant improvement over
the ones introduced in [26], [155], which is due to the availability of a more
accurate estimate of the global model at the users. This approach is extended
in [105] by considering broadcasting different global model descriptions to
different users based on the broadcasting capacity region such that the users
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with better capacities receive a more accurate estimate of the global model.
This introduces a new user scheduling metric, which is based on the downlink
capacity, through which at each iteration only the devices with relatively good
channels, i.e., better global model estimates, can be selected to participate in
the training.

It is worth highlighting that, as studied in [12], analog transmission of
the model from the PS allows different devices to receive different noisy
copies of the model, where less noisy devices receive a better version of
the model. As such, devices with more accurate estimates of the model can
compensate the lack of accurate estimates of the model at noisier devices
when averaging the local models transmitted over uplink. This may lead to
performance improvement compared to digital transmission of the global
model from the PS [5], [12].

4.4.11 Federated meta-learning

Within certain narrow fields of ML, state-of-the-art systems are in parity with
or even beyond human capabilities, such as playing the games of Chess and
Go [20]. However, to reach such capabilities, state-of-the-art ML systems
require significantly more exposure to data than a human. For instance, the
training process of AlphaGo included approximately 600 billion moves of Go
to train the value network [90]. If a human plays for 8 hours every day of their
life, spending an average of 10 seconds per move, it would take the human
more than 500,000 years to play 600 billion moves.

To address this efficiency gap, the field of meta learning was born [51].
In meta learning, the goal is to train a parametrized algorithm that, in turn, is
used to train ML models, i.e., the parametrized algorithm is learning to learn
(meta learning). Practically, the fundamental difference between meta learning
and standard ML can be expressed as the division of testing and training
cases. In standard ML, the dataset is divided into training data and testing data,
where the training data is used to train the model and the testing data is used to
evaluate its performance. In meta learning, there is instead a collection of tasks,
which are divided into training tasks and testing tasks, where the tasks are
generally non-overlapping, e.g., one task might be to classify different animals
and another to classify plants. The idea is that the training tasks are used to
train the parametrized learning algorithm, which learns to detect common
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structures among the non-overlapping tasks. The testing tasks are then used to
evaluate how well the learning algorithm trains ML models on the previously
unseen tasks using just a few data samples.

In the space of DML, Federated Meta Learning (FML) is a recently
proposed framework for achieving fast learning with distributed data [31].
The FML framework leverages the data of multiple devices to train the
parametrized learning algorithm. This algorithm can then be used by the
participating devices to train an ML model but more importantly, new devices
can be given the parametrized learning algorithm upon joining the network
so that they can quickly train an ML model using just a few data points. The
underlying assumption here is that the devices carry data for a similar class
of tasks, e.g., image classification, but with non-overlapping tasks within that
class. In [183], the FML framework is brought into the wireless setting. First,
the authors claim that the uniform selection of devices in each round (which is
part of vanilla FML) leads to slow convergence rates. Then, they propose a
non-uniform device selection scheme that maximizes a lower bound on the
convergence speed of FML. In the same paper, the model is also extended
to a joint user device selection and RRM problem. The paper contains both
theoretical insights in terms of convergence bounds and numerical results that
reveal strictly lower losses for the proposed system compared to a greedy and
random RRM baseline.



5
Open Problems

The current literature on Wireless for ML has demonstrated that many critical
metrics can be substantially improved by tailoring wireless network protocols
to support ML, including latency, classification accuracy, energy consumption,
and spectrum efficiency. However, the literature is still young and there are
fundamental problems that remain unsolved. In this section, we give brief
insights into these open problems to inspire future research.

5.1 Over-the-air Computation

CoMAC for ML is an exciting area of research since it offers a radically new
way to think about wireless protocol design. However, the divergence from
digital communications poses challenges of incompatibility with standard
hardware and lack of prior experience. There is a need for careful investiga-
tion of assumptions in the theory and extensive testing in practice. If these
challenges are overcome, substantial rewards await in the form of massively
improved spectral efficiency, approximately proportional to the number of
participating devices.

362
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5.1.1 Digital over-the-air computation

As explained in Section 3.3.7, a recent study proposed a digital CoMAC
protocol, based on one-bit quantization of gradient elements and BPSK modu-
lation [196]. The proposal carries great importance for the practical implemen-
tation of CoMAC since it is compatible with the digital wireless transceivers
we are using today. However, there are two potential issues with the scheme
that should be investigated further.

First, BPSK demands more precise synchronization than comparable ana-
log schemes. For example, [56] showed that analog CoMAC can be achieved
with just coarse block-synchronization by encoding its real-valued message in
the transmit power of a series of random signal pulses. In contrast, the BPSK-
based scheme is dependent upon constructive and destructive interference of
phase modulated signals to represent the transmission of "+1" and "-1". Such
a scheme requires very precise alignment of the analog waveforms, which
may be unreasonably difficult or expensive to achieve in practice [56].

Second, the restriction of using one-bit quantization of the gradient el-
ements could pose problems. The numerical study in [196] found that the
classification accuracy of one-bit quantization was comparable to analog com-
munication, but this could easily change depending on the properties of the
wireless network. As learning bounds on over-the-air FL demonstrate, noisy
estimation of the local models slows down convergence and harms the final
accuracy of the model [138], and the combination of quantization noise and
channel noise can yield undesirable results.

5.1.2 Channel state information

As we have seen in Section 3.1 and [1], [43], [57], the CSI acquisition effort is
greater for over-the-air computation than for digital communications. Multiple
solutions have been devised to solve this issue, such as blind estimation
using either MIMO or IRSs. However, there are still open questions related
to channel estimation (CE) that remain unaddressed. In particular, the current
literature assumes the availability of perfect CSI, which allows for perfect
inversion of the channel. In reality, noisy CSI will lead to distorted sums.
Instead of the channel inversion in Eq. (3.2), the received vector will be

K∑
k=1

hkzk + v =
K∑

k=1

wkhk

ĥk
+ v, (5.1)
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where the estimated channels ĥk do not cancel out hk. To understand the
effect of imperfect CSI on learning performance, this needs to be studied.
Additionally, the performance comparisons of CoMAC and digital commu-
nications have not considered the cost of CSI acquisition, which could be a
non-negligible difference due to the increased channel estimation effort.

5.1.3 Security

A fundamental consequence of CoMAC, is that it is impossible to see who is
transmitting model updates in the uplink. This can be seen as a blessing or
a curse. The upside is that user privacy is guaranteed, stopping the potential
for model inversion at the PS [52]. The downside is that it opens up for
potential adversaries to corrupt the training process. Because of the inherent
anonymity of CoMAC, it is easy for an adversary to send malicious model
updates and harm training. This process is known as model poisoning and has
received some attention from the FL community [13], [18], [53]. However, the
defense strategies proposed in the literature depend on detecting anomalies in
individual model updates, which is impossible for CoMAC. Hence, there is a
need to find new strategies against model poisoning that work without seeing
individual model updates. One possible countermeasure is the consideration of
coded computing, but so far there is only one paper that would be applicable to
CoMAC [147]. Another idea is briefly mentioned in [199] where all legitimate
devices are assigned a common secret spreading code. Consequently, the PS
can exclude devices that are not using the secret code. However, despite these
initial steps, the security problem of over-the-air FL is far from solved.

5.1.4 Self-aware power control

The power control schemes developed for CoMAC are all reliant upon an
assumption of random messages being transmitted by the devices [28], [29],
[103], [184]. Such an assumption is made to reflect that the transmitting de-
vices are unaware of the messages to be sent by other devices in the network.
However, for mathematical simplicity, these schemes are not only assuming
that other devices’ messages are unknown but also the message of the trans-
mitting device itself. In practice, each device of course knows the message it is
about to transmit, therefore there is room to improve the power control by tak-
ing this information into account. Since these schemes use analog modulation,
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the strength of the transmitted signal depends on the value being sent, and
therefore the knowledge of this value should change the optimal transmission
power.

5.2 Digital Communications

Today’s digital communication systems are optimized for communication
metrics such as data rate, packet error rate, latency, or fairness. These metrics
are in some way beneficial for the goals of ML but are not completely aligned.
Instead, digital Wireless for ML systems should optimize metrics such as clas-
sification accuracy, data importance, or training time. In the current Wireless
for ML literature, we have seen that customized retransmission and RRM pro-
tocols generate significantly better ML models than generic communication
protocols. However, since machine learning performance is difficult to predict
ahead of training, it is not clear what the correct objective of these protocols
should be, leaving us with proxies for classification accuracy, such as data
importance, user participation, or bounds on the learning loss. A deeper theory
of these objectives and the interplay between communication and learning is
needed.

5.2.1 Data-importance metrics

In most Wireless for ML scenarios, the acquisition of data from user devices
is the bottleneck of training. Therefore, the selection of which data points to
collect or which devices to schedule is of critical importance to efficiently
train an ML model. In much of the current literature [75], [99], [100], [128],
[145], this selection is based on data-importance metrics from the field of
Active Learning. The original problem studied in Active Learning was that of
labeling data samples but there are important differences between the problem
of labeling data samples and communicating them, which opens up new
research directions. Specifically, we have listed two such differences below:

• In most Wireless for ML scenarios, the labels are available at the user
devices. By using importance metrics from Active Learning as-is, po-
tentially valuable information (the labels) is completely unutilized. This
calls for the investigation of new importance metrics that incorporate
the label;
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• In DML, the devices do not communicate data samples but local models,
model updates, or gradients. However, for the sake of device scheduling,
we are still interested in the importance of the updates. In one paper,
the local loss was proposed as a measure of gradient-importance [55]
but no more work has been done in this direction. This measure could
potentially be used to improve RRM for ML and other metrics for
gradient-importance could be developed.

5.2.2 Data-importance staleness

In several importance-aware RRM schemes, the data-importance is not up-
dated in every communication round. For instance in [55], the data importance
is measured on a user basis and is calculated locally during training to be
transmitted in conjunction with the local model on the uplink. However, only a
subset of users is selected for any given round, leaving the PS with a mix of old
and fresh data importance measurements. As the global model is trained, the
importance of a user’s data could change substantially. This calls for further
studies on the effect of data importance staleness on learning convergence,
and eventually solutions to combat this effect.

5.2.3 Channel uncertainty

Despite the strong progress on developing RRM schemes for FL, there are
still fundamental questions that are unanswered. One example is the impact
of channel uncertainty on the learning convergence. In practical systems, the
RRM decisions will always be based on an imperfect estimate of the wireless
channel and the impact of this uncertainty on these systems is still unexplored.
Despite affecting the RRM decision, channel uncertainty will also have an
impact on the packet error rates, which will thus worsen the optimality gap [35].
A recent study [161] has taken a first step to address imperfect CSI but more
work is needed.

5.2.4 Energy harvesting for federated learning

With the increasing use of IoT devices for monitoring applications, the im-
portance of energy harvesting for FL is quickly increasing. The works we
discussed [62], [148], [185] are the first attempts to analyze this emerging
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field, but substantial work is still necessary. Specifically, the impact of its
application with bandwidth limited transmissions, such as narrowband IoT
which limits the transmission rate for the IoT devices. Moreover, the impact
of CSI errors in the process also needs to be considered given that the errors
will impact the learning accuracy and may imply the need for retransmissions.
If retransmissions are needed, this may also be beneficial for the energy har-
vesting of the devices, but will impact the ultimate convergence time of the
process. Hence, there is a tradeoff in terms of retransmissions, in case of CSI
errors, energy harvesting, and learning accuracy.

5.3 Problems Relevant to Analog and Digital Communications

An important missing piece of analytical performance evaluation of FL over
wireless networks is its gap to centralized learning, where the entire data is
available at a single server carrying out all the processing. FL over wireless net-
works suffers from unreliable communications between the nodes in addition
to the various heterogeneity aspects that exist with the FL framework. This gap
should capture the impact of various factors that exist with the FL framework
due to its distributed nature and communications over noisy channels. It would
be particularly interesting to analyze the impact of noisy communications on
the performance gap to centralized learning.



6
Applications

The term Wireless for ML is meant to capture any wireless technology tailored
to solve a machine learning problem, including model training, data collection,
and inference. However, the current Wireless for ML literature is almost exclu-
sively focused on supervised learning using a distributed data set. Therefore,
the work we have surveyed in this monograph applies to any application that
falls within that domain, given that the data-collecting devices are connected
via a wireless link. There are already a number of such applications envisioned
or used in practice, such as Vehicular Internet of Things [45], FL for wireless
[116], environmental monitoring [122], mobile keyboard prediction [63], and
Industrial IoT [115]. Besides the current applications, Wireless for ML argues
for the creation of foundations of an infrastructure for DML. Such an infras-
tructure will be able to support many upcoming applications that we cannot
envision today. In this section we expose a few current applications to discuss
the challenges they pose and how Wireless for ML addresses those challenges.

6.1 Smart City

The future smart cities critically depend on the reliable monitoring of large
civil infrastructures such as roads, tunnels, bridges, water networks, renew-
able energy sources, or electric grids. The denser we can measure relevant
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Figure 6.1: An example of wireless IoT for ML monitoring in smart cities, including IoT
devices for water monitoring, security surveillance, and mobile monitoring.

information in space and time, the higher is the potential to perform an accu-
rate monitoring. Recently, IoT is becoming instrumental to performing such
fine-grained monitoring and is opening the potential for several new monitor-
ing services. Although IoT devices can collect a large amount of data, it is
challenging to have sustainable, secure, and reliable monitoring services. To
overcome such challenges, a key promising solution is the use of ML over the
IoT devices in a distributed manner across the wireless network, as illustrated
in Figure 6.1.

Using data-driven and model-based solutions to perform reliable data
analysis, it is possible to establish a methodology for scalable, resource-
efficient learning and decision making under physical, communication, and
security constraints. With the increase in the computation capacity of sensors,
it is now possible to consider a scenario in which the IoT devices perform
part of the learning and/or prediction tasks locally, rather than offloading
to the cloud or edge server. Using DML across the wireless network, the
IoT devices may reduce the need to transmit a large amount of data to the
network, alleviate the storage and energy consumption due to less intensive
transmission needs, and enhance privacy by not transmitting the raw data over
the network. For example, the authors in [44] propose model compression
for IoT devices monitoring water conditions in Sweden. The proposed model
compression shows a degradation of 2.5% in test accuracy while saving 96%
in transmissions compared to a scheme that sends all raw data.
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Many Smart City IoT nodes will be placed in inaccessible or remote loca-
tions, such as chimneys, water pipes, lakes, and underground. As such, there is
a large cost associated with performing maintenance on these devices, includ-
ing charging or replacing the battery. The results from Section 4.4.2 suggest
that RRM for energy-efficient learning can significantly prolong the battery
life of such devices. While Section 4.4.9 suggests that energy harvesting can
be leveraged to completely compensate for the consumed energy by increasing
the communication round time. Therefore, the use of Wireless for ML can help
to learn and predict relevant phenomena in critical infrastructures of smart
cities, such as water leakage in water distribution networks and structural
problems in the road infrastructure.

6.2 Vehicular Communication

To enable intelligent transportation systems, such as autonomous driving
and advanced driver assistance systems, it is necessary to integrate vehicular
communications and machine learning. Vehicular communications provide
communications between vehicles, pedestrians, road infrastructure, and the
Internet, and has severe requirements in terms of low latency, high reliability
and high rates [45]. Due to the advantages of FL in terms of distributed compu-
tation, communication efficiency, and privacy by not sending raw data, its use
in vehicular communications has started to gain momentum (see Figure 6.2).

Some studies have recently considered FL methods in learning tasks at
vehicles, such as collision avoidance and traffic sign recognition, which can
be considered as FL in vehicular applications but without tailoring wireless
methods for ML. Specifically, the authors in [46] investigate FL applications
for vehicular communications, including autonomous driving, road safety
prediction, and vehicular object detection, and highlight some of the challenges
and research directions for FL in vehicular communications. Conversely, FL
methods have been applied to resource management problems in vehicular
communications, such as power control. For instance, the authors in [134]
address wireless resource management problems in vehicular communications
by using FL to estimate the tail distribution of the network-wide queue lengths.

However, we are interested in this survey in the joint design of vehicular
communications and FL, or RRM in vehicular communications for FL, in
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Figure 6.2: An example of vehicular networks using distributed machine learning for training.
The vehicles exchange their learning models with a parameter server towards a global common
goal, such as traffic sign recognition.

which a PS and vehicles jointly optimize their learning goals together with
the communication requirements. These three directions are illustrated in a
recent survey [45], in which the authors discuss mainly the communication
and learning aspects, while briefly mentioning the challenges of joint learning
and communication of FL in vehicular communications.

To the best of our knowledge, there is only one study that fits our crite-
ria [187]. The authors in [187] consider the problem of learning and optimizing
their autonomous controller design, which allows the vehicle to execute near
real-time decisions, in the presence of wireless uncertainties and environmen-
tal dynamics. To this end, this work proposes a dynamic federated proximal
algorithm to account for the varying participation of vehicles due to mobil-
ity and wireless channels. To improve the convergence of the proposed FL
algorithm, the authors design an incentive mechanism for device participation
using contract theory. The incentive mechanism acts as a device participation
and importance RRM, such as the ones in Sections 4.4.1 and 4.4.8, by taking
into account the data quality and devising a power allocation mechanism to
maximize the convergence gain between two consecutive rounds. The results
show substantial improvements in the convergence speed compared to the
other FL algorithms, such as FedAvg, and baselines of their own proposed FL
algorithm using maximum and random power allocations.

The work in [187] jointly analyzed some of the control and learning
challenges, but the communication challenges are still open. Specifically, the
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impact of severe requirements in terms of low latency, high reliability, and high
rates in a joint communication and learning approach needs to be considered.
Moreover, the impact of quick channel variations need to be analyzed together
with the learning convergence of the FL method. Therefore, research for this
application is still quite open and there are many challenges ahead.

6.3 Augmented and Virtual Reality

For augmented and virtual reality (AR) and (VR) services provided by wire-
less networks, any sudden drop in the data rate or increase in the delay can
negatively affect the quality of experience (QoE) of VR users. Although 5G
networks support operation at high frequency bands as well as flexible frame
structure to minimize latency, the performance of communication links at high
frequencies is highly prone to blockage thus reducing the QoE of VR users.

One key application of using FL for improving QoE of wireless VR users
is presented in [33]. In the considered model, each BS serves several VR
users. Each user will transmit tracking information to the BS. Then, the BS
will generate VR images according to the received tracking information and
transmit the generated VR images to the VR users over millimeter wave fre-
quency, which can be seen in Figure 6.3. Since VR images are transmitted over
millimeter wave links, user movement such as mobility and orientation will
introduce blockages to the millimeter wave transmission links thus decreasing
the QoE of VR users.

The goal of [33] is to minimize the breaks in presence (BIP) of all VR users
via optimizing user association. Since user association depends on the user
mobility patterns and orientation, it is necessary to design a novel learning
method to analyze the mobility patterns and orientation of each VR user.
Meanwhile, since user association changes over time, each user may connect
to different BSs at different time slots and hence each BS can collect partial
information related to user mobility patterns and orientation. Thus, traditional
centralized learning algorithms that are implemented by a given BS cannot
predict the entire VR user’s locations and orientations without knowing the
user’s data collected by other BSs. To minimize the BIP of all users, an echo
state network (ESN) based FL algorithm is designed, which enables the BSs
to collaboratively generate a global ESN model to predict the whole set of
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Figure 6.3: The architecture of a wireless virtual reality network. Virtual reality applications
impose stringent throughput requirements. Therefore, millimeter wave communication is
employed in the downlink.

locations and orientations for each user without transmitting the collected
data to other BSs. Meanwhile, different from traditional FL algorithms that
need to transmit the entire FL model, ESN based FL only needs to transmit
the parameters of the output layer which can significantly reduce the size of
data transmitted over wireless links thus improving convergence speed. In
many envisioned VR and AR applications, co-located users share the same
virtual world, for example in Smart Campus [177] and the Metaverse [117].
When many co-located users share an ML task, over-the-air FL offers radical
communication-efficiency improvements over orthogonal communications, as
discussed in Section 3. Therefore, Wireless for ML can assist in meeting the
heavy communication demands imposed by AR and VR.

6.4 Edge Caching

Caching of popular content at the network edge has been introduced as a
promising approach to push the network traffic closer to the edge and reduce
data traffic on backhaul networks [36], [108]. Popular content is stored close to
the edge terminals, at small BSs, APs, or edge devices, proactively, such that
it can be accessed more easily by the edge users. This is particularly appealing
for applications with stringent delay and bandwidth requirements. One of the
challenges in edge caching is determining popularity of the content which is
stored in the cache memories. Static and dynamic models have been introduced
to capture the content popularity, where static models do not consider the time
varying nature of the real-time content. On the other hand, dynamic models
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User devicesBase stationCloud

Figure 6.4: Illustration of federated learning for content popularity prediction. The blue lines
illustrate how the user devices are collaboratively training the prediction model, using the base
station as a PS. The red lines illustrate the communication of content. The base station requests
content based on the output of the popularity prediction model.

require accessing data for content differentiation. This is not desirable in
wireless systems since sharing data with other nodes may violate the privacy
of users.

A distributed ML framework is a perfect fit to learn content popularity
for edge caching by utilizing processing capabilities of edge devices. In this
approach, local data at the users can be used to train a global model that is
shared with all the users in order to learn the content popularity; see Figure
6.4. Therefore, the entire data across the network is used to determine the
popularity of the content while data never leaves the users. The popular content
is then stored close to the users to reduce the network traffic. For example, in
augmented reality local data at the users can be used to learn popular elements,
and the information about these elements can be cached proactively close to
the users to reduce the latency and improve users experience. Furthermore, in
an autonomous driving example, information about the traffic, which can be
learned collaboratively using the data collected by different vehicles, can be
pre-fetched into the roadside units.

Since the BS is often both the arbiter of RRM decisions and the host of
the cache, it is natural to consider RRM tailored to learn content popularity,
as discussed in Section 4.4. Such dedicated wireless methods could improve
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the communication efficiency of training the content prediction model as
well as reduce training and communication energy costs. Since trends in
popular content changes regularly at a moment’s notice, the prediction model
should be retrained continuously, which further emphasizes the importance of
communication and energy efficiency.

6.5 Unmanned Aerial Vehicles

The low-altitude airspace of contemporary cities is generally empty or dom-
inated by urban wildlife. In the upcoming decades, this underutilized real
estate is predicted to be populated by search-and-rescue drones, delivery vehi-
cles, and aerial BSs [24], [65], [123]. These applications are enabled by the
Unmanned Aerial Vehicle (UAV) technology, which provides cheap, easy to
deploy, and highly maneuverable drones. However, there are many commu-
nication challenges associated with flying devices. First, there are stringent
energy constraints as the weight of the battery increases the cost of flying. Sec-
ondly, the UAV air-to-ground channel is more susceptible to fading, path loss,
and delay spread because of the 3D movement of the vehicles [24]. Finally,
UAVs are never completely still, generating continual fast-fading.

One interesting use-case of UAVs are the deployment of flying BSs, es-
pecially in geographical zones lacking cellular infrastructure or as temporary
deployment to increase cellular capacity during large events. Unlike a tradi-
tional BS, these would be able to dynamically adjust their location to improve
channel quality. The prediction of the correct location is a challenging problem
that depends on the propagation environment, the number of users, and their
mobility patterns. FL is a natural choice for training such a prediction model
using the distributed data collected by the UAV BS and mobile devices [24];
see Figure 6.5. In this case, the training data is channel state information col-
lected by the UAV BSs. As such the data distribution changes quickly, and it is
important to retrain continuously, which calls for efficient wireless protocols.
Since the channels are changing quickly, the communication method must of-
fer low latency to cope with the short channel coherence time. The over-the-air
computation methods discussed in Section 3 can offer low latencies that scale
inversly with the number of users, which is ideal for a flying BS deployed
to a large event. Additionally, the blind methods discussed in Section 3.4.1
offer CSI-free over-the-air computation which is helpful when the channels
are changing quickly.
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User devices

Flying base station

Figure 6.5: Illustration of federated learning for flying base stations. The goal is to predict the
optimal 3D flying base station location that provides maximum channel gains to the user devices.
Unlike a traditional base station, the flying base station can adjust its location dynamically.

Another critical application of UAVs is search and rescue missions at
disaster locations. In these missions, the terrain is often unknown, since disas-
ters such as floods, explosions, and earthquakes can change the known map
completely [65]. The time to locate victims is critical since survival is often
heavily dependent on quick retrieval. Unfortunately, the cellular infrastructure
easily gets destroyed by the disaster, leaving rescue workers in an unknown en-
vironment, with strict time constraints, and without connectivity. UAVs could
be helpful in these scenarios to quickly set up multi-hop ad-hoc networks as a
replacement for the damaged cellular infrastructure and to map out the envi-
ronment. However, the highly mobile environment results in uncertain channel
conditions that make routing difficult. A possible solution is an ML-based
model to predict the channels of potential next-hop nodes [24]. The inference
of such models would be used to dynamically update the UAVs routing tables.
Additionally, by training with the rescue team’s devices, the UAVs can predict
areas of poor coverage and adjust their locations to compensate.



7
Conclusions

Given the continuous growth in the numbers of IoT and mobile devices, the
demand for ML over wireless networks is expected to grow significantly.
However, traditional communication protocols have been shown to be greatly
inefficient for carrying ML related data, creating a demand for new wireless
solutions. In this survey, we have reviewed the most important contributions in
this area, specifically focusing on analog over-the-air computation and digital
RRM for DML.

Analog over-the-air computation offers the most radical improvements
in communication efficiency, exhibiting a throughput improvement approx-
imately proportional to the number of participating devices. However, for
contemporary communication, digital transmission is the de-facto standard.
Within digital RRM for DML, significant performance improvements are
achieved by considering data-importance and tailored RRM protocols for FL.
However, this field is still in its infancy and several fundamental problems
remain. For analog over-the-air computation, the main concerns are with inte-
gration into contemporary wireless infrastructure and functionality in dynamic
wireless environments. Within digital RRM for DML, there are still many
open questions relating to data-importance, such as choice of metrics and
staleness of importance updates.

377
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It is highly relevant to find answers to these open questions, since efficient
Wireless for ML solutions could have profound effects on society, which we
have demonstrated by discussing five application areas: Smart City, Vehicular
Communication, Virtual Reality, Edge Caching, and Unmanned Aerial Vehi-
cles. The development of wireless methods specifically for ML is a fertile area
of research that could provide significant benefits in terms of energy efficiency,
spectral efficiency, and latency.
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