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1 | Abstract 

Abstract  
Proteins are highly diverse and sophisticated biomolecules that represent a 
cornerstone of biological structure and function and have been exploited in 
man-made applications for thousands of years. Those proteins that facilitate 
chemical reactions at physiologically relevant time-scales are referred to as 
enzymes. Understanding the connections between proteins’ functions and 
their structures, mechanisms and evolution allows to engineer them towards 
desired properties for various applications. The aim of the work presented in 
this thesis is to assess different protein engineering approaches and workflows 
in the context of health and biotechnology applications. Four proteins were 
studied and/or engineered towards different outcomes using either 
sequence-based information, structural information or a combination thereof. 
In paper I a sequence-based approach was applied to optimise vaccine 
candidates for severe acute respiratory syndrome coronavirus 2 
(SARS-CoV-2). Specifically, ancestral sequence reconstruction was used to 
generate highly stable and soluble antigens that could be produced in high 
quantities in a low-throughput and structure-independent manner. These 
ancestral antigens interacted with antibodies from recovered patients and 
served as scaffolds to host a domain of the extant antigen to further enhance 
antibody engagement. Paper II and III applied enzyme engineering to 
terpene cyclases in a health and biocatalysis context, respectively. In paper II 
a structure-based approach was used to understand the fundamental 
principles underlying the catalytic mechanism of an enzyme in human steroid 
metabolism. Specifically, solvent access tunnels were identified and modified 
to probe the role of activation entropy in human oxidosqualene cyclase, which 
drastically modified the temperature dependence of catalysis. This finding 
may also have implications for engineering related plant enzymes for 
production of industrially relevant compounds in heterologous hosts. In 
paper III sequence- and structure based approaches were used together to 
engineer substrate specificity in a promiscuous bacterial terpene cyclase. 
Specifically, the structure of a stable reconstructed ancestor of spiroviolene 
synthase was determined in order to understand the molecular basis of 
substrate promiscuity and engineer highly selective variants that retained 
thermostability. The presented workflow is relevant for engineering these 
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enzymes as biocatalysts for production of terpene-based high value 
compounds. In paper IV the metabolite regulation of a flux-controlling 
enzyme in the Calvin cycle was studied to eventually engineer it for enhanced 
growth of autotrophic production hosts. Specifically, interactions between a 
bifunctional cyanobacterial fructose-1,6-bisphosphatase and a panel of 
metabolites were identified using a proteomics approach and verified by in 

vitro experiments. A synergistic regulation involving the enzyme’s redox state 
and glyceraldehyde 3-phosphate was discovered, which has implications for 
integrated metabolic and enzyme engineering approaches involving this 
biocatalyst. In summary, the results presented herein highlight the utility of 
integrating several different engineering approaches for proteins used in 
health and biotechnology applications.  
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Sammanfattning  
Proteiner är mycket diversa och sofistikerade biomoleyler som representerar 
en hörnsten för biologisk struktur och funktion och har tagits till vara i 
tillämpade produkter sen flera tusen år tillbaka. De proteiner som underlättar 
att kemiska reaktioner händer under en fysiologiskt relevant tidsram kallas för 
enzymer. En förståelse av sammanhangen mellan proteiners funktion och 
deras strukturer, mekanismer och evolution möjliggör att utveckla åtråvärda 
egenskaper hos de olika tillämpningarna.   Målet med det presenterade arbetet 
i denna avhandling är att granska olika inriktningar och arbetsflöden för att 
utveckla proteiner med tillämpningar i områdena hälsa och bioteknik.  Fyra 
proteiner studerades och/eller utvecklades mot olika rön med hjälp av 
sekvensbaserad information, strukturbaserad information eller en 
kombination av dessa. I Artikel I tillämpades en sekvensbaserad inriktning 
för att optimera en vaccinkandidat mot severe acute respiratory syndrome 
coronavirus 2 (SARS-CoV-2,  svår akut respiratorisk sjukdom coronavirus 2 
på svenska). Konkret, så användes rekonstruktion av förfädersproteiner för 
att generera mycket stabila och lösliga antigener som kunde produceras i stora 
mängder. Metoden var inte beroende av att testa många proteiner eller 
strukturell information. Dessa förfädersantigener interagerade med 
antikroppar från tillfrisknade patienter och kunde användas som strukturell 
bas för att hysa en domän som tillhör ett nuvarande antigen med syftet att 
ytterligare förstärka antikroppsinteraktionerna. I Artikel II och III användes 
enzymteknik för att utveckla terpencyklaser med tillämpningar inom 
områdena hälsa respektive biokatalys. I Artikel II tillämpades en 
strukturbaserad inriktning för att förstå de fundamentala principerna som 
ligger till grund för en enzymmekanism inom den mänskliga steroid 
metabolismen. Konkret, så identifierades och modifierades accesstunnlar för 
vatten med syftet att studera aktiveringsentropins roll för humant 
oxidosqualencyklas, vilket ledde till en drastisk förändring i katalysens 
temperaturberoende. Denna insikt kan komma at ha betydelse för 
utvecklingen av relaterade växtenzymer med syfte att producera industriellt 
värdefulla kemiska föreninger i cellfabriker. I Artikel III användes 
sekvensbaserade och strukturbaserade metoder tillsammans för att utveckla 
substratspecificitet i ett bakteriellt terpencyklas som katalyserar flera 
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reaktioner. Konkret, så löstes strukturen av ett stabilt, rekonstruerat 
förfädersenzym till spiroviolensyntas för att förstå den molekylära grunden 
till att enzymet kan katalysera flera reaktioner och för att utveckla mycket 
selektiva varianter med bibehållen termisk stabilitet. Det presenterade 
arbetsflödet är relevant för att utveckla dessa enzymer till industriella 
biokatalysatorer för att producera terpenbaserade kemiska 
högvärdesföreningar. I Artikel IV studerades hur ett enzym som kontrollerar 
flödet genom Calvincykeln regleras av metaboliter för att som slutmål 
utveckla Calvincykeln mot ökad produktion i autotrofiska produktionsvärdar. 
Konkret, så identifierades interaktionerna mellan ett bifunktionellt 
fruktos-1,6-bisfosfatas från cyanobakterier och en utvald grupp metaboliter 
med hjälp av en proteomikmetod och verifierades sedan med hjälp av in vitro 
experiment. En synergistisk reglering upptäcktes som involverar enzymets 
redoxtillstånd och metaboliten glyceraldehyd 3-fosfat och som har 
konsekvenser för hur detta enzym behöver modifieras för att kunna 
appliceras inom metabolismteknik. Sammanfattningsvis visar resultaten i 
denna avhandling nyttan av att integrera flera olika ingenjörsmässiga strategier 
för att skräddarsy proteiner med tilllämpningar i hälsa och bioteknik.  
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Commonly used abbreviations 
 
ASR   Ancestral sequence reconstruction  
ACE2   Angiotensin converting enzyme 2 
AnSA   Ancestral scaffold antigen  
C. necator (cn)  Cupriavidus necator 
cryo-EM  Cryogenic electron microscopy  
DLS   Dynamic Light Scattering 

E. coli (ec)  Escherichia coli 
FPP   Farnesyl pyrophosphate  
F/SBPase  Fructose-1,6-/sedoheptulose-1,7-bisphosphatase 
GAP   Glyceraldehyde 3-phosphate  
GC   Gas chromatography  
GGPP   Geranylgeranyl pyrophosphate  
hOSC   Human oxidosqualene cyclase 
MD simulations  Molecular dynamics simulations  
MSA   Multiple sequence alignment  
nanoDSF  Nano differential scanning fluorimetry  
NTD   N-terminal domain  
PDI   Polydispersity Index  
RBD   Receptor binding domain  
SARS-CoV-2  Severe acute respiratory syndrome coronavirus 2 
SHC   Squalene hopene cyclase 
S protein  Spike protein  
SvS   Spiroviolene synthase  
Synechocystis (syn)  Synechocystis sp. PCC6803 

TC   Terpene cyclase 
WT   Wild type  
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1 - Protein Stability 

1.1 Brief introduction to protein structure  

Proteins are bio-macromolecules consisting of amino acid residues that fold 
into complex three-dimensional (3D) structures, which enables them to fulfil 
very specific functions. Proteins are ubiquitous in every living organism and 
perform various tasks among many others in the form of enzymes that 
catalyse chemical reactions (chapter 2), structural proteins that build up the 
texture of certain tissues, motor proteins that help cells move and regulatory 
proteins that steer the cell cycle or immune system components that can 
recognise and react to pathogens. This thesis is focused on proteins in health 
contexts (surface antigens in paper I, enzymes in paper II) as well as proteins 
in biotechnological contexts (enzymes in papers III and IV).  

A protein’s 3D structure is mainly governed by the interactions between the 
sidechains and backbones of the different amino acids that the protein is 
composed of, but can also be impacted by interactions with its immediate 
environment, such as other proteins or small molecules in solution. In most 
proteins, short segments fold into local structures that are stabilised by 
backbone interactions within the segment. These folded segments are 
referred to as elements of secondary structure, the most common being α-
helices, β-sheets and β-turns. These secondary structure elements are typically 
connected by more flexible loops and interact in all three dimensions via 
backbone and sidechains of amino acids to create super-secondary structures 
(also called motifs). Whereas the global arrangement of secondary structure 
elements and super-secondary structures within one protein chain is referred 
to as the tertiary structure of the protein, the overall structure resulting from 
the interaction of several separate protein chains is referred to as the 
quaternary structure. Although protein functionality is highly complex and 
context-dependent, it is well established that the single or multiple tertiary or 
quaternary structures that a protein can assume have a defining impact on its 
functionality. Understanding the 3D structure of proteins is therefore of high 
interest to scientists, as illustrated by the various experimental and 
computational techniques that exist to predict or measure protein structures. 
Whereas cryogenic electron microscopy (cryo-EM) was used to solve and 
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study the quaternary structure of a surface antigen in paper I, X-ray 
crystallography was used in paper III to delineate the structure-function 
relationship of a terpene cyclase. In papers II and IV, on the other hand, 
X-ray crystal structures were available from literature beforehand and were 
used to understand and modify native protein function.    

1.2 The folding energy landscape and protein stability 

Proteins are biologically produced as a linear chain of amino acids 
(corresponding to the primary structure) on the ribosomes. As a result, a 
protein needs to first undergo a folding process to attain its final shape.  

Protein folding is a highly complex process and some elements of protein 
folding are still not fully understood. It has been known since for over half a 
century that small monomeric proteins are able to spontaneously refold after 
denaturation,1 indicating that the amino acid sequence dictates a protein’s fold 
due to interactions between sidechains and backbones of the different amino 
acids. It is also well established that the spontaneous collapse of hydrophobic 
regions to attain dense solvent-excluded packing (also known as the 
hydrophobic effect) is strongly entropy favoured due to the release of water 
molecules to the bulk solvent and is a major driver of protein folding early on 
in the folding trajectory.2 However, several complex aspects of protein folding 
make it more challenging to understand and predict protein folding 
trajectories. Not all segments of a nascent protein are for instance 
simultaneously available for folding during the progressive addition of amino 
acids by the ribosome.  Moreover, many proteins require specialised 
chaperones to fold into their correct shape. Some proteins are intrinsically 
disordered and only fold in a particular context, e.g. in the presence of a 
particular ligand or binding partner,3 whereas other proteins that undergo 
conformational changes have several stably folded states. Adding to this 
complexity is the fact that many proteins fold (and denature or aggregate) in 
a stepwise manner progressing through meta-stable folded intermediates.4,5  

Conceptually, the energetics of protein folding can be described by an energy 
function in which unfolded or partly folded states correspond to higher 
energy levels and folded states correspond to lower energy levels. The global 
minimum (or minima) of the resulting folding landscape represents the 
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natively folded conformation(s) of the protein. Transitions between different 
folded states (local minima) occur through unfolded and energetically 
unfavourable states that occupy the maxima in the folding energy landscape. 
In this context, a protein’s stability can be thought of as the energy difference 
between the natively folded, stable state and unfolded, unstable states. In 
practice, this energy difference corresponds to the amount of additional 
energy a system can absorb in form of heat, changes in salinity or pH, 
UV-irradiation or other structural stressors, before the energetic barrier for 
unfolding is overcome. The folding landscape for one protein may change at 
e.g. different temperatures or pH values, due to the changed energetics of 
desolvation/solvation and charges, such that a single natively folded 
conformation may not always dominate across all possible physiological 
conditions. 

On a molecular level, protein stability is afforded by interactions that lower 
the energy of a protein conformation with respect to unfolded conformations. 
Besides the hydrophobic effect mentioned above, these interactions comprise 
e.g. electrostatic interactions between charged side chains (ca. <1 kcal mol-1 

and 4-5 kcal mol-1 on the protein surface and in the core, respectively),6,7 
cation-π interactions between and positive charges and aromatic rings 
(ca. 0.5 kcal mol-1),8 hydrogen bonds between polar side chains and 
backbones (ca. 0.5 - 4 kcal mol-1) and Van-der-Waals interactions 
(ca. 0.1 -1 kcal mol-1)9. The total favourable energy contribution from 
interactions across all amino acids of a protein balances the entropic penalty 
associated with folding the protein into a single or few narrowly constrained 
conformation(s).  On the other hand, protein stability is also promoted by 
interactions that raise the energy of alternative or unfolded protein 
conformations with respect to the folded conformation, such as buried 
unbalanced charges or hydrogen bonds, entropically unfavourable trapped 
solvent molecules, repulsion of identical charges or steric clashes. Algorithms 
that were developed to design stable proteins based on structural 
considerations take either option into account and are referred to as positive 
and negative design approaches, respectively.  
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1.3 Marginal stability of mesophilic proteins  

Most proteins found in mesophilic species, i.e. species that are adapted to 
living at intermediate temperatures, are found to be only marginally stable. 
On average, the protein stabilisation energy, the energy difference between 
folded and unfolded conformations, is rather moderate (ca. 5-12 kcal mol-1),10 
which corresponds to the breaking of just a few hydrogen bonds. In fact, 
several human diseases are caused by protein mutations that destabilise 
particular proteins, such as p53 mutations in cancer or fibril formation of 
proteins in neurodegenerative diseases, resulting in differences in effective 
available protein concentration  and the accumulation of toxic aggregates in 
cells. This highlights that even subtle mutations can suffice to undermine the 
marginal stability of mesophilic proteins with grave consequences.  

In some cases, the stability of proteins may be limited by the fact that certain 
protein regions need to be flexible, e.g. to allow for conformational change 
during catalysis. If the protein would be more rigid, it would not be able to 
perform the required movement and would essentially become inactive, a 
compromise that is sometimes described as the “functionality-stability 
trade-off”.11 Nevertheless, the existence of many highly stable and functional 
proteins in extremophiles as well as the exceptional stability of some de novo 
designed proteins,12,13 highlight that marginal protein stability is not 
necessarily a molecular requisite of functional protein dynamics in general.   

Instead, the absence of positive selection towards higher stability in 
mesophiles is a more plausible explanation for marginal protein stability.14 As 
a result, and due to genetic drift, original structural features conferring protein 
stability, such as hydrogen bonds on the surface of proteins, may be lost over 
time. Moreover, since protein stability is inherently related to protein folding, 
a protein’s interaction with the host cell’s protein folding and homeostasis 
machinery (such as chaperones or the unfolded protein response pathway) 
influences effective protein stability.15 Protein stability is also impacted by the 
interactions of a protein with other proteins or small molecules in a crowded 
cell environment. All of these interactions can buffer destabilising mutations 
and may therefore allow them to accumulate over time as long as they do not 
hamper the core functionality of the respective protein. The cell’s folding 
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machinery and milieu therefore contribute to diminishing the selection 
pressure for high stability on mesophilic proteins. When producing proteins 
heterologously in another organism than the original species in a laboratory 
setting, such buffering effects e.g. interactions with specific chaperones may 
be absent or modified in the novel host, and can result in a higher degree of 
misfolding and thus low soluble protein yields.   

1.4 Why enhance protein stability?   

Many proteins are used in applied contexts, such as enzymes in biosynthetic 
or chemo-enzymatic catalytic processes or antibodies and protein-binding 
proteins in medical applications. In these contexts, it can be desirable to 
enhance protein stability, for example to enable the use of enzymes at higher 
operating temperatures or other harsh reaction conditions, as frequently 
required in industrial processes. High protein stability can also increase the 
half-life of biocatalysts in synthetic applications (thus increasing effective 
turnover) or of biopharmaceuticals inside the body and may extend shelf-life 
times. Another reason for enhancing a protein’s stability is the fact that stable 
proteins can often be more easily produced in a heterologous expression 
system with high soluble yields compared to less stable proteins, thus reducing 
the relative cost of protein production. Importantly, enhanced protein 
stability also facilitates a protein’s biophysical characterization, since stable 
proteins are typically easier to work with in vitro and better amenable to 
structural studies (paper III).16 Finally, stable proteins are generally associated 
with greater evolvability.17 Proteins often need to be adapted to specific 
industrial tasks that do not correspond to their natural activity, typically by 
introducing several mutations. It is estimated that ca. 80 % of all mutations 
that can theoretically be introduced into an average protein sequence result in 
misfolding and are thus detrimental to protein activity.18 Very stable proteins 
that have a high energy barrier of unfolding, are more likely to retain their 
overall fold and may buffer the accumulation of several destabilising 
mutations. Consequently, protein stability is also advantageous for 
engineering and adapting proteins for a specific task in various industrial 
applications. In chapter 3.4 different techniques for enhancing protein 
stability are outlined.         
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2 - Enzymes 

2.1 Enzymatic rate enhancement 

2.1.1 Thermodynamics of chemical reactions   

The driving force of a chemical reaction is defined by its Gibb’s free energy 
∆G which is described by Equation 1, in which ∆H is the change in enthalpy 
and ∆S is the change in entropy that are associated with the transition of 
substrates to products of the reaction.   

 1 
 
The enthalpy can be thought of as the summed amount of energy resulting 
from intra- and inter-molecular interactions   in the system, such as e.g. 
hydrogen bonds and electrostatic interactions, whereas the entropy can – in 
simplified terms - be thought of as the orders of degrees of freedom that a 
system can occupy. If ∆G < 0, a reaction will occur spontaneously (exergonic 
reaction), whereas free energy needs to be supplied to the system in order for 
an endergonic reaction (∆G > 0) to proceed. An example of a ubiquitous 
exergonic reaction in Nature is the hydrolysis of a phosphate group from 
adenosine triphosphate (ATP) , which has a ∆G value of -7.3 kcal mol-1 at 
standard conditions (∆G0, 25 °C, 1.0 M of all reaction components, 1.0 atm 
pressure).19   

While processes such as ATP hydrolysis are thermodynamically favoured, i.e. 
the driving force of the reaction would make them occur spontaneously, many 
such processes occur very slowly (the rate of spontaneous ATP hydrolysis in 
solution for instance is 3.2 x 10-5 s-1 at pH 8.420). A classic example for this is 
cellular aerobic respiration of glucose to CO2 and water by a set of metabolic 
processes (including glycolysis, the citric acid cycle and oxidative 
phosphorylation), which thermodynamically releases 690 kcal mol-1 of Gibb’s 
free energy but would never occur spontaneously in water at relevant 
timescales.   
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2.1.2 Transition state theory  

The molecular mechanism of a reaction is typically depicted along a reaction 
coordinate (Fig. 1). Many reactions are characterised by the occurrence of 
multiple reaction intermediates; short-lived molecules that are instable (high 
positive ∆G to the ground state) but that can be experimentally isolated under 
special experimental conditions. Each two mechanistic steps of a reaction are 
connected through a transition state in which bonds are partially broken and 
formed to equal extents. By definition, transition states represent the 
maximum of the Gibb’s free energy profile between two mechanistic states 
along the reaction coordinate (Fig. 1). As such, they have estimated lifetimes 
in the order of single bond vibrations and can therefore be inferred but are 
highly challenging to observe or isolate. According to simplified Eyring 
transition state theory (Equation 2), the rate constant of a reaction k depends 
on the difference in Gibb’s free energy between the ground state (system state 
before the reaction) and the Gibb’s free energy of the transition state ∆G‡, 
also referred to as the Gibb’s free energy of activation (Fig. 1) as well as the 
reaction temperature T. All other factors in Equation 2 are constants 
including the Boltzmann constant kB, Planck’s constant h and the universal 
gas constant R.   

‡

 2 

Specifically, in reactions involving more than one mechanistic step the one 
with the highest energy transition state contributes most significantly to the 
overall rate of reaction and is therefore referred to as the rate-limiting step. 
Since the rate constant exponentially decays with ∆G‡, a decrease of ∆G‡ by 
1.4 kcal mol-1 at 25 °C would translate to a 10 x rate enhancement.  

Enzymes are protein catalysts that enhance the rate of chemical reactions by 
lowering the Gibb’s free energy of the transition state or by altering the 
reaction mechanism to proceed through a lower energy transition state 
(Fig. 1). In fact, one of the hallmarks of enzyme catalysis is the stabilisation 
of transition states by amino acid side-chains of the enzyme as compared to 
aqueous solution. Enzymatic rate enhancements (quantified as the quotient 
of the rate constants of catalysed vs. un-catalysed reactions) can range from 
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106 (e.g. chorismate mutase21) to 1026 (e.g. bacterial sulfatases22) and thus enable 
chemical reactions to happen at physiologically relevant time scales in Nature.   

 

Figure 1 .  Energy profi le of  an enzymatic reaction (teal)  compared to the un-
catalysed reaction (red).  The change in Gibb’s  free energy (∆G )  for the react ion 
from substrates  to products  is  shown in black.  Act ivat ion Gibb’s  free energy (∆G ‡ )  i s  
shown for the un-cata lysed react ion (red)  and for  the enzyme-cata lysed react ion ( tea l ) .  
Enzymat ic  act ivat ion Gibb’s  free energy (∆G ‡ )  specif ica l ly  refers  to the difference 
between ground state  and trans i t ion state  (∆G ‡ k c a t / K m ) .  The respect ive difference 
between the Michael is  complex and trans i t ion state  (∆G ‡ k c a t )  appl ies  under saturat ing 
condit ions (see chapter 2.2.1 )  and is  indicated in tea l .  Rate constants  associated with 
the format ion of un-cata lysed trans i t ion state  (k u n c a t )  and cata lysed trans i t ion state  
(k c a t/KM )  from the ground state  as  wel l  as  the format ion of cata lysed trans i t ion state  
from the Michael is  complex (kcat)  are  indicated.  Addit ional  t rans i t ion states  such as  
between ground state  and Michael is  complex as  wel l  as  between enzyme-product  
complex and free products  are omitted for  c lar i ty .  

 

2.2 Enzyme kinetics  

2.2.1 Michaelis-Menten model   

 In order to compare activities of one enzyme with different substrates or 
between different enzyme variants it is important to describe enzyme-
catalysed rates quantitatively in a universal manner, which is achieved by 
enzyme kinetics.    
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The overall rate of an enzyme-catalysed unimolecular reaction depends both 
on the rate of formation of an enzyme-substrate complex (ES, also called 
Michaelis complex), and on the rate of conversion to the product (Equation 
3) in which E is enzyme, S is substrate, P is product and k1, k-1, k2 and k-2 are 
rate constants associated with the respective steps.  

 3 

 
Under the assumption that product is absent in the beginning of the reaction, 
the reverse reaction (i.e. starting from product and enzyme to form the 
enzyme-substrate complex) becomes negligible and the initial reaction rate v0 

can thus be expressed by the formation of product over time, according to 
Equation 4.  

 4 

 

The rate constant k2 represents the unimolecular rate constant for 
transformation of the ES complex to form the product and is referred to as 
kcat (also called turnover number). Assuming (i) that the rate of association of 
E and S (Equation 5) and ES-dissociation (Equation 6) are equal (quasi-steady 
state approximation according to Briggs-Haldane23), 

 5 

 

 6 

 
(ii) that free substrate [S] is in excess and therefore quasi-constant and (iii) 
that the total enzyme Etot can be available as free enzyme E or 
enzyme-substrate complex ES (Equation 7) 

 7 
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the concentration of [ES] can be obtained by Equation 8, which can be 
reformed to Equation 9, in which KM is the Michaelis-constant.   

 8 
 

 9 

 

When substituting equation 9 into equation 4, the rate of an enzymatic 
reaction can thus be expressed according to the Michaelis-Menten equation 
(equation 10)24  

 10 

 

The kinetic parameters kcat (in units of s-1) and KM (in units of M) are enzyme-
inherent constants that characterise the enzyme in a particular state (e.g. for a 
particular substrate at a defined buffer composition, pH and temperature). 
The measured initial rate of reaction (i.e. the linear accumulation of product 
over time) increases with the substrate concentration until it asymptotically 
approaches vmax. In this condition, the enzyme is saturated and no further rate 
increase will occur with increases in substrate concentration (Fig. 2A).  

The Michaelis-Menten equation describes initial rates for enzyme-catalysed 
unimolecular reactions, which are common in terpene cyclases, as presented 
in paper II and III. While rate equations for bimolecular and higher order 
molecular reactions can be mathematically derived using similar assumptions 
as the Michaelis-Menten equation, many bimolecular reactions are practically 
treated as quasi-unimolecular by adding one of the substrates in such excess 
that its concentration can be considered constant. This is e.g. the case for 
hydrolysis reactions, as exemplified by fructose-1,6-bisphosphatase (FBPase) 
(paper IV) in which water molecules are available in excess over the other 
substrate fructose-1,6-bisphosphate.  
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Figure 2.  Representative kinetic plots.  (A)  A representat ive Michael is-Menten 
kinet ic  plot  is  shown. At very low substrate  concentrat ions the in i t ia l  rate  increases 
l inear ly  with the second order rate  constant  k c a t/KM  (shown as tea l  l ine) .  (B)  
Representat ive cooperat ive k inet ic  p lots  are  shown. The black l ine represents  the 
kinet ic  behaviour of  a  cooperat ive enzyme with a  Hi l l  coeff ic ient  of  two.  The effects  
of  increas ing (n=6) and decreas ing (n=0.75)  Hi l l  coeff ic ient  on the cooperat ive plot  
at  otherwise ident ica l  k inet ic  parameters i s  shown in blue and red,  respect ive ly .     
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The Michaelis-constant is defined as (k-1 + kcat)/k1 (equation 9). Assuming 
that the rate constant for the chemical conversion kcat is much lower and thus 
negligible compared to rate constants for substrate binding (k1) and 
dissociation (k-1) (rapid equilibrium approximation), KM approximates the 
dissociation constant KD for the Michaelis complex (k-1/k1). For this reason, 
the KM value is frequently interpreted as a type of dissociation constant that 
describes substrate affinity to the enzyme.  

For the particular case in which [S] = KM, the initial rate corresponds exactly 
to half the maximum rate (equation 11). The KM value therefore describes the 
substrate concentration at which half the maximum velocity is attained 
(Fig. 2A).  

 11 

 

At very high substrate concentrations ([S] >> KM), equation 10 can be 
simplified to equation 12, which represents a zero-order rate equation.  

 12 

 

At very low substrate concentrations ([S] << KM) equation 10 can be 
simplified to equation 13, which represents a second-order rate equation with 
the rate constant kcat/KM. In this far-from-saturation substrate concentration 
range, initial rates increase linearly with substrate concentration (Fig. 2A). 
This behaviour is the case for human oxidosqualene cyclase (hOSC), 
as discussed in paper II.  

 13 

 

In summary, enzyme rates can be characterised by the apparent second-order 
rate constant kcat/KM, which is also referred to as “catalytic efficiency” and 
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mathematically describes how both the process of substrate binding and 
generation of the transition state influence the overall reaction rate. 

2.2.2 Cooperativity and allostery  

Despite its usefulness and wide-spread use, the Michaelis-Menten equation is 
not suitable to describe more complex kinetic behaviours, such as e.g. in case 
of substrate activation or inhibition.    

Similarly, cooperative enzyme kinetics require the modification of the 
standard Michaelis-Menten equation to equation 14, in which n is the Hill 
coefficient and K’ is an equilibrium constant that takes into account multiple 
sequential binding events.   

 14 

 

The quaternary structures of cooperative enzymes consist of several identical 
catalytic subunits that do not bind the substrate with equal affinity. Instead, 
the binding of substrate to one enzyme subunit changes the quaternary 
structure in such a way, that substrate binding in the next subunit is either 
enhanced (positive cooperativity, n >1) or decreased (negative cooperativity, 
0 < n < 1). Since cooperativity describes the effective change of protein 
structure at a site other than where the original substrate binds, it represents 
a particular form of allostery.   

Michaelis-Menten-Hill plots for positively cooperative enzymes are 
characterised by a sigmoidal shape (Fig. 2B, black curve). This shape reflects 
a first gradual and then exponential transition of the empty enzyme from its 
“tense” state (T-state) - in which the equilibrium is shifted towards free 
enzyme - to its “relaxed” state (R-state). A high Hill coefficient can be 
biologically interpreted as an increased sensitivity to the available substrate 
concentration; while the enzyme’s inherent activity is very low, it readily 
increases as soon as a certain substrate concentration is available. In this work, 
cooperative kinetics were observed for a dimeric terpene cyclase (paper III) 
and a tetrameric phosphatase (paper IV).    
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Cooperative enzymes are frequently regulated by allosteric effectors, which 
are small molecules such as metabolites that effect a conformational change 
of the enzyme distal to their binding site. Allosteric inhibitors can increase the 
Hill-coefficient of a cooperative enzymatic reaction by preferentially binding 
to and stabilizing the T-state of the enzyme. As a consequence, the resulting 
kinetic plot will appear even more sigmoidal (Fig. 2B, blue curve) and reaction 
rates at low substrate concentration will be decreased compared to the 
un-inhibited reaction. On the contrary, allosteric inducers may decrease the 
Hill-coefficient of a cooperative enzyme reaction by preferentially binding to 
and stabilizing the R-state of the enzyme. Consequently, the kinetic plot will 
appear less sigmoidal (Fig. 2B, red curve) and reaction rates at low substrate 
concentrations will be increased compared to the un-induced reaction. In 
paper IV allosteric effects of various metabolites on enzymes of the Calvin 
cycle were analysed in different autotrophic bacteria.  

2.3 Catalytic mechanisms  

As described in chapter 2.1.2, enzymes enhance reaction rates either by 
reducing the Gibb’s free energy of the transition state or by providing an 
alternative reaction mechanism that involves a different stabilised transition 
state corresponding to a lower ∆G‡. In most enzyme mechanisms this is the 
result of optimal binding of the transition state to the enzyme active site, as 
initially suggested by Linus Pauling in 1946.25  

Another aspect of enzyme catalysis refers to specific substrate recognition. 
As early as 1894, a model of geometric complementarity between enzymes 
and substrates was taken forward by Emil Fischer, which he figuratively 
described as lock and key, respectively.26  While this model laid the foundation 
for the description of enzyme substrate interactions, it did not yet specifically 
account for enzyme dynamics. By now, two well-established conceptual 
models describe how enzymes afford optimal complementarity of their active 
site with the substrate through dynamic rearrangements. According to the 
induced fit model,27 an enzyme initially exists in a conformation that is not 
perfectly complementary to the ligand. The substrate binding event then 
induces subtle conformational rearrangements of the enzyme such that its 
binding in the changed active site becomes more energetically favourable. In 
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the conformational selection model,28,29 the enzyme samples multiple 
different conformations in the ground state, some of which are perfectly 
complementary to the ligand. The ligand then “selects” the optimal 
conformation and stabilises it. These two mechanisms are closely related - the 
first involving a conformational change after a binding event, the latter 
involving a conformational change before the binding event.30,31 

Besides general principles of enzyme catalysis, such as transition state 
stabilisation, enclosure of reactants in close proximity and optimal spatial 
arrangement to each other, or control of active site solvation, different 
sub-groups of amino acids typically perform more specific catalytic tasks. 
According to a review of the Mechanism and Catalytic Site Atlas,32 a manually 
curated database of enzyme mechanisms covering 734 entries with detailed 
information about mechanistic steps (as of February 2023),33 catalytic amino 
acids can be assigned to assume reactant, spectator and interaction-roles. 

2.3.1 Breaking and forming of covalent bonds  

Catalytic residues within the “reactant role” category are involved in breaking 
and forming bonds, and can be further grouped as performing covalent 
catalysis, hydrogen species transfer catalysis or electron transfer catalysis. 
Covalent catalysis involves the transient formation of covalent bonds 
between a catalytic enzyme residue and the substrate - most commonly via 
nucleophilic attack of a side-chain (such as cysteine, lysine or serine) on the 
ligand. Less frequent mechanisms involve electrophilic attack or radical 
mechanisms. Catalysis by hydrogen species transfer comprises mechanisms 
by which amino acid side-chains donate or accept either protons, hydrogen 
radicals or hydrides to or from the ligand. Among these, the transfer of 
protons is by far the most common. Typical amino acids involved in general 
acid and base catalysis are histidine, glutamate and aspartate and somewhat 
less frequently lysine, cysteine, tyrosine and serine. Tyrosine also commonly 
relays protons from catalytic residues to the ligand and vice versa. This is 
believed to be the case in hOSC (paper II), in which the substrate is initially 
protonated by a catalytic aspartate and finally deprotonated by a tyrosine 
residue that relays the proton to the catalytic base, a histidine residue 
(chapter 4.2.3). Finally, electron transfer catalysis in which catalytic residues 
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accept and donate either electron pairs or single electrons or mediate electron 
tunnelling exist but are not very common. 

2.3.2 Facilitation of chemical reactions   

Within the “spectator role” category, catalytic residues do not directly react 
with the ligand but support the main catalytic mechanism and can be 
sub-grouped into electrostatic interactors, activators and steric interactors. 
Electrostatic interactors are involved in electrostatic stabilisation of the 
substrate and transition state or electrostatic destabilisation of the ground 
state. Electrostatic stabilisation is the most common among these 
mechanisms. In fact, dielectric constants in enzyme active sites have been 
estimated to be as low as 3-4,34 which is in the same range as concrete (water 
has a dielectric constant of ca. 80 at 20 °C35). Therefore, any electrostatic 
interactions that may be considered weak to moderate in water due to 
hydration effects would have a much stronger effect in an enzyme active 
site.36 Electrostatic stabilisation is achieved e.g. by ionic interactions between 
a (partially) charged transition state and residues with acid or base properties 
Another mechanism that is highly relevant for terpene cyclase catalysis 
(paper II and paper III) is electrostatic stabilisation of cations by delocalised 
π-charges in aromatic sidechains (tryptophan, tyrosine, and phenylalanine). 
Activators in contrast, amplify the function of residues involved in the 
reactant role category, by either enhancing or decreasing the reactant 
side-chain’s acidity, nucleophilicity or redox potential. An example of this is 
observed in hOSC (paper II) in which two cysteine residues in vicinity of the 
catalytic aspartate are believed to acidify and thus activate the latter to 
protonate the substrate. Finally, the spectator role category also comprises 
steric interactors that direct the steric outcome of the reaction by steric 
hindrance or facilitation. This mechanism is crucial in terpene cyclase active 
sites (paper II and paper III) which pre-fold long and flexible linear 
poly-isoprene substrates into a conformation that facilitates catalytic 
cyclization.         
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2.3.2 Cofactors    

The third category involving residues with assigned “interaction roles” is 
more heterogeneous and describes catalytic residues that interact with other 
molecules in the active site. This involves mostly hydrogen bond or polar and 
packing interactions with cofactors (metal ions) or coenzymes (small 
molecules), which in turn can mediate the above-mentioned catalytic 
functions such as hydrogen species transfer.    

Approximately half of catalytic reactions curated in the Mechanism and 
Catalytic Site Atlas occur with help of a cofactor or coenzyme.37 In this thesis, 
a dimeric diterpene terpene cyclase discussed in paper III and FBPase 
originating from the Synechocystis sp. PCC6803 Calvin cycle discussed in 
paper IV required a divalent metal cofactor for catalysis. In fact, the 
inhibitory effect of some metabolites such as citrate and ATP on Synechocystis 

FBPase are likely caused by chelation of its cofactor. By contrast, the 
monomeric triterpene cyclase discussed in paper II catalyses its cyclisation 
reaction without aid of a cofactor.     

2.4 Enthalpy and entropy in enzyme catalysis  

2.4.1 Implications of reaction temperature for enthalpy and entropy   

Gibb’s free energy of activation is related to activation enthalpy and activation 
entropy according to equation 15.  

 15 
 

If a reaction has a negative value for ∆S‡, meaning that the degrees of freedom 
are reduced in the transition state compared to the ground state, the reaction 
needs to overcome an entropic barrier for the reaction to occur 
(-T x ∆S‡ > 0). The effect of an entropic energy barrier is amplified at 
increased temperatures, therefore entropy-penalised reactions will be even 
less favourable at high temperatures. Conversely, entropy-favoured reactions 
(-T x ∆S‡ < 0) would be highly favourable at high temperatures. Due to the 
fact that high entropy barriers are often accompanied by lower enthalpy 
barriers and vice versa (enthalpy-entropy compensation38), high-temperature 
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reactions are therefore likely to be associated with favourable entropy and less 
favourable enthalpy of activation. In contrast, lower-temperature reactions 
typically have a more favourable activation enthalpy term and unfavourable 
activation entropy term, since the entropic cost carries less weight at lower 
temperatures.  

Another way to mathematically describe the same relationship is by 
substituting equation 15 into the Eyring equation (equation 2).  

‡ ‡

 16 

 

From the resulting equation 16 it becomes apparent that – assuming an 
unfavourable activation enthalpy (∆H‡ > 0) - the exponent of the first 
exponential term (-∆H‡/RT) becomes negative and its absolute value 
therefore increases with increasing temperatures. For reactions with 
unfavourable activation enthalpy, an increasing temperature therefore 
contributes to exponential rate enhancement or – in other words – a 
decreasing temperature therefore contributes to exponential rate decay. In 
summary, reactions at low temperatures therefore benefit from less 
unfavourable activation enthalpy, whereas reactions at high temperature 
benefit from favourable activation entropy.  

2.4.2 Predominance of enthalpic enzyme catalysis  

The catalytic mechanisms discussed this far, such as forming and breaking 
bonds in reaction with the substrate and stabilisation of the transition state by 
electrostatic interactions and steric interactions, involve different forms of 
electronic interactions. They lower the Gibb’s free energy of activation ∆G‡ 
mainly by decreasing the internal energy of the transition state i.e. the 
activation enthalpy ∆H‡ by several kcal mol-1. Enthalpic catalysis (in particular 
via electrostatic effects in pre-organised active sites) is considered the main 
mode of enzyme operation.39,40 This observation is further supported by the 
fact that most cellular metabolites are charged.41 Similarly, Wolfenden and 
coworkers have demonstrated that enzymatic rate enhancement is mainly 
conferred by decreased activation enthalpies compared to the un-catalysed 
reaction.42 They further reason that catalytic rates in early enthalpy-driven 
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enzymes (i.e. reactions proceeding with a low enthalpy barrier) would have 
automatically increased as the Earth cooled down from primordial warmer 
temperatures in line with the relationship outlined above (equation 16).43,44 
Furthermore, enzymes originating from psychrophilic (cold-adapted) 
organisms have been observed to display lower (i.e. more favourable) enthalpy 
of activation than their mesophilic counter-parts at the expense of a lower 
(i.e. more unfavourable) entropy of activation.45,46 Interestingly, an analysis of 
thermodynamic parameters obtained from structural simulations of 
psychrophilic, mesophilic and thermophilic citrate synthases indicated that 
structural changes associated with lowered activation enthalpy were located 
outside of the active site.47 Similar observations were made when comparing 
mesophilic and psychrophilic trypsin.48 In this case mutations and altered 
mobility in surface residues were found to contribute to lowering the 
activation enthalpy in the cold-adapted homologue, indicating involvement 
of long-range interactions. 

2.4.3 Solvent entropy in enzyme reactions involving charge transfer   

Despite the pre-dominant role of enthalpy in enzyme catalysis, the 
contribution of entropy cannot be entirely discounted. Several, albeit few, 
examples of enzyme reactions involving a low activation entropic penalty or 
even a favourable activation entropy have been described to date, including 
cytidine deaminase,49 bacterial squalene hopene cyclase (SHC),50 elongation 
factor Tu (EF-Tu) GTPase51 and peptide bond formation on the ribosome.52  

In the 1970s Jencks proposed an enzymatic principle involving ground state 
destabilisation, which he termed the Circe effect.53 According to this 
hypothesis an enzyme binds its substrate tightly (in non-reactive regions) so 
that it compensates for positioning the substrate’s reactive group into a 
destabilizing environment. As a consequence, the Gibb’s free energy of the 
ES-complex is raised (Fig. 1), so that the difference from the ES-complex to 

the transition state  is reduced. The principle has often been used to 
interpret the role of entropy in enzyme reactions: the large enthalpy benefit 
of substrate binding mostly compensates the entropic cost of confining the 
substrate, so that there is no further entropy cost of reaching the transition 

state from the ES-complex ), resulting in a low entropy barrier or 
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even favourable activation entropy. Despite the wide-spread use of this 
explanation in textbooks, the importance of such enzymatic ground state 
destabilization for catalysis has been heavily debated.54-56 For instance, Åqvist 
and colleagues used structural simulations obtained at different temperatures 
to uncover that cytidine deaminase did not operate by the Circe effect.57,58 
By comparing the enzyme-catalysed and non-catalysed reactions, the authors 
identified that the appearance of a zwitterionic intermediate in the modelled 
step-wise aqueous reaction was responsible for an entropic penalty 
(T x ∆S‡ of -11.9 kcal mol-1 at 298K) and refer to the entropic strain of 
solvation as cause for the observed penalty. The enzyme-catalysed step-wise 
reaction in contrast was shown to proceed with T x ∆S‡ close to zero (+0.7 
kcal mol-1 at 298K). The authors emphasise that the loss of entropy penalty 
in the enzyme was not due to substrate-fixation (Circe-effect) but rather due 
to the fact that the enzyme mechanism proceeded via a different reaction 
mechanism that avoided the presence of the zwitterionic species.46 Likewise, 
un-catalysed ester aminolysis is associated with a strong entropy penalty 
which can be explained from solvation of a zwitterionic transition state.46 In 
ribosome-catalysed ester aminolysis (peptide bond formation) the entropic 
cost of this solvent reorganisation was reduced due to a pre-organised 
hydrogen bonding network.46,59 Moreover, charge delocalisation in the 
transition state (and thus reduced entropic cost of solvation) was also 
identified as a likely contributor to a high positive T x ∆S‡ in EF-Tu GTPase 
(+7 kcal mol-1 at physiological temperatures).46,51 In summary, Åqvist et al. 
conclude that the bypassing and mitigation of charges in transition states and 
intermediates and associated desolvation is responsible for low entropy 
barriers or even favourable entropy in the studied enzymes and that solvent 
entropy might therefore be particularly crucial for processes involving charge 
transfer and separation.46 The importance of solvent contribution to 
favourable activation entropy was further indirectly observed for the bacterial 
thermophilic triterpene cyclase SHC.50 Paper II investigates the role of 
solvent-entropy in the catalytic mechanism of hOSC – an essential enzyme in 
human steroid metabolism.   
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2.5 Enzyme evolution  

2.5.1 Enzyme promiscuity  

In the mid-1970s Yčas and Jensen proposed that modern-day specialised 
enzymes have developed from low-activity generalist ancestors.60,61 By now, 
it is well established that also most extant specialist enzymes harbour 
additional low-level promiscuous activities, sometimes involving unrelated 
substrates or mechanisms.62-65 In fact, it is estimated that an average enzyme 
may harbour 10 promiscuous activities.65 The prevalence and extent of 
promiscuity is exemplified by a systematic study of the haloalkanoate 
dehalogenase superfamily in which 217 enzyme family members accepted a 
median of 15.5 substrates (observed maximum substrate acceptance was 143 
of 167 tested substrates).66 The structural origin of latent promiscuity has 
been identified and characterised in detail for many different enzymes.67 
Tawfik and coworkers pointed out that “floppy” enzyme active sites that 
dynamically sample multiple sub-states of altering conformation, protonation 
state etc. are likely to promote promiscuous activities that make use of less 
abundant sub-states,68 explaining a general correlation between enzyme 
flexibility and promiscuity.62 The presence of promiscuity may complicate the 
description of novel enzymes due to incomplete determination of their 
reaction spectrum. For instance, serum paraoxonase-1 was erroneously 
identified as organophosphate hydrolase until its major activity as lactonase 
was uncovered.69 For this reason, inferring enzyme function solely based on 
homology, as is frequently performed in databases, entails a certain risk of 
mis-classification.70  

 

2.5.2 Evolution from promiscuous side-function to major enzyme activity     

Under a given selection pressure, an enzyme has the potential to evolve into 
a highly proficient catalyst for initially promiscuous side-activities via 
accumulation and selection of mutations, insertions and deletions or 
recombination with other genes.71 The potential obstacle of satisfying two 
separate and possibly contradictory evolutionary pressures – one towards the 
original function and one towards the novel function – can be alleviated by 
gene duplication, a mechanism that accelerates enzyme evolution by 
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maintaining the original primary enzyme activity in one duplicate, while 
allowing a novel promiscuous function to evolve in parallel in the duplicated 
gene.72,73  

As discussed in chapter 1.4, a large share (ca. 70-80%) of possible mutations 
that a protein can undergo are likely to be deleterious for its structure and 
original function,18,74 which would lead to the elimination of such variants at 
early stages of evolution. Therefore, many mutations require additional 
compensatory or facilitating adaptive mutations that, taken by themselves, 
may seem neutral or irrelevant to the enzyme function at first. 
Interdependency between different positions of the same protein is referred 
to as epistasis,71 where positive epistasis describes the benefit of two 
mutations that occur in conjunction with each other being greater than the 
sum of their individual benefits. Since mutations outside of the active site are 
less prone to impair enzyme activity and thus be eliminated in the early course 
of evolution, adaptive mutations are more likely to be found in the periphery 
of the protein and are often involved in epistatic networks. Tawfik and 
colleagues discuss how second- and third-shell adaptive interactions shift the 
distribution of active site sub-states that are responsible for promiscuity,75 
rather than that they “create something from nothing”.68 The structural and 
functional implications of residues outside of the active site are often 
challenging to predict. This is illustrated by an example in which mutations of 
two non-active site residues in a TEM-1 β-lactamase individually modified the 
active site conformation resulting in higher enzyme activity. The effected 
shifts in the active site were however mutually exclusive, resulting in negative 
epistasis of these two mutations when combined.76 Similarly, the mutation of 
surface residues in paper II resulted in an altered ligand binding pose and 
thermodynamic activation parameters. Finally, surface interactions with other 
proteins in a crowded cell milieu that buffer mutations along an evolutionary 
trajectory may further contribute to evolutionary rates being greater on 
protein surfaces than in core residues.77-79 Alas, such effects may not be 
captured by expression of enzymes in standard expression hosts typically used 
in experimental evolutionary studies.      
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2.5.3 The mediocrity of evolved enzymes    

The most efficient enzymes that are known to date are “diffusion-limited”, 
which means that their substrate binding and conversion is so rapid that 
virtually every enzyme-substrate collision results in conversion to product and 
the diffusion of substrates or products into or out of the active site become 
rate-limiting. These enzymes have evolved to maximise kcat/KM values to the 
physically possible upper limit (109 - 1010 s-1 M-1).68 One example is constituted 
by carbonic anhydrase (kcat/KM of 1010 s-1 M-1 or higher), an enzyme that 
regulates the pH in blood.80,81 However, examples of such “super-enzymes” 
are very rare and the analysis of kinetic parameters across multiple enzyme 
families has revealed that most enzymes did not evolve to maximise catalytic 
efficiency. In fact, the median kcat/KM value for all enzymes in the 
Braunschweig Enzyme database (BRENDA) was found to be around 
105 s-1 M-1, indicating that on average enzymes operate at catalytic efficiency 
of several orders of magnitude below the diffusion limit.82 The average 
enzyme therefore undergoes ca. 1000 times more futile than successful 
collisions with its substrate(s).68  

Mediocre enzyme efficiency likely stems from both evolutionary and 
physicochemical constraints.82 Regarding the first constraint, Newton et al., 
summarise that “evolution is not the pursuit of perfect enzymes”.70 
Evolutionary selection occurs on the organismal and not on the molecular 
level and the correlation of organismal fitness with enzyme kinetic parameters 
is not always straightforward.70,83 This complex correlation is exemplified by 
a study in which an initial small 7% change in kcat/KM for an essential synthetic 
enzyme reaction drastically impacted organism growth rate, whereas the 
effect of a subsequent 200% increase in kcat/KM was almost negligible.70,84 
Likewise, the modulation of kinetic parameters of enzymes operating at high 
activity often barely impacts organism survival.41,85 One potential explanation 
for this may simply lie in the fact that organismal survival does not benefit 
from an improvement in an enzyme’s catalytic efficiency beyond a certain 
activity threshold.82 In the absence of further selection pressure, the 
evolutionary trajectory of kcat/KM values comes to a halt. In this context it is 
interesting to mention, that average kcat and kcat/KM values of enzymes 
originating from central carbon and energy metabolism exceed those of 
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enzymes from secondary metabolism by ca. 30 and 6-fold, respectively. Ron 
Milo and coworkers conclude that enzymes of central carbon metabolism are 
subject to higher evolutionary pressure to maximise kcat/KM in order to 
sustain high metabolic flux through a pathway without requiring an organism 
to produce large amounts of protein. The same evolutionary pressure does 
not apply to secondary metabolic enzymes that sustain much lower flux 
rates.82 This hypothesis also highlights the importance of scaling kinetic 
parameters by the amount of available free enzyme when assessing effective 
enzyme activity in the context of the cell.70,83 The maximisation of kinetic 
parameters is further compromised by the co-existence of multiple and 
potentially contradictory and unknown evolutionary pressures on the same 
enzyme. Besides activity and catalytic efficiency, multiple parameters are 
honed during an enzyme’s evolution, including e.g. protein homeostasis, 
stability, solubility and oligomerisation, cofactor availability and recycling, 
regulation by other proteins and metabolites or the association with other 
enzymes to maximise metabolite channelling.86,87 The evolution of regulatory 
mechanisms, for instance, represents another likely reason for the low 
observed kcat and kcat/KM values in enzymes originating from secondary 
metabolism.82  

Due to these additional constraints on enzymes evolving in vivo the 
relationship between organismal “fitness” and kinetic parameters such as kcat 
and kcat/KM values is not necessarily straightforward, complicating 
evolutionary interpretation of the latter. The strong dependency of kcat and 
kcat/KM values on the specific assay conditions, which may not necessarily 
represent realistic physiological conditions,88 further results in incongruity of 
measured in vitro and in vivo kinetic parameters.89 Finally, the assumptions 
underlying the Michaelis-Menten equation (see chapter 2.2.1 for details) may 
not necessarily apply to many enzymes for which kinetic parameters are 
reported in databases.68 In addition to the discussed evolutionary constraints, 
Bar-Even et al. suggest that KM and consequently kcat/KM values may be 
subject to some degree of physicochemical constraints.82 They observed that 
reaction mechanisms involving a higher number of substrates were associated 
with lower KM values for each substrate. Likewise, for small substrates up to 
350 g mol-1, KM values generally decreased with increasing molecular mass and 
hydrophobicity of the substrate. This correlation was however not equally 
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strong across different EC-classes and applied more stringently to reactions 
involving simpler catalytic mechanisms. Moreover, kcat values did not show 
correlation with these substrate properties.  



37 | Protein and Enzyme Engineering 
 

3 – Protein and Enzyme Engineering  

 
3.1 Protein and enzyme engineering objectives  

The high-level reasons for engineering proteins are as diverse as optimising 
specific enzymes for industrial catalysis, developing enzyme catalysts for 
novel reactions and pathways, expanding the substrate scope of an existing 
enzyme, enhancing the cost-benefit ratio of industrial protein synthesis, 
designing artificial regulatory mechanisms for pharmaceutical purposes and 
many more. Besides these application-oriented reasons, protein engineering 
may also be performed for academic purposes to delineate principles and 
trends in protein structure, function and evolution, to study the role of 
individual residues in a particular enzyme mechanism or to benchmark novel 
engineering techniques. Another important reason for engineering proteins is 
to expand the range of accessible methods   with which to study a particular 
protein. Common engineering objectives generally comprise increased 
protein stability (see chapter 1.4), solubility, production yields, 
(stereo-)selectivity, activity with desired substrates or the adaptation of a 
protein to a novel environment (e.g. in a reactor or in presence of solvents or 
salts).  

The vast majority of experimental protein engineering approaches introduce 
amino acid exchanges into a protein by directly modifying the gene encoding 
it, producing the variant proteins and then comparing a particular phenotypic 
property of the variants to the reference protein either in vitro or in vivo to 
assess the effect of the mutations. In contrast, some engineering techniques 
also focus on non-genetic modifications, such as stimulation of alternative 
splicing in vivo, chemical modifications of proteins or crosslinking with protein 
binders. This thesis focuses on protein engineering techniques that involve 
modifications of a protein’s amino acid sequence, which is why non-genetic 
protein engineering, albeit an interesting field of research, is not further 
discussed.  
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3.2 Implications of enzyme evolutionary principles for 
enzyme engineering  

Since most enzymes operate at intermediate turnover numbers and catalytic 
efficiencies (see chapter 2.5.3) and are only marginally stable (see 
chapter 1.3), many enzymes carry the potential for further optimisation by 
enzyme engineering. As Jayaraman et al. point out, the evolution of novel 
biochemical function often starts with an increased expression of an existing 
promiscuous enzyme.71,90Analogously, the improvement of protein stability 
and solubility towards enhanced protein expression represents an important 
starting point for further engineering of desired enzyme function. Existing 
promiscuous enzymes can often be modified to catalyse novel reactions e.g. 
with substrates that don’t occur naturally. In some cases, enzymes have even 
been engineered to catalyse reactions that are not found in Nature, such as 
carbon-silicon bond formation.91 Typically, the strongest modification of 
enzyme features (e.g. catalytic efficiency or protein stability) occurs early in 
evolutionary trajectories, whereas the improvement per mutation levels off 
with the accumulation of more adaptive mutations, a concept that is referred 
to as “diminishing returns”.71,92,93 This principle from natural evolution also 
applies in laboratory evolution of enzymes towards desired properties.  

The issues that complicate the evolutionary interpretation of kinetic 
parameters (as discussed in chapter 2.5.3) or protein stability (as discussed in 
chapter 1.3) can also present challenges for experimental protein and enzyme 
engineering. For instance, the buffering effect of host-specific chaperones on 
mutations that would otherwise be detrimental to the structural integrity of a 
protein may be absent in typical laboratory expression hosts, such as 
Escherichia coli, Saccharomyces cerevisiae or Chinese Ovarian Hamster cell lines, 
resulting in misfolded and thus inactive variants. Another major factor 
complicating protein and enzyme engineering is epistasis (discussed in 
chapter 2.5.2). Both rational and agnostic protein engineering techniques 
(chapter 3.3.1 and chapter 3.3.2) have limitations that make it challenging to 
accurately account for epistasis. The long-range effects of some out-of-active 
site mutations on the conformational ensemble of the active site are difficult 
to predict or even more so to design. This is additionally complicated by the 
fact that epistatic interactions may comprise several interdependent residues 
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that form an intricate network. As Tawfik and colleagues point out, active 
sites of artificially designed enzymes are often highly dynamic and populate 
multiple sub-states, several of which are unproductive and the introduction 
of additional adaptive mutations is required to shift the conformational 
ensemble towards the most productive sub-state.68,94,95 Epistasis further slows 
down evolutionary rates71 (e.g. enabling mutations need to occur first to allow 
otherwise deleterious mutation to be fixated) and the likelihood that enabling 
and deleterious mutations occur in a sensible chronological order within 
directed evolution approaches may be limited. Another complicating factor 
discussed in chapter 2.5.3 is the dependence of kinetic parameters on assay 
conditions. By quantifying the success of an experimental protein 
optimisation using empirical methods, methodological biases may unwittingly 
influence the assessment of engineering success (“you get what you screen 
for”). An enzyme may for instance be iteratively evolved towards high 
turnover numbers using a particular in vitro assay, inadvertently selecting for 
tolerance towards the assay buffer components.88 When using the optimised 
enzyme in a different buffer or in vivo, its activity may not be as superior as 
expected.           

3.3 Protein and enzyme engineering approaches  

In general, enzyme engineering approaches can be classified along a gradient 
of techniques that range from entirely rational approaches on one end to 
entirely “random” approaches through a spectrum of semi-rational 
approaches in between. While the two approaches are discussed separately 
below, it is important to mention that many engineering endeavours combine 
elements of both approaches to make full use of their respective strengths.   

3.3.1 Rational engineering  

Fully rational engineering of protein properties, such as thermostability or 
catalytic activity, requires extensive knowledge about the protein and its 
structure-function relationship, e.g. the identity of residues in the active site or 
those that communicate an allosteric regulatory signal. It also requires general 
knowledge about the expected effects of particular types of mutations, such 
as the introduction of buried charges. While some protein structures may be 
challenging to solve by structural biology techniques, advances in cryogenic 
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electron microscopy (cryo-EM) and the recent advent of the reasonably 
accurate machine-learning guided protein structure prediction algorithm 
AlphaFold96 are promising developments that may mitigate this limitation in 
the future. Nevertheless, not only structural but also mechanistic knowledge, 
which may be more challenging and resource-intensive to obtain, is required 
for this type of engineering. In the conceptually simplest case of rational 
engineering, a single residue exchange is introduced into the protein and its 
effect is subsequently evaluated by experiment. An example of this is 
represented by the targeted exchange of a tryptophan residue for an acidic 
aspartate in a Precambrian β-lactamase, which successfully introduced a 
Kemp eliminase activity into the enzyme at a site distant to the β-lactamase 
active site.97 Rational enzyme engineering approaches can incorporate 
features of both positive and negative design, although positive design is more 
common. Negative design in this context describes the strategy of 
purposefully destabilising non-productive catalytic sub-states of a 
conformational ensemble.68 De novo enzyme design also falls under the 
umbrella of rational protein engineering. In this approach, biochemical 
functionality is not adapted from a pre-existing major or promiscuous enzyme 
activity. Instead, optimised transition states are designed from scratch in a 
minimalist active site (“theozyme”) and then grafted into a protein scaffold 
that is suitable to host them.98-101 As of now, many de novo designed enzymes 
don’t reach catalytic efficiency of natural enzymes without further 
optimization,94,102 highlighting that our understanding of catalysis and how it 
is affected by residues outside the active site are still amendable.103 An 
alternative to this bottom-up de novo design approach is based on exploiting 
the catalytic proficiency of cofactors by incorporating them into de novo 

designed scaffolds, such as e.g. heme-based de novo enzymes or 
metalloenzymes.104-106 

3.3.2 Directed evolution (Agnostic engineering)  

On the other end of the spectrum, proteins can be adapted towards a desired 
phenotype in an approach that mimics Darwinian species evolution, 
i.e. several iterations of creating a diverse set of homologous sequences that 
slightly vary from the reference sequence, followed by selection for variants 
with desired phenotypes. In the most pointed manifestation of this directed 
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evolution approach, the positions, amino acid identities as well as amount of 
introduced exchanges are chosen stochastically, which is experimentally 
achieved using error-prone PCR techniques. In principle, no knowledge 
about the reference protein is required other than its sequence, which is in 
stark contrast to the detailed structural and mechanistic knowledge required 
for rational protein engineering. The approach is therefore referred to as 
“agnostic” (meaning unaware or independent of the target enzyme’s 
structure-activity relationship) in the context of this thesis. However, other 
limitations may curb the usage of directed evolution techniques. Considering 
that a vast majority of potential mutations are expected to be detrimental or 
neutral, the diversity of functional proteins generated in a single step, which 
is limited by the error rate of the polymerase and transformation efficiency of 
common laboratory protein production hosts, may not be sufficient to sample 
relevant beneficial mutations. Therefore, fully agnostic directed evolution 
studies typically require multiple rounds of diversification, screening and 
selection, which can be resource-intensive and impede reproducibility of 
evolutionary trajectories. Moreover, the phenotypic outcome of the 
mutations need to be amenable to high throughput screening, e.g. by coupling 
a particular enzyme trait to a host organism’s survival (such as β-lactamases 
conferring antibiotic resistance) or by generation of a colorimetric or 
fluorescent read-out for quantification of protein function. Despite such 
limitations, there are countless studies that have successfully employed 
directed evolution to improve major, promiscuous or de novo designed 
functions of enzymes.102,107,108  Moreover, multiple semi-rational approaches 
have been developed to focus directed evolution libraries on more narrow 
function-enriched sequence space. This can for instance be achieved by smart 
recombination of functional gene segments,109,110 confining random 
mutagenesis to a relevant protein domain or by site-saturation mutagenesis of 
positions that are recognised to be relevant by structure or sequence analysis 
(such as iterative and combinatorial active site saturation testing).111,112   

3.4 Engineering of protein stability   

3.4.1 Structure-based approaches 

Enhancing protein stability is a very common protein engineering objective 
and as for other objectives, rational, semi-rational and agnostic approaches 
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for improving stability are available. In directed evolution approaches, 
thermostability can be selected for by exposing library variants to heat prior 
to high-throughput screening of protein function to identify variants that 
maintain their functional fold at high temperature.113 One example is 
represented by the increase of a terpene cyclase melting temperature by 12 °C 
using two rounds of directed evolution with a fluorescent activity reporter 
probe.114 Moreover, protease susceptibility of surface-displayed libraries has 
been proposed as a high throughput assay to probe protein stability,115 which 
may be useful in the context of directed evolution.  

As described in chapter 1.2 multiple structural factors contribute to the 
relative stabilisation of a protein’s ground state or destabilisation of unfolded 
states, resulting in the protein assuming its native fold in a particular 
environment. Therefore, the engineering of protein thermostability can often 
be successfully performed using structure-guided rational approaches, such as 
enhancing core packing with large hydrophobic residues, introduction of 
surface-charges, rational design of hydrogen bonding networks or the 
rigidification of mobile structural elements using prolines and disulphide 
bonds.14,116,117 A timely example is the structure-based stabilisation of the 
major surface antigen of the severe acute respiratory syndrome coronavirus 2 
(SARS-CoV-2), which in its wild type form is highly unstable and challenging 
to work with in the laboratory (see chapter 4.1.1).118,119 The energy scoring 
function used by Rosetta software120 is fairly accurate at predicting protein 
stability based on structural denominators and some proteins that were 
designed de novo using this software suite exhibit remarkable stability,121-123 
with an early example being the designed Top7 fold.12 However, redesign of 
an existing mesophilic protein’s stability can be much more challenging, since 
naturally evolved epistatic effects may not be immediately apparent and can 
result in loss of protein folding or function when introducing purportedly 
stabilizing mutations.  

3.4.2 Sequence-based approaches   

In contrast to structure-based protein stabilisation, which is dependent on a 
high-resolution structure, sequence-based approaches rely on phylogenetic 
information rather than structural input. Consensus sequence design 
describes the concept of selecting the most common residue at any given 
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position based on a multiple sequence alignment of homologous sequences 
and has frequently resulted in highly stable protein variants.124,125 The 
rationale behind the method is the assumption that the conservation of a 
particular amino acid identity at a given position across multiple protein 
orthologues likely indicates that this residue is relevant for protein stability 
and function and has thus been positively selected for, since it would 
otherwise have been cleared by genetic drift. However, several studies have 
observed that proteins generated by the consensus sequence approach show 
compromised activity or do not optimally express or fold.126,127 This may be 
partly due to the reason that epistatic networks in consensus sequences are 
disturbed, which can impact an enzyme’s dynamics.128,129 Moreover, one 
major methodological drawback with the consensus sequence design 
approach is the risk of oversampling particular phyla for which many 
sequences are available in databases, which biases the alignment.128,130 
Another issue identified with the generation of consensus sequences lies in 
the lack of reproducibility in deriving the consensus sequence, since 
subjective input regarding frequency cut-offs at positions with multiple 
residue options and the choice of remaining non-conserved positions can 
have a large impact on consensus sequence generation.128        

It is important to mention that methods that combine structural 
considerations with phylogeny guidance, such as PROSS131 or FireProt132 
have shown great success. The emergence of AlphaFold as openly accessible 
tool for reliably predicting protein structure,96 is likely to make proteins for 
which no structure is resolved more amenable to such hybrid approaches.  

3.4.3 Ancestral Sequence Reconstruction    

Ancestral sequence reconstruction (ASR) is a method used to study proteins 
that represent shared ancestors of a group of assumed descendant extant 
sequences. The idea of reconstructing and experimentally studying ancestral 
proteins was originally proposed by Pauling and Zuckerkandl in 1963133 and 
the first reconstructed gene was experimentally characterised in 1995.134 
While the technique was mostly employed to study the evolutionary history 
of certain genes in the beginning, it has recently seen a surge in interest as 
applied protein engineering technique.  
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ASR represents a sequence-based method that not only takes into account a 
multiple sequence alignment like in consensus sequence design, but also the 
phylogenetic relationship between the included sequences, thereby 
accounting for epistatic interactions and co-evolution of amino acid residues. 
In a typical ASR workflow, a phylogenetic tree is constructed based on 
available sequences as well as statistical and evolutionary models. Different 
approaches can be employed to construct the tree (discussed in more detail 
in Chapter 5.1.1), followed by sequence inference at nodes, which represent 
so-called ancestors. Since information harboured by the entire phylogenetic 
tree is used for reconstructing sequences at nodes, oversampling of closely 
related sequences in the multiple sequence alignment has less impact on the 
overall inferred sequences.   

One of the most commonly observed features across multiple ASR studies 
and reviews is that proteins corresponding to reconstructed ancestral 
sequences (herein referred to as ancestral proteins) often are more 
thermostable than extant (meaning present-day) homologues, yet often show 
similar activity levels to extant proteins.130,135-139 For instance, reconstructed 
ancestral Elongation Factor Tu showed a similar dynamic profile to an extant 
thermophilic homologue, indicating that epistatic networks required for 
protein function appeared to be captured in reconstructed ancestral proteins, 
which was not the case in the consensus sequence control.129 Thomson et al. 
point out that thermostability as a phenotypic outcome in reconstructed 
ancestors was found to be remarkably robust across multiple studies that have 
analysed the impact of different method-related biases on the 
reconstruction.130,140 The utility of reconstructed, stable ancestors that behave 
similarly to extant homologues is particularly relevant for protein 
pharmaceuticals, as shown for coagulation factor VIII.141 A reconstructed 
mammalian ancestral factor VIII shared a large amount of predicted B-cell 
epitopes with the extant human protein, thus reducing the potential for 
unwanted immunogenic responses to replacement therapy. Simultaneously, 
cross-reactivity of the ancestral proteins with inhibitory antibodies in plasma 
of patients with haemophilia A was reduced compared to using human 
factor VIII.  
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The structural and evolutionary reasons for increased stability in many 
ancestral proteins are frequently discussed. Several studies have observed a 
correlation between particular structural traits in individual ancestral proteins 
and ancestral thermostability.130 Examples include increased hydrophobicity 
in ancestral EF-Tu proteins,142 salt bridges formed in ancestral and 
thermostable extant adenylate kinases143 or the reduction of nonpolar 
accessible surface area and increased inter-subunit salt bridges and hydrogen 
bonds in ancestral nucleoside diphosphate kinase.130,144 In contrast, other 
studies did not observe clear structural changes between ancestors and extant 
proteins that would allow to pinpoint the role of individual residues or types 
of interactions.130,145 Apart from the structural aspects underlying ancestral 
thermostability, several hypotheses regarding its evolutionary origin exist. 
One common hypothesis is based on the observation that, during certain 
stretches of time, ancient Earth was considerably warmer than today,140,146 
necessitating a general thermophile-like behaviour in proteins, which then lost 
thermostability due to absence of evolutionary pressure throughout 
mesophilic speciation as Earth cooled down. This hypothesis is supported by 
the fact that many ancient Precambrian enzymes display increases in melting 
temperatures (20 – 30 °C) that are challenging to achieve with other 
approaches such as rational structural engineering.136,138,145,147 However, 
increases in protein stability can sometimes also be observed for younger 
ancestors.130 Another important factor that may contribute to ancestral 
protein stability lies in the fact that they may have been required to fold in the 
absence of highly specialised and proficient protein folding and homeostasis 
machineries.128,147 As discussed in Chapter 1.3, such folding-assisting systems 
can buffer the accumulation of destabilising mutations and therefore likely 
contributed to the evolution of marginal stability in many mesophilic proteins. 
This hypothesis of unassisted ancestral folding seems to be supported by the 
observation that many ancestral proteins are observed to be more soluble and 
obtained more easily in higher yields in both prokaryotic and mammalian 
expression systems,139 indicating that they misfold less frequently. For 
instance, a higher expression per transcript was observed for ancestral factor 
VIII production in mammalian cells,141 suggesting a reduction in futile folding 
cycles leading to protein degradation. Finally, a correlation between protein 
stability and protein evolvability has been observed.17,148 This is partly due to 
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the fact that stable proteins are able to maintain their fold (and thus function), 
even if several destabilising mutations occur. This is exemplified by the 
observation that an extant Rubisco species did not tolerate mutations well 
when subjected to a directed evolution regime (76 % inactive clones), whereas 
a reconstructed ancestral Rubisco species only exhibited 26 % inactive clones, 
when subjected to the same treatment.149 It may therefore also be plausible 
that emerging stable protein variants more frequently continue evolving 
towards new functions and thus become ancestral proteins by definition. 
These three hypotheses behind ancestral protein stability – Earth 
temperature, unassisted protein folding and evolvability of stable proteins – 
do not exclude one another.  

The described properties of reconstructed ancestral proteins, such as stability, 
solubility and functionality, make ASR a suitable protein engineering 
technique both as a standalone approach as well as in conjunction with other 
agnostic or rational engineering approaches. The number of cases in which 
ASR has been used to engineer proteins has continuously increased in the 
past decade.130,139,147 Some examples of enzymes engineered for improved 
thermostability comprise cytochrome P450s,138 haloalkane dehalogenases,137 
PETase150 or an amino acid binding protein for development of an L-arginine 
biosensor.151 Similarly, ASR has been utilised to obtain more soluble proteins, 
which typically manifests itself in higher expression yields in heterologous 
production hosts, as shown for example for endo-β-glucanase,152 or the 
ancestral factor VIII discussed above.141 These properties also make ancestral 
enzymes highly suitable for structural studies and many crystal structures of 
ancestral proteins have been reported.129,136,153,154 Several studies have used 
ancestral proteins as starting point for further engineering by directed 
evolution, such as DNA-shuffling of ancestral clouds of cytochrome P450s 
(a collection of several plausible ancestral sequences representing the same 
node),138 directed evolution of Rubisco149 and evolution of a reconstructed 
phytase as additive for animal feeds.155 Other studies have used ancestral 
proteins as robust scaffolds for rational (re)design, such as the design of a 
de novo Kemp eliminase activity in ancestral β-lactamases,97 redesign of 
binding sites for fluorescence-based biosensors151 or tailoring substrate 
activity in L-amino acid oxidases156. In the work presented in this thesis, 
proteins reconstructed by ASR were used as robust scaffolds for further 
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engineering, namely grafting of domains with important surface epitopes 
from extant viruses into ancestral scaffold antigens (paper I), as well as 
engineering selectivity in a stable ancestral terpene cyclase based on structural 
considerations (paper III).        

3.5 Protein and enzyme engineering in biomedical 
applications    

The tools and principles that have been employed in the field of biocatalytic 
research in principle also extend to biomedical applications. Among the 
properties of protein therapeutics that can be improved by engineering, 
stability is particularly relevant. Protein stability has implications for 
therapeutic dose effects in vivo (increased bioavailability and half-life, reduced 
susceptibility to proteases), drug administration (decreased requirement for 
frequent administrations, new routes of administration, easier handling during 
administration) as well as logistics and cost of manufacturing, distribution and 
storage (production yield and purity, shelf-life).157 The in vivo benefits of 
enhanced protein stability also apply to proteins that are administered 
indirectly in the form of ribonucleic acids (RNA). This particular field has 
recently experienced a surge in interest due to the rapid development and 
approval of first-generation mRNA vaccines against SARS-CoV-2 during the 
Covid-19 pandemic.158 In the broad sense, protein and enzyme engineering 
can be applied in biomedical contexts for improving (i) antibody therapeutics 
(ii) synthetic biology circuits (iii) non-antibody protein therapeutics and 
(iv) immunogens for next-generation vaccines. Iterative improvement of 
target affinity in antibodies (or other binders) for treatment of e.g. cancer or 
auto-immune diseases is frequently performed by directed evolution in 
iterative rounds of diversification and affinity enrichment.159 Synthetic 
biology circuits describe a highly heterogeneous group and involve 
applications as diverse as programmable chimeric antigen receptor (CAR-)T 
cells for personalised cancer therapy, engineered transcription factors for 
gene therapy, optogenetic switches and many more, as reviewed by Bojar and 
Fussenegger.160 Engineering of non-antibody protein therapeutics and 
immunogens will be introduced in more detail in the following two sections.  
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3.5.1 Non-antibody protein therapeutics  

Many human diseases are caused by the total lack, reduced availability or 
compromised biological activity of particular endogenous proteins. Protein 
replacement therapy describes the administration of modified or non-
modified proteins to supplement the compromised protein function in 
patients. The first example of successful protein replacement therapy was the 
administration of recombinant human insulin to diabetes patients, which was 
approved by the U.S. Food and Drug Administration (FDA) in 1982. 
Recombinant enzymes can also serve as protein drugs, which is particularly 
relevant in the treatment of metabolic disorders. Initially, such efforts focused 
on substituting deficient proteins with homologues from other species or 
recombinant human proteins. In recent decades, protein engineering has been 
applied to further improve the stability, targeted delivery and immunogenicity 
of protein and enzyme therapeutics, as reviewed by Dellas et al.157 An example 
of agnostic protein engineering applied to a therapeutic enzyme is the directed 
evolution of phenylalanine ammonia lyase towards improved protease 
resistance for treatment of phenylketonuria.161 Examples of rational 
engineering include the computational redesign of an endopeptidase towards 
high acid-tolerance and gliadin activity for treatment of coeliac disease and 
the rational engineering of a microbial uricase towards high activity and low 
immunogenicity (via engineering of biochemical modification sites) for the 
treatment of gout.162,163 Ancestral sequence reconstruction has recently been 
applied to several protein drugs, including the stabilisation of Factor VIII in 
coagulation therapy,141 improvement of immunogenicity in stable ancestral 
uricases for gout treatment,164 generation of highly active ancestral 
iduronate-2-sulfatase for treatment of Hunter syndrome as well as stable 
Phe/Tyr-ammonia lyases for treatment of phenylketonuria.165,166 Although 
protein replacement therapy is not directly discussed in this thesis, these 
examples underline the potential of ancestral sequence reconstruction as a 
tool to improve protein drugs and thus the technique’s transferability from 
biocatalytic to medical applications.  
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3.5.2 Immunogen engineering  

Immunogen engineering is a field that aims to improve protective immune 
responses of vaccines by avoiding B-cell immunodominance and eliciting 
broadly protective antibodies against quickly mutating viruses.167 Typical 
examples of immunodominance are the preferential production of antibodies 
against the rapidly mutating head-domain, rather than the conserved 
stem-domain of antigens such as influenza hemagglutinin (HA) or against the 
post-fusion rather than the infectious pre-fusion conformation of fusion 
protein antigens such as respiratory syncytial virus (RSV) F protein. 
Immunogen engineering efforts require a high degree of knowledge about the 
antigen of interest and the immunogenicity of its different epitopes. In 
general, rational engineering approaches aim to direct the immune response 
towards epitopes that are known to elicit broad protection. Immunofocusing 
by negative design involves removing undesired epitopes by truncation 
(e.g. subunit vaccines against SARS-CoV-2 using only the receptor binding 
domain (RBD) of the spike protein168 or stem-only mini-HAs169) or masking 
them with engineered glycosylation sites.170,171 Positive design approaches are 
centred on increasing the specific response towards the desired epitope. 
Examples constitute the selective unmasking of otherwise glycan-shielded 
epitopes172 or grafting the desired epitope (e.g. a conserved stem HA-epitope) 
into a homologous antigen (e.g. from a non-circulating influenza strain) or an 
unrelated structural scaffold.173 The rationale behind this grafting approach is 
that such chimeric antigens will cause immunogenic competition between the 
novel epitopes (originating from the scaffold antigen) and the grafted epitope. 
Due to memory for the latter from previous infection or vaccination, the 
expansion of the respective memory B-cell repertoires supersedes maturation 
of naïve B-cells towards the novel epitopes, even if the grafted epitope was 
previously sub-dominant. Such a chimera approach for influenza HA has 
been shown to elicit broadly protective antibodies in mouse immunisation 
studies.174 In fact, the careful co-ordination of prime and boost 
immunisations with similar but different immunogens generally appears to be 
a promising route for the immunofocusing on sub-dominant epitopes.175-177 
Caradonna and Schmidt point out that it is critical to obtain a more profound 
understanding of how the antigenic distance between the prime and boost-
antigens (i.e. how many antibody interactions they share) affects the efficacy 
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of heterologous prime-boost regimes.167 Focusing the immune response on 
important pre-fusion epitopes by stabilisation of metastable surface 
glycoproteins in the pre-fusion conformation represents another common 
immunofocusing strategy. This approach was first applied to influenza HA in 
the 1990s by rationally designing prolines and artificial disulphide bridges into 
dynamically rearranging protein domains.178,179 Since then, this approach has 
been applied to many other viral antigens,180-183 including the prominent 
example of stabilising SARS-CoV-2 spike protein by two or six rationally 
designed proline residues (S-2P184 and HexaPro,118 respectively, see chapter 
4.1.1). In paper I, the SARS-CoV-2 spike protein was stabilised in the closed 
pre-fusion conformation using ancestral sequence reconstruction in absence 
of the respective proline residues. In a next step, the RBD domain (Wuhan 
wild type sequence) was grafted into the ancestral scaffolds, replacing the 
ancestral RBD domains. Both the ancestral antigens as well as the RBD-
grafted ancestral antigens bound antibodies from convalescent patient blood 
sera, the latter with neutralising capacity. This finding indicates that ancestral 
sequence reconstruction represents a promising avenue towards the 
recapitulation of conserved epitopes in immunogens, which has also been 
suggested based on the broad protection that engineered virus strains 
displaying ancestral H5N1 influenza antigens elicited in ferrets.185 In this 
context, it is interesting to mention that influenza H5 HA antigens designed 
by an iterative consensus approach were also shown to confer broad 
protection against diverse influenza H5 isolates.186-188 Since the ancestral spike 
proteins incorporate sequence information from several sarbecoviruses, they 
are likely compatible and adaptable to accommodate RBD-domains of newly 
emerging SARS-CoV-2 variants and sarbecoviruses. Importantly, ancestral 
spike antigens may also represent interesting vaccine candidates for boosting 
sub-dominant B-cell repertoires against conserved epitopes from prior 
immunisation (either by vaccination or natural infection).  
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4 – Proteins and Enzymes in this Thesis  

4.1 Spike protein  

In early 2020 the World Health Organisation declared the spread of Covid-19, 
the disease caused by the novel coronavirus SARS-CoV-2, a global pandemic. 
As of February 2023 more than 6.8 million Covid-19 related deaths have been 
reported worldwide,189 the estimated number including unreported or 
undetected cases being between 16.7 and 27.3 million.190 Several 
developments have curbed death tolls since 2022, among others the 
establishment of herd immunity (achieved from previous infection and 
roll-out of vaccines) as well as concomitant displacement of the original 
strains by highly contagious but less lethal sub-strains. 

4.1.1 Structure and stabilisation of the SARS-CoV-2 spike protein   

SARS-Cov-2 is an RNA-virus and carries its cargo in a membrane envelope 
that is decorated with several membrane proteins. The trimeric spike protein 
(S protein) which protrudes from the viral surface in high density is the most 
distinctive surface antigen and gives the virus its name of being crowned 
(adorned). This heavily glycosylated fusion protein mediates viral 
phagocytosis and is functionally equivalent to e.g. HA in influenza, or the 
F protein in paramyxoviruses. The S protein mediates viral entry into the cell 
by binding to the human angiotensin-converting enzyme 2 (ACE2), 
whereupon it rearranges from its metastable pre-fusion conformation to the 
stable post-fusion conformation.191 The S protein is anchored to the viral 
membrane with an extended stalk-like domain (S2 subunit), which is covered 
by a globular head-like domain (S1) that faces the target cell surface. The S1 
subunit consists of the RBD that engages the ACE2 receptor as well as the 
N-terminal domain that packs against the RBD of the neighbouring 
monomer. The N-terminal domain (NTD) shows the lowest sequence 
conservation within the family of β-coronaviruses.192 The individual 
monomers of the RBD-trimer can transiently undergo a hinge-like motion 
from the tightly packed stable “down-conformation" to an exposed less stable 
“up-conformation”, in which state they are accessible to the receptor. The 
same movement has also been identified in structural studies of the closely 
related β-coronaviruses SARS-CoV and Middle East Respiratory Syndrome 
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coronavirus (MERS-CoV).193,194 Upon binding to the receptor, the S protein 
is cleaved into its subunits by a target cell protease at a furin cleavage site, 
resulting in shedding of the soluble S1 subunit. The virus membrane-bound 
S2 subunit subsequently folds back onto itself, driven by the multimerisation 
of two so-called heptad repeat (HR) domains. This folding motion pulls the 
viral membrane closer towards the host cell membrane, enabling fusion of 
the two.    

The native S protein is intrinsically unstable and challenging to work with due 
to its low expression yields in mammalian expression systems. McLellan and 
coworkers (and others) introduced two proline mutations into the S2 fusion 
domain to prevent its dynamic rearrangement in analogy to the stabilization 
of other viral glycoproteins described in chapter 3.5.2.184,195 The positions to 
mutate were directly inferred from sequence alignment to homologous 
β-coronavirus spike proteins, for which this stabilization strategy had 
previously been successful.183,196 This modification is commonly known as the 
“S-2P” variant of the protein. The Pfizer and Moderna mRNA vaccines both 
encode the S-2P modification of the spike protein,197 without which the 
antigen is highly instable. By further removing the furin cleavage site and 
fusing a viral trimerisation domain to the C-terminus of the exodomain, the 
authors succeeded in stabilizing the protein in the pre-fusion conformation 
and obtained a 3.5 Å cryo-EM structure.184 This structure revealed that the 
RBD was predominantly in a one-RBD-up conformation. Despite 
stabilisation of this variant relative to the native S protein, expression yields 
and stability of the S-2P variant were still very low. The authors therefore 
used the obtained structure as basis for further rational engineering, 
introducing additional prolines, disulphide bonds, cavity-filling mutations and 
salt bridges.118 In this rational design approach 100 structure-guided single 
residue variants of S-2P were generated, expressed and characterised and the 
most beneficial mutations were subsequently combined to yield the HexaPro 
variant, which carries four additional proline mutations to S-2P. This final 
variant exhibited 10-fold higher expression yields, 5 °C increase in melting 
temperature and tolerated storage at room temperature and multiple 
freeze-thaw cycles.118 In a similar approach, Langedijk and coworkers 
stabilised the S protein in the pre-fusion conformation using rational 
mutations including several proline substitutions.119  
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In paper II, two reconstructed ancestral S proteins were found to reside 
exclusively in the all RBD-down pre-fusion conformation, as confirmed by 
2.6 and 2.8 Å resolution cryo-EM structures. 

4.1.2 SARS-CoV-2 vaccines based on the spike protein    

The S protein forms the basis of most vaccines that are approved or currently 
under development.197 Many anti-S antibodies elicited by previous infection 
and/or vaccination that bind to the RBD are neutralising, which means that 
they can block ACE2 binding upon (re-)infection with the virus.  Early studies 
in the pandemic indicated that monoclonal antibodies directed against the 
RBD of SARS-CoV S protein did not bind to the RBD of SARS-CoV-2 
S protein, despite them sharing a high degree of structural homology and 
sequence similarity (high conservation of ACE2-binding residues).184 This 
finding indicated that small differences in the RBD can render the 
coronavirus S protein immune to established immune responses. Indeed, the 
RBD sequence is heavily mutated in SARS-CoV-2 sub-strains reported this 
far which has resulted in a certain degree of immune evasion.198 Antibodies 
directed against the S2-domain or non-RBD epitopes on the S1-domain 
might additionally confer non-neutralising protection by mechanisms such as 
antibody-dependent cellular cytotoxicity, phagocytosis and complement 
activation.199 

4.2 Terpene cyclases   

4.2.1 Terpenes and terpenoids  

Terpenes and terpenoids comprise a vast and highly diverse and abundant 
group of natural compounds that are mainly produced in secondary 
metabolism of plants, several bacteria and fungi and a few insects while 
animals proceed through intermediate steps of terpene synthesis. Terpenes 
consist of elongated fused isoprene (C-5) units (Fig. 3A) that are arranged into 
one or several rings of varying stereochemical complexity (Fig. 3B). 
Classification of terpenes is performed based on the amount of fused 
isoprene units into mono- (C-10), sesqui- (C-15), di-(C-20), sester- (C-25), 
tri-(C-30), sesqua- (C-35) and tetraterpenes (C-40) or polyterpenes (which are 
less common).  
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Figure 3.  Examples of  terpenes and terpene cyclases.  (A)  In terpene biosynthes is  
DMAPP and IPP are condensed to form GPP. Condensat ion with addit ional  molecules  
of  IPP resul ts  in  e longated terpene substrate  chain of  vary ing lengths of  which a few 
examples are shown. (B)  Examples of  cycl ic  terpenes and terpenoids of  different  chain 
lengths .  (C) Representat ive structures  of  the α-fold,  which is  typical  for  c lass  I  terpene 
cyclases  (SvS-A2 shown) and the βγ-fold,  which is  typica l  for  c lass  II  terpene cyclases  
(hOSC shown).  Inner and outer  barre l  hel ices are shown dark blue and gold,  
respect ive ly .  
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Terpenes are frequently decorated with functional groups, in which case they 
are referred to as terpenoids (for simplicity, both terpenes and terpenoids are 
referred to as terpenes in this work). The variation of factors such as terpene 
length (C-5 to C-40), the number of rings (1-5), size of the different rings, 
stereochemistry and potential functional groups affords a high number of 
possible combinations, explaining the vastness of terpenes identified to date 
(>80.000 compounds)200. In fact, terpenes together with flavonoids make up 
the largest group of natural compounds. Owing to their structural diversity, 
terpenes have a broad array of different physiological functions and 
properties.  

Terpenes fulfil ecological functions as diverse as plant hormones, insect 
deterrents, light-harvesting in photosynthesis,  attraction of pollinators, 
membrane regulators, biosynthetic building blocks and have even been 
suggested to initiate natural cloud seeding.201 Due to their hydrophobicity and 
size, many terpenes are volatile and thus responsible for the typical fragrance 
of coniferous trees and plant essential oils. Their taste and fragrance 
properties make them popular additives in the food (e.g. limonene, 
steviol-derivatives) and cosmetic (e.g. menthol) industry. Moreover, terpenes 
are responsible for many beneficial health effects and are the active ingredient 
in essential oils that have been used in traditional herbal medicine for 
centuries. For instance, many terpenes display antibacterial activity 
(e.g. limonene, eucalyptol, menthol, sabinene, carvone and oleanolic acid). 
Other pharmaceutical properties that attract industrial pharmaceutical interest 
comprise antiviral (isoborneol, borneol, betulinic acid), antiparasitic 
(artemisinin), anti-inflammatory (α-Phellandrene, Ginsenoside), analgesic 
(menthol) and antitumorigenic (perillyl alcohol, geraniol, paclitaxel) activities 
(some examples shown in Fig. 3B).202,203 Last but not least, the industrial use 
of terpenes also expands to pest control, biofuels as well as environmentally 
friendly solvents and starting points for polymer materials.204,205   

Terpenes are synthesised via one of two routes in Nature – the mevalonate 
pathway (which is common in all domains of life) and the 
methyl-erythritol-phosphate pathway (which is more common in prokaryotes 
and some plants). Both pathways converge in the production of the C-5 
building blocks isopentenyl pyrophosphate (IPP) and dimethylallyl 
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pyrophosphate (DMAPP) which form the linear terpene substrate geranyl 
pyrophosphate (C-10) in a condensation reaction (Fig. 3A) that is catalysed 
by prenyltransferase enzymes. The fusion of additional C-5 units or fusion of 
two molecules of geranyl pyrophosphate give rise to linear terpene substrates 
of varying chain length (Fig. 3A). In the most complex step of terpene 
biosynthesis the linear substrates are then cyclised to the complex ring 
structures discussed above. The family of enzymes that perform the last step 
in terpene biosynthesis is the terpene cyclases family.   

4.2.2 Class I and II terpene cyclases    

Terpene cyclases (TCs) catalyse the cyclisation of the linear terpene substrates 
to the plethora of structures discussed above via the formation of an initial 
carbocation followed by several cascade-like carbocationic cyclisation steps, 
which results in the position of the charge being moved around the ligand. In 
many TCs, the cyclisation steps are accompanied by methyl- and hydride 
shifts, further contributing to the structural diversity created by these 
enzymes. Based on the mechanism by which the initial carbocation is 
generated, terpene cyclases can be classified into class I and class II terpene 
cyclases. The former group initiates ionisation by metal cofactor-mediated 
abstraction of the terminal pyrophosphate group, whereas the latter initiates 
ionisation by protonation of a terminal double bond or epoxide group 
mediated by a catalytic aspartic acidic residue.200 Both classes of enzymes then 
transiently stabilise subsequent carbocation intermediates mainly through 
cation-π interactions with aromatic residues that line the active site. Moreover, 
it is well established that the active site serves as template to pre-fold the 
substrate into a conformation that facilitates cyclisation.200     

Terpene cyclases of both classes consist of α-helical folds. A symmetric 
α-helical bundle of eight helices that harbour a central active site cavity is 
characteristic for class I TCs (Fig. 3C).200,206 The so called α-fold may have 
arisen from gene duplication of a 4-helix bundle protein.207 In contrast, class 
II TCs harbour the active site at the interface of two fused α-helical folds, 
referred to as β- and γ-fold, respectively (Fig. 3C). While these two domains 
are highly similar, they are not identical and also likely evolved from a gene 
duplication event.200 The α-fold is typical of class I TCs, however some class 
I TC representatives have also been observed in combinations of α, β and 
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γ-domains such as αβ or αβγ and some class II TCs have been described to 
have an αβγ arrangement. In several of these examples one or two domains 
represent inactive evolutionary remnants.200,206,208  Independent of the domain 
architecture, TCs are observed to assume different oligomeric states, such as 
monomers (e.g. bacterial ent-copalyl diphosphate synthase,209 class II di-TC 
with βγ-architecture), dimers (e.g. (+)-bornyl diphosphate synthase,210 class I 
mono-TC with αβ-architecture) or hexameric (fusicoccadiene synthase,211 
mixed class I/class II di-TC with  αα-architecture).   

Class I TCs catalyse the cyclisation reaction of linear terpene substrates by 
metal cofactor assisted abstraction of the terminal pyrophosphate group. 
Most frequently, a tri-magnesium ion cluster fulfils this role, although in a few 
cases transition metal ions such as cobalt and manganese have been described 
to assume this function.200 The metal ions are coordinated by two highly 
conserved metal binding motifs – the so called “aspartate rich DDxx(x)D” 
and the “NSE (or DTE)”-motifs, which are located on opposing walls on the 
top of the active site. In contrast, class II TCs initiate carbocation formation 
by metal-independent general acid catalysis at the interface of the β- and 
γ-domains, resulting in protonation of a double bond or epoxide group on 
the linear substrate. Many but not all class II TCs harbour the catalytic 
aspartate residue in a DxDD motif that is similar yet unrelated to the 
DDxx(x)D in class I TCs.200 Besides these well-known signature motifs of 
TCs, several sub-groups of TCs carry additional sequence motifs that have 
been associated with different functions. These motifs include e.g. the QW-
motif in triterpene cyclases, which has multiple occurrences in bacterial 
squalene hopene cyclase as well as in human oxidosqualene cyclase and is 
thought to confer additional enzyme stability due to side-chain stacking.212 
Another example is the “RY-dimer” located ca. 80-90 residues downstream 
of the NSE-motif in bacterial class I terpene cyclases, which was described to 
assist in binding of the substrate pyrophosphate group.213,214 Apart from these 
conserved motifs, TCs generally show little sequence conservation and 
clusters of plant terpene cyclases that were high in sequence similarity did not 
correlate with chemical similarity of the formed products.215      
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Many terpene cyclases have been reported to exhibit very low kcat (<< 1 s-1) 
or kcat/KM values,216 which may reflect the secondary metabolite nature of 
terpenes. Due to the complexity of their reaction mechanism, rational 
engineering is challenging. Many studies on terpene cyclase engineering focus 
on improving the flux through metabolic pathways leading up to terpene 
synthesis,217-219 whereas fewer studies report direct engineering of 
thermostability and catalytic properties of terpene cyclases, e.g. by site-directed 
mutagenesis in the active site,37,220 or directed evolution.114     

4.2.3 Human oxidosqualene cyclase  

Human oxidosqualene cyclase (hOSC) is a class II triterpene cyclase that 
catalyses the cyclisation of the linear triterpene (S)-2,3-oxidosqualene to the 
tetracyclic terpenoid lanosterol in a single enzymatic step encompassing eight 
intermediates and nine transition states.221 The enzyme is also referred to as 
lanosterol synthase and homologues exist in most animals, yeasts, prokaryotes 
(squalene-hopene cyclase) and plants (cycloartenol synthase). All steroids are 
metabolically derived from lanosterol (and cycloartenol in plants), including 
cholesterol, sex hormones, corticosteroids and the vitamin D precursor, 
which are all crucial molecules in human health and disease (as well as 
phytosteroids and saponins in plants, many of which are of industrial interest).  

Human oxidosqualene cyclase is a butterfly-shaped enzyme, in which the two 
wings are made up by similar, yet non-identical domains that harbour the 
active site at the domain interface (Fig. 3C, right panel).222 The enzyme 
represents the archetypical βγ domain architecture of class II TCs. Each 
domain consists of an αα-barrel with an inner and outer ring of 5 or 6 
α-helices, the axis of which extends from the figurative nick of the butterfly 
wing to the domain interface. The N-terminus of the enzyme consists of a 
loop and β-sheet that insert between the two domains at the active site. 
Domain 1 is anchored to the membrane of the endoplasmic reticulum via a 
helix that inserts into the membrane in a perpendicular fashion as well as by 
surrounding hydrophobic patches on the protein surface. The substrate is 
abstracted from the membrane through a hydrophobic access tunnel that 
extends directly to the active site.  
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The cyclisation cascade is initiated by protonation of the epoxide group on 
the substrate by a catalytic aspartate residue (D455) in domain 2 that is 
acidified by two adjacent cysteine residues.222,223 The cyclisation cascade then 
proceeds through multiple carbocation intermediates, forming the four sterol 
rings in a consecutive manner. The second part of the reaction involves 
several hydride and methyl shifts, which also proceed through carbocation 
intermediates.221 The active site is lined with multiple aromatic residues that 
are critical in stabilising these reactive carbocation intermediates but also serve 
as a template for a productive substrate binding pose,221,222,224 which is 
particularly important given the substrate’s large size (C30) and amount of 
freely rotatable bonds.200 Finally, the last cation intermediate is deprotonated 
to yield lanosterol, most likely via Y503 that relays the proton to the catalytic 
base H232, which is located in domain 1.   

Since the hOSC reaction is the first dedicated as well as the most complex 
step in cholesterol biosynthesis, its reaction mechanism has been subject of 
intensive research ever since the 1960s.225,226 Paper II investigates the role of 
solvent entropy in the hOSC reaction.  

4.2.4 Spiroviolene synthase     

Spiroviolene synthase (SvS) from Streptomyces violens is a bacterial class I 
diterpene cyclase that catalyses the cyclization of the linear diterpene 
geranylgeranyl pyrophosphate (GGPP) to the spirocyclic compound 
spiroviolene in a single enzymatic step encompassing six intermediates. The 
enzyme and its product were first described by Rabe et al., who further 
characterised the intermediates that occur along the reaction trajectory using 
Nuclear Magnetic Resonance (NMR) studies.227 

Three ancestors of SvS were reconstructed in 2018, of which the variant 
SvS-A2 (2 nodes upstream of the extant enzyme in the phylogenetic tree) 
showed the most interesting properties from an enzyme engineering point of 
view.126 This ancestral TC could be obtained at higher yields and showed an 
increase in thermal stability (melting temperature increased by 13 °C).    
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In paper III the structure activity relationship of SvS-A2 was studied by 
X-ray crystallography, molecular mechanics simulations of all reaction 
intermediates and mutagenesis studies and used as a basis to construct a high 
fidelity homology model of the extant SvS enzyme.   

4.3 Fructose-1,6-bisphosphatase    

Fructose-1,6-bisphosphatase (FBPase) is a ubiquitous enzyme that catalyses 
the irreversible hydrolysis of fructose-1,6-bisphosphate (FBP) to 
fructose-6-phosphate (F6P). Mammalian FBPase was first described in 1943 
and despite being initially considered an ancient and simple enzyme from 
carbohydrate metabolism it has now been recognised that the enzyme 
performs multiple complex tasks in animal cells.228,229   

4.3.1 Classes of FBPases 

FBPases can be grouped into five classes based on their phylogenetic 
distance.230 Several prokaryotes, such as E. coli have been described to harbour 
FBPases from several classes (e.g. class I/II or class II/III).  

Class I FBPases are the most widespread and occur in eukaryotes and 
bacterial prokaryotes. Examples of class I FBPase are e.g. pig kidney FBPase 
or the gene product of fbp in E. coli. In prokaryotes, animals and plants, class 
I FBPase is located in the cytosol and catalyses FBP hydrolysis in the context 
of gluconeogenesis reverse to the phosphofructokinase reaction of 
glycolysis.231-233 Members of this enzyme family are characterised by the 
FBPase-fold and bind three divalent metal ions (such as Mg2+, Mn2+ or Zn2+) 
in their active site. Class I FBPases are highly sensitive to inhibition by AMP 
(IC50 values in the low micromolar range) and regulation of FBPase is 
important to avoid futile cycles of FBP hydrolysis and synthesis in 
gluconeogenesis and glycolysis, respectively. Plants harbour a second class I 
FBPase isozyme, additionally to the gluconeogenic cytosolic one, which 
localises to the chloroplasts.234 Chloroplast class I FBPases are also 
metal-dependent but function in the context of the Calvin-Benson-Bassham 
cycle (Calvin cycle), the most prominent CO2-assimilating pathway in 
autotrophic organisms. The chloroplast enzymes share high sequence 
similarity with cytosol FBPases but are insensitive to AMP inhibition. 
Additionally, an inserted loop above the active site introduces a 
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conformational switch that is dependent on the redox state of two 
disulphides, rendering chloroplast FBPases sensitive to activation by 
thiol-reductants such as dithiothreitol (DTT) instead.235,236 These two types 
of class I FBPases – AMP-sensitive and DTT-insensitive cytosolic FBPase 
and AMP-insensitive and DTT-sensitive chloroplast FBPase are the only 
FBPases that occur in eukaryotes, whereas prokaryotes can also carry 
representatives of other classes of FBPase.      

Class II FBPases occur in different prokaryotes, such as the gene products of 
glpX and yggF in E. coli. Representatives of this class contain a FBPase_glpX 
domain that is similar to the core fold of lithium sensitive phosphatases.237 
They share little sequence identity to class I FBPases (e.g. E. coli class I and II 
FBPases share only 10% sequence identity), despite adopting a similar overall 
layered αβαβα structure.233 The gene product of E. coli glpX was shown to be 
insensitive to AMP but sensitive to phosphate.230 Some bacteria, such as 
M. tuberculosis, only possess class II FBPase to perform gluconeogenesis, 
whereas the biological role of class II FBPase in bacteria that have both class 
I and II FBPases is not exactly clear, even though they are also believed to 
contribute to gluconeogenesis.233 For instance, the depletion of chromosomal 
class II FBPase in E. coli still sustained growth on gluconeogenic substrates, 
whereas depletion of class I FBPase did not.  

FBPases of class III, IV and V occur in bacteria such as B. subtilis, archaea and 
thermophilic prokaryotes, respectively.238     

4.3.2 Bifunctional F/SBPase  

Several bifunctional FBPases have been described in proteobacteria and 
cyanobacteria.237 These enzymes additionally catalyse the hydrolysis of 
sedoheptulose-1,7-bisphosphate (SBP) and are therefore referred to as 
F/SBPase. Both reactions occur in the Calvin cycle and are catalysed by two 
separate enzymes in plants.  

The first confirmed bifunctional F/SBPase was described in 
Cupriavidus necator, a facultatively chemolithoautotrophic betaproteobacterium 
in 1995.239 While the bifunctional enzyme was required for autotrophic 
growth, a separate FBPase gene that is not linked to the Calvin cycle operon 
is assumed to perform gluconeogenesis in this organism.239,240  Bifunctional 
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F/SBPase has also been reported in photoautotrophic cyanobacteria such as 
Synechocystis sp. PCC6803 (referred to as Synechocystis in this work) and 
Synechococcus sp. PCC7942 (referred to as Synechococcus in this work).241,242 The 
dual F/SBPase is essential for survival in cyanobacteria and is predicted to be 
important for Calvin cycle flux.242,243 In line with this observation, several 
studies have observed enhanced photosynthetic activity in high light 
conditions in microalgae and plants, when overexpressing cyanobacterial 
F/SBPase.244-246 No molecular evidence for active site discrimination between 
FBP and SBP has been observed this far.247    

A phylogenetic analysis performed in 2012 suggested to group bifunctional 
F/SBPases into two separate classes in analogy to mono-functional FBPases 
(chapter 4.3.1).237  Proteobacterial F/SBPases (such as C. necator F/SBPase) 
should be referred to as class I F/SBPases since they contain the typical 
FBPase domain of class I FBPases. Cyanobacterial F/SBPases (such as 
synechocystis FBPase) should be referred to as class II F/SBPases since they 
contain the FBPase_glpX domain of class II FBPases. Paper IV studied the 
metabolite regulation of F/SBPase from C. necator (class I) and Synechocystis 
(class II) and implications for the flux through the Calvin cycle.  

4.3.3 Unique biochemical characteristics of cyanobacterial F/SBPase   

Cyanobacterial F/SBPases occupy a unique position within the FBPase family 
and exhibit low sequence identity to other common FBPases. In a 
phylogenetic tree they cluster closest with FBPases from sulphate and 
sulphur-metabolizing bacteria.237   

SynF/SBPase (class II F/SBPase) assumes a homotetrameric AMP-stabilised 
T-state in which AMP binds between each two monomers at the central 
tetramer interface and the substrate binds at the surface of each monomer 
(see Feng et al. and paper IV for a figure).248 The structure of the 
corresponding R-state is not available. The residues involved in substrate 
interaction are conserved in E. coli glpX, whereas the residues involved in 
AMP binding are not.     

SynF/SBPase is not closely related to class I chloroplast FBPases (<10 % 
sequence identity) but is assumed to fulfil a similar role, as it was observed 
that the enzyme was activated by DTT similar to the chloroplast enzymes.248 
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Although a model has been proposed,248 the molecular mechanism of redox 
activation is not yet fully established.247 Surprisingly, synF/SBPase is also 
inhibited by low micromolar concentrations of AMP in analogy to cytosolic 
FBPases,248 whereas chloroplast enzymes and also E. coli glpX - the closest 
non-cyanobacterial homologue - are insensitive to AMP. The synF/SBPase 
AMP-binding site is distinct from that of cytosolic FBPases, highlighting that 
the two AMP regulatory mechanisms are likely the product of convergent 
evolution. SynF/SBPase therefore combines redox regulation and AMP 
regulation, which are features that are representative of photosynthetic 
chloroplast FBPases and gluconeogenic cytosolic FBPases, respectively. Since 
only one type of FBPase was identified in Synechocystis thus far, this unique 
double regulation may indicate that the enzyme fulfils a dual role in both 
metabolic pathways with respective associated regulatory signatures.242,248,249 
In Synechococcus in contrast, both mono and bi-functional FBPases have been 
observed.241 A double metabolic role of synF/SBPase is likely associated with 
a high degree of additional regulatory mechanisms. In Paper IV the 
metabolite regulation of synF/SBPase was studied in detail.  
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5 – Background on Methods in this Thesis  

5.1 Computational techniques  

5.1.1 Ancestral Sequence Reconstruction  

As described in chapter 3.4.3 the sequences of ancestral proteins can be 
computationally inferred to study protein evolution or as protein engineering 
tool. In the following, the ASR workflow is discussed, comprising selection 
of extant sequences, multiple sequence alignment (MSA), construction of a 
phylogenetic tree and inference of ancestral sequences.130  

In a first step, a set of homologous amino acid or nucleotide sequences is 
retrieved from sequence databases, including a few sequences from a related 
outgroup. Note that in this context homology (i.e. an evolutionary relationship 
via shared ancestry) is typically assumed from sequence similarity. In paper I 
the basic local alignment search tool (BLAST) algorithm250 was used to find 
homologous amino acid sequences of the SARS-CoV-2 S protein, including 
distantly related sequences of mink coronaviruses as outgroup. While it is 
generally preferred to include as many homologous sequences from as many 
taxa as possible,251 the inclusion of too diverse sequences can increase the 
uncertainty of the following alignment. Likewise, the inclusion of too similar 
sequences, such as single residue mutants of a protein does not add much 
evolutionary information relevant for the entire protein family, while biasing 
the alignment, due to overweighting of the represented sequence. An example 
of this is represented by SARS-CoV-2 S protein sequences obtained from 
different clinical isolates of the same sub-strain in paper I. To improve the 
quality of the included set of sequences, it is advisable to generate an initial 
multiple sequence alignment (MSA, see next paragraph) with all sequences, 
followed by manual exclusion of too diverse and similar sequences as well as 
redundant entries and sequences that contain obvious artefacts from non-
curated database entries (e.g. frame shift mutations or long insertions or 
deletions). Also very short sequences that align only to a section of the 
remaining sequence alignment should be excluded at this step. The removal 
of such sequences facilitates a more accurate alignment of the remaining 
sequences252 and as Thomson et al. point out, “the sequence collection is 
perhaps the one most important factor influencing the quality of the 
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inference”.130 Typically, several iterative cycles of MSA and sequence removal 
are performed to select the final set of sequences. While this step is necessary 
to improve the quality of alignment and accuracy of reconstruction, it 
introduces a user bias into the method and thus reduces reproducibility.  
Automated tools such as e.g. for alignment trimming may aid in counteracting 
such biases,253 but cannot completely replace the manual sequence curation 
step.  

Next, the final set of sequences is aligned using a software to perform MSA. 
The alignment is scored using amino acid substitution matrices, such as the 
BLOSUM matrix that judge the likelihood of specific amino acid 
substitutions.254 The quality of the alignment greatly influences the accuracy 
of constructed phylogeny and consequently the final inference.255,256 
Alignment accuracy in turn is directly impacted by the quality of input 
sequences (where erroneous insertions and deletions have been shown to be 
particularly problematic) and to a lesser extent by the chosen alignment 
algorithm.130 In paper I the MUSCLE (Multiple Sequence Comparison by 
Log-Expectation) algorithm257 was used to construct the MSA.  

The MSA is then used as basis for inferring the evolutionary relationship 
between all extant sequences. In paper I a maximum likelihood algorithm 
(see next paragraph) was used for construction of the phylogenetic tree in 
IQ-Tree.258 In maximum likelihood approaches, tree generation is performed 
in multiple replicates (500-2000) and bootstrap values on each branch are 
used to assess the proportional replicate frequency and thus reliability of the 
indicated local topology. It is important to note that the phylogenetic tree in 
the described workflow is based on a single gene or protein (gene tree) and 
does not necessarily correspond to the phylogenetic tree that reflects how the 
respective organisms evolved as a whole (species tree).130   

Finally, the sequences of proteins in all ancestral nodes are inferred. Three 
common statistical approaches are used for this purpose, among which 
maximum likelihood methods are the most widely used. Maximum parsimony 
approaches minimise the total number of amino acid exchanges required to 
give rise to the observed phylogeny.259 This method is one of the oldest used 
for ASR. However, it is not frequently used to date, given the fact that the 
method does not account for uneven amino acid substitution likelihoods as 
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well as evolutionary trajectories involving multiple residue exchanges at the 
same position.130 Maximum likelihood approaches take into account the 
different likelihoods of specific amino acid substitutions, which are 
summarised in empirical substitution matrices (evolutionary models). Such 
evolutionary models also account for the fact that not all positions evolve at 
the same rate by sampling from a model-dependent evolutionary rate 
distribution function. A maximum likelihood algorithm maximises the 
probability of each amino acid identity in an ancestral node, so that it would 
give rise to all derived extant amino acid identities in the equivalent position, 
considering the given tree topology and evolutionary model.92 Since there is 
no way to predict which evolutionary model applies to the given phylogeny, 
an initial fitting step is typically performed to asses which model produces the 
highest overall likelihood with the given dataset. Many maximum-likelihood 
ASR software packages such as MEGA260 (used in paper I) incorporate the 
most common evolutionary models, including e.g. the Dayhoff,261 Le and 
Gascuel262 (LG) Whelan and Goldman263 (WAG, used in paper I) or 
Jones-Taylor-Thornton264 (JTT) models. Despite the availability of multiple 
evolutionary models, the difference between these models was found to affect 
the inference accuracy less strongly than the MSA.265 In summary, maximum 
likelihood approaches result in a single sequence estimate for each ancestral 
node, in which the most likely amino acid identity from the probability 
distribution at each position is selected As such, the reconstructed sequence 
constitutes a representation of different possible ancestral states rather than 
the actual ancestral state. The method does not reflect uncertainties in the tree 
and evolutionary model but for the purpose of reconstructing ancestral 
proteins for engineering, the reported accuracy of maximum likelihood 
approaches may be considered sufficient.266,267 Finally, Bayesian inference 
approaches are similar to maximum likelihood approaches but address such 
uncertainties by simultaneously sampling ancestral amino acid identities and 
differences in the provided tree and evolutionary model to provide posterior 
probability distributions at each position. While the results are considered 
accurate, this third statistical approach is computationally expensive.   

It is important to keep in mind that one of the greatest factors confounding 
the generation of accurate phylogenetic trees (and hence ASR) is horizontal 
gene transfer (alongside gene duplication/loss and gene fusion/fission 
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events268), which is common in bacterial evolution.269 The occurrence of 
horizontal gene transfer interrupts the assumed directionality of evolution, 
according to which all extant proteins derive from a last common ancestor in 
separate branches that are independent of one another. One way to address 
such issues is to consolidate the information from the inferred gene tree at 
hand with a species tree that accounts for more complex evolutionary events, 
an approach for which several algorithms have been developed.268     

5.1.2 Caver  

Caver 3.0 is a software used to identify and describe tunnels (pathways from 
the surface to an internal cavity) and channels (pathways from the surface to 
another area on the surface) in dynamic protein structures.270,271 Such 
pathways may serve as transport routes for ligands, ions or solvent to the 
protein centre and dynamically change with time.271-275  

The software considers all atoms in a static protein structure as spheres of 
equal radius (equivalent to the smallest atom radius of the entire structure) in 
a Voronoi diagram - a 2D geometrical representation of the protein structure, 
in which centres of polygons correspond to the atom spheres and edges of 
polygons are set to equally divide the space between two adjacent centres. 
Tunnels or channels are geometrically determined as lowest-cost paths along 
vertices and edges in the diagram, connecting a user-defined starting 
coordinate to the bulk solvent. The cost in this context is defined by the 
probability of transportation along the identified pathway and is set to prefer 
short and wide tunnels. After the lowest-cost tunnel is identified, all pathways 
within a specified distance around it are discarded to avoid redundancy before 
the next-lowest-cost tunnel is identified. All paths along Voronoi edges that 
exceed a user-defined lower-limit radius are excluded from the analysis. The 
pathway is visually represented in 3D by a sequence of spheres along the 
pathway axis, in which each individual sphere extends to the protein’s Van-
der-Waals surface, thus showing the maximum size of a spherical probe that 
could move along the tunnel.  
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In a first step all pathways are identified in each of a provided ensemble of 
aligned protein structures (i.e. snapshots from Molecular Dynamics (MD) 
simulations). Next, the identified pathways are clustered across the entire 
ensemble and ranked by increasing cost of the cluster averaged over the total 
amount of snapshots (“priority”). Finally, characteristics of individual tunnels, 
such as their position-dependent radius and bottle-neck radius, length and 
cost are output per static structure and the frequency and priority of clusters 
across the ensemble is also indicated, allowing their dynamic analysis. 

Modifying the transport through tunnels has been used to engineer e.g. 
substrate specificity and enzyme activity and can be achieved by mutating 
bottleneck residues to modify tunnel diameter or changing the side-chain 
properties of tunnel-lining residues.276-279 In paper II, Caver 3.0 was used to 
identify and modify solvent access tunnels to the active site in a human 
triterpene cyclase.  

5.2 Experimental techniques to assess protein stability and 
solubility  

The proteins in this thesis were expressed recombinantly in E. coli BL21(DE3) 
(papers II, III and IV) as well as human embryonic kidney cells (Expi293F) 
(paper I). Stability and solubility of purified proteins were determined using 
the techniques described in this chapter. 

5.2.1 (nano-) Differential Scanning fluorimetry  

Differential scanning fluorimetry (DSF) quantifies the thermal unfolding of 
proteins via shifts in fluorescence that occur when the protein structure 
unwinds. The method allows determination of a melting temperature (TM) 
that quantitatively reflects protein stability and can be used to compare 
protein variants or the same protein at different conditions. Conventional 
DSF, which was used in paper I, is based on the fluorescent signal produced 
when an organic dye (SyproOrange) binds to hydrophobic residues in the 
protein that become accessible as a consequence of unfolding.280,281 The 
melting temperature (TM), which is the temperature at which half of the 
protein population is denatured, is quantified as the midpoint of the 
fluorescence increase. NanoDSF (paper I, III and IV) quantifies the change 



69 | Background on methods in this work 

 

in intrinsic fluorescence of buried tryptophan (and to a lesser extent tyrosine) 
residues (emission peak at 330 nm) that occurs as they become exposed to 
the solvent as a consequence of thermal unfolding (emission peak of surface-
exposed tryptophan residues is 350 nm).280,282 In nanoDSF the TM is 
determined as the temperature at which the F350/F330 ratio (ratio of 
fluorescence at 350 and 300 nm, respectively) changes most rapidly, 
corresponding to the maximum of its first derivative. The nanoDSF device 
used in this thesis (Prometheus NT.48, NanoTemper Technologies) further 
measures thermal aggregation alongside unfolding by detecting the 
back-reflection (backscattering) of a light beam that passes the sample twice 
and is influenced by sample turbidity.283 Such aggregation data are presented 
for different antigens in paper I and for a Calvin cycle enzyme in paper IV.  

5.2.2 Thermal shift and aggregation assays  

A thermal shift assay compares a protein’s TM in absence and presence of a 
ligand or cofactor, based on the notion that the ligand stabilises the 
protein.281,284 Such changes may occur both as a result of thermodynamic 
stabilisation as well as conformational changes induced by such an interaction. 
In paper IV a thermal shift assay was used to verify binding of several 
metabolites to two purified proteins. Moreover, a thermal aggregation assay, 
which is based on the same principle but using backscattering data as a 
readout instead of fluorescence data (see Chapter 5.2.1), was also performed 
in the same paper.  

5.2.3 Dynamic Light Scattering  

Dynamic light scattering (DLS) is a technique used to determine the size of 
particles in suspension based on the measurement of scattered light at a 
particular angle.285 More specifically, the technique measures fluctuations in 
the measured scattering intensity over time that occur as a result of Brownian 
particle motion. From these fluctuations the particle’s hydrodynamic radius 
(radius of a sphere that would diffuse at the same velocity as the particle) can 
be calculated from the diffusion coefficient. Since the intensity of angularly 
scattered light is inversely proportional to the particle radius to the sixth 
power, this method is particularly sensitive to large particles even when 
present in small quantities, making the technique suitable for detection of 
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aggregates in protein samples.285,286 While the resolution of DLS is not 
sufficient to differentiate individual oligomeric states of a protein, the method 
allows to measure the heterogeneity of the sample, which is quantified as the 
polydispersity index (PDI). A low PDI (< 0.25) indicates monodispersity, 
i.e. a homogenous sample population, whereas higher PDI values (0.25-1) 
indicate the co-presence of particles of different sizes. In paper I DLS was 
used to assess solubility (i.e. the absence of aggregates) of different antigens 
both directly after purification as well as during storage at different 
temperatures.       

5.3 Enzyme assays  

The most straightforward way to determine the rate at which enzymes catalyse 
reactions is to quantify either the amount of consumed substrate, generated 
product or both over time. 

5.3.1 Detection by Gas Chromatography  

In paper II and III, gas chromatography coupled with flame ionisation 
detection (GC-FID) was used to quantify the concentration of substrates 
(paper II) as well as products (paper II, paper III) in enzymatic reactions to 
calculate the rate of their change over time. This method is based on the 
chromatographic separation of volatile analytes by temperature, which are 
burnt upon elution from the column, producing an electrical signal in the 
detector that is proportional to the sample amount.287 Absolute sample 
quantities can be calculated by comparing elution peak areas to those of a 
standard curve recorded at identical experimental conditions. Alternatively, 
the sample concentration can be calculated by relating the sample peak area 
to that of an internal standard (Int Std) of known concentration (typically an 
alkane of medium chain length), which is spiked into the sample solvent or 
the reaction mixture. In that case, a relative response factor (RRF), which can 
be measured (paper II) or calculated288 (paper III), is required to adjust for 
compound-dependent differences in ionisation response upon combustion, 
according to equation 17. 

 17 
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The identity of products in paper II and III were ascertained using a mass 
spectrometry (MS) detector, which is connected within the same GC 
instrument. Moreover, paper III used the relative retention time of the 
analytes compared to an alkane standard mix to calculate their linear retention 
indices,289 which represents a system- and method-independent value that can 
be used to determine analyte identity in reference to literature values.  

Prior to their detection by gas chromatography, compounds need to be 
extracted from aqueous reaction mixtures using organic solvents, such as 
ethyl acetate for more polar compounds (lanosterol, paper II) or hexane for 
hydrophobic compounds (spiroviolene, paper III).  

The volatility of some compounds may need to be enhanced by derivatisation 
in order for them to be separated by GC.290 Derivatisation methods describe 
the chemical modification of polar groups, such as e.g. esterification or 
amidification of carboxylic acids to decrease polarity. A very efficient way of 
enhancing compound volatility is the formation of trimethylsilyl ethers from 
alcohols using N-Methyl-N-(trimethylsilyl)-trifluoroacetamide 
(MSTFA).290,291 This silylation derivatisation was used to enhance the volatility 
of lanosterol in paper II.  

5.3.2 Detection by Malachite Green assay  

In paper III and IV, a Malachite Green assay was used to quantify product 
concentrations.292 This widely-used phosphate detection assay is based on the 
generation of a complex between inorganic phosphate (such as released by 
phosphatase activity in paper IV), malachite green and ammonium 
molybdate. This complex, which is formed under acidic conditions, absorbs 
light at 620-650 nm. By quantifying the colorimetric signal with a 
spectrophotometer in relation to a linear phosphate standard curve, the 
amount of phosphate in the reaction can be determined. In paper III the 
inorganic pyrophosphate released by the enzyme was first hydrolysed to 
inorganic phosphate by adding an inorganic pyrophosphatase to the reaction 
buffer prior to colorimetric detection.292   
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5.3.3 Kinetic analysis  

In papers II-IV kinetic parameters were obtained by quantifying initial rates 
(i.e. the linear accumulation of product over time) at different substrate 
concentrations. Data were fit to equations 10 and 14 using non-linear 
regression to determine kinetic parameters kcat, KM, kcat/KM and the Hill 
coefficient. Comparison of quality of fit between the two equations 
(as measured by R2 value) was used to judge whether cooperativity was 
present.  

Since no saturation within the tested substrate range was observed for the 
enzyme in paper II, kcat/KM values were determined from the linear slope of 
the plot, as described in equation 13.  

5.3.4 Eyring transition state analysis  

Equation 18 can be formed from equation 16 using apparent second order 
enzyme rate constants.  

 18 

 
In order to determine activation enthalpy and entropy of hOSC (paper II) 
apparent second order rate constants (kcat/KM) were measured at different 
temperatures. By plotting their logarithm over the inverse absolute 
temperature according to equation 17, the activation enthalpy and entropy 
can be obtained from the slope and intercept of the resulting linear regression, 
respectively. 

 

5.4 Structural Biology  

The aim of structural biology techniques is to determine a high-resolution 
model of a protein’s atomic coordinates in order to visualise its molecular 
structure.    
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5.4.1 X-ray crystallography  

X-ray crystallography is based on the diffraction of X-rays by proteins that 
are arranged in a crystal lattice.293 First, protein samples are prepared at high 
concentration and are then screened with a panel of different crystallisation 
buffers that differ in type and concentration of precipitant. Crystallisation 
describes the ordered precipitation of a protein into a lattice. The crystal is 
then incrementally rotated in an X-ray beam to record diffraction patterns 
from all angles, which is typically performed at specialised national 
synchrotron facilities. Diffraction patterns arise from the constructive 
interference of elastically scattered electrons resulting from the symmetry of 
the crystal. Using sophisticated image analysis software the diffraction 
patterns are combined to infer electron density maps. Typically phase 
information is derived from homologous proteins for which structures are 
available from before (molecular replacement) or from selenomethionine 
residues that are incorporated into the protein structure. Finally, a structural 
model of the protein is constructed by fitting the polypeptide chain into the 
electron density map.   

X-ray crystallography can generally yield high resolution structures of proteins 
across a vast range of sizes. The major bottleneck with this technique lies in 
the unpredictability and potential tediousness of the protein crystallisation 
process, as well as the requirement for a high concentration protein sample.294 
X-ray crystallography was used to determine the structure of a bacterial 
diterpene cyclase in paper III. 

5.4.2 Cryogenic electron microscopy  

Cryogenic electron microscopy (cryo-EM) is a microscopy technique that 
uses a beam of high-speed electrons instead of a beam of focused rays of light 
to image samples, thus overcoming the diffraction limited resolution of 
conventional light microscopy. In single particle analysis,295,296 biological 
samples are prepared in aqueous solution and rapidly frozen into a thin layer 
on a grid by plunge-freezing the sample into liquid ethane. The rapid freezing 
procedure promotes the formation of non-crystalline vitreous (“glass-like”) 
ice and ideally freezes the protein sample in its native conformation. In the 
microscope, electrons pass through the frozen biological sample and are 
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scattered by specimen atoms. In oversimplified terms, interference patterns 
resulting from different scattering centres in the sample are recorded as 2D 
projections on a screen. Since protein molecules are frozen in various 
orientations across the section of vitreous ice, many individual orientations 
are recorded in a single projection. By grouping snapshots of different protein 
orientations within and across many projections recorded over time, they can 
then be averaged to yield higher resolution 2D-images of the protein from 
different angles (referred to as 2D classes). Subsequently, a 3D map of the 
particle electron density is reconstructed from all 2D classes using 
sophisticated image analysis software. Finally, a structural model of the 
protein is constructed by fitting the polypeptide chain into the electron 
density map.   

Cryo-EM has the advantage that structures are resolved in their native 
conformations, thus avoiding artefacts resulting from crystallisation, but is 
somewhat limited to proteins greater than 80-100 kDa in size. Cryo-EM was 
used to determine the structure of trimeric ancestral antigens in paper I. The 
ISOLDE software package was used to model atom coordinates into the 
electron density map using MD simulations with an AMBER force field in 
ChimeraX.297,298      
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6 – Present Investigation   

6.1 Paper I – Design, structure and plasma binding of 
ancestral β-CoV scaffold antigens 

6.1.1 Context within this thesis 

The cryo-EM structure of SARS-CoV-2 S-2P, a pre-fusion stabilised 
SARS-CoV-2 spike protein variant (chapter 4.1.1) was published online in 
February 2020, only months after the first cases were officially reported and 
even before the WHO declared the SARS-CoV-2 outbreak a pandemic.184 
This structure (and others reported shortly after) have greatly facilitated 
understanding molecular details of how SARS-CoV-2 enters its target cells. 
One aspect that may have contributed to this remarkable speed is the fact that 
the two respective proline mutations could be inferred from homologous 
virus proteins, for which the equivalent structure-derived stabilisation had 
been previously reported (see chapters 3.5.2 and 4.1.1). Several studies have 
further improved S protein stability by rational structural protein engineering, 
such as e.g. introducing disulphide and salt bridges or improving packing of 
residues in the protein core.118,119,299-301 Not discounting the value of these 
studies, which have been essential for development of vaccines and 
treatments, these approaches all share the limitation of requiring previous 
knowledge about the general biology and structure activity relationship of 
coronavirus spike proteins.  

In this context, we wondered if the stabilisation effects generally observed in 
reconstructed ancestors (including several therapeutic proteins 
(chapter 3.4.3 and 3.5.1)) would also apply to the highly unstable 
SARS-CoV-2 S protein. The rationale behind this approach is two-fold. 
Firstly, this approach obviates the need for available structural and functional 
knowledge, as it is based exclusively on available sequence information. The 
required screening effort is also expected to be minimal, since reconstructed 
ancestral proteins are typically folded and functional (see Thomson et al.130 for 
a schematic). An ASR-based antigen stabilisation approach would therefore 
be particularly useful in the case of an emerging virus for which the surface 
antigen cannot be stabilised based on previous structural knowledge. 
Secondly, ancestral proteins consolidate sequence information from several 
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related species or even entire clades (depending on the age of the ancestor). 
An ancestral antigen is therefore likely to accurately capture conserved 
epitopes, which would make it a suitable vaccine candidate for 
immunofocusing (chapter 3.5.2). This property is particularly important in 
light of the SARS-CoV-2 S protein’s rapid real-time evolution, resulting in 
highly mutated strains that evade prior immunity.       

6.1.2 Investigation 

In a first step, a phylogenetic tree was constructed using the amino acid 
sequences of SARS-CoV-2 S protein homologues, most of which were 
available at the onset of the pandemic. Next, ASR was performed using a 
maximum likelihood approach and the sequences of ancestors (referred to as 
ancestral scaffold antigens (AnSAs)), corresponding to nodes 3, 5, 6 and 9 
upstream of the SARS-CoV-2 S protein were retrieved (see appended 
manuscript for the tree). The evolutionary history of the SARS-CoV-2 virus 
and its S protein is complex and recombination events involving e.g. the 
S protein RBD from strains outside of the sarbecovirus clade have been 
reported.302 Since these more complex evolutionary events are not accounted 
for in the employed evolutionary model, the presented phylogenetic tree 
cannot be used to make conclusive observations about SARS-CoV-2 
evolution. This methodological simplification was however considered 
tenable in the context of this study given the primary aim of using ASR as a 
straightforward sequence-informed protein engineering technique, rather 
than a fully accurate account of SARS-CoV-2 evolution. A reconstruction 
excluding those sequences from the alignment that were not available at the 
beginning of the pandemic produced almost identical ancestral sequences for 
AnSA-5 and -6. In line with β-coronavirus sequence diversity being greatest 
in the NTD (chapter 4.1.1), we observed that the ancestors differed most 
strongly from the WT protein in this domain (43-70% sequence identity) as 
well as in the RBD (49-77% sequence identity).  

In agreement with multiple studies that have observed enhanced expression 
yields of ancestral proteins in laboratory host strains (see chapter 3.4.3), 
AnSA-5 and -6 could be expressed in high yield and purity in Expi293F cells, 
which were in the same range as observed for HexaPro (data shown in 
appended manuscript). In contrast, AnSA-3 showed lower yields than 
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HexaPro and AnSA-9 could not be detected by SDS-PAGE, which is why 
further discussion will focus on AnSA-5 and -6. As mentioned in 
chapter 4.1.1, HexaPro was obtained from an extensive library screening 
approach, whereas the two highly-expressing proteins in this study were 
obtained after testing four variants. Moreover, DLS experiments indicated 
that AnSA-5 and AnSA-6 exhibited similar polydispersity indices and a 
somewhat higher ratio of soluble to aggregate peak than HexaPro (data 
shown in appended manuscript). 

The structural integrity of AnSA-5 and -6 was assessed using cryo-EM, readily 
yielding 2.6 and 2.8 Å 3D reconstructions, respectively. Both proteins were 
found in the locked pre-fusion conformation with all three RBD domains in 
the down-conformation (shown for AnSA-5 in Fig. 4). A high local resolution 
extending to surface-exposed loop regions allowed a detailed structural 
analysis, especially in AnSA-5. When mapping the ancestral mutations onto 
the structure, it becomes apparent that these are primarily located on the 
surface in the S1 subunit (Fig. 5A). Moreover, many of these mutations are 
involved in hydrogen bonds close to domain interfaces within and across 
monomers (Fig. 4A, Fig. 5B). One example, shown in the bottom left inset 
of Fig. 4A, is the hydrogen bond between S284 in the NTD and the backbone 
of F310 close to the RBD in the same monomer. The respective segments are 
further hydrogen bonded to the SD2 domain via T604 and Q602, such that 
the three loops at the triple domain interface are stabilised. Another example, 
which is shown in the top right inset of Fig. 4A, is a hydrogen bond network 
between two residues in the RBD of one monomer (S386 and E490) and one 
residue in the NTD of the neighbouring monomer (K226). For a detailed 
discussion of additional examples the reader is referred to the appended 
manuscript. In contrast to the rational stabilisation approaches discussed 
above, which focus on physically locking dynamic regions via targeted 
individual mutations, it appears that AnSA-5 and -6 are mainly stabilised by 
inter-domain hydrogen bonding networks.      
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Figure 4.  Cryo-EM structure of  AnSA-5.  (A) Top and s ide v iew of AnSA-5 e lectron 
densi ty  map.  In each chain of  the tr imer the NTD is  coloured in a  l ighter  shade,  the 
RBD in a darker  shade and the remaining monomer in an intermediate  shade (blue for  
chain A,  green for  chain B and purple  for  chain C) .  Part icular  motifs  d iscussed in 
more deta i l  in  the appended manuscr ipt  are  coloured ye l low and orange.  Interdomain 
hydrogen bond networks are shown as insets  with Cα atoms of ancestra l  mutat ions 
highl ighted in pink (dark pink i f  they enable a  novel  hydrogen bond v ia  s idechains  
with different  propert ies) .  A g lycosylat ion on res idue 274 is  omitted for  c lar i ty .  (B)  
Domain overview as  bar  graph (colours  shown for chain A) .  The SD1 and SD2 domains 
are coloured l ight  and dark grey (grey omitted in (A) for  c lar i ty) .  Figure from 
submitted manuscr ipt , 3 0 3  prepared in col laborat ion with J .  Andrél l .  

 

Next, we assessed the suitability of AnSA-5 and -6 as potential immunogens 
by first measuring different correlates of protein stability. DLS measurements 
performed after 30 days storage at 4 °C, room temperature and 37 °C 
indicated that AnSA-5 and -6 remained highly soluble at physiological 
temperatures, whereas HexaPro showed an increase in the relative amount of 
aggregates (Fig. 6). Importantly, both AnSA-5 and -6 interacted with blood 
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plasma samples of convalescent Covid-19 patients (Fig. 7), albeit with lower 
affinity than observed for HexaPro, which may be due to the heavily mutated 
ancestral RBD domains. It is highly likely that the antibodies in patient plasma 
samples bind to conserved epitopes that are shared among HexaPro, AnSA-
5/-6 and the S-protein of the respective SARS-CoV-2-strain that the patients 
encountered.  While such antibodies may not be neutralising per se, they may 
still hold the potential for conferring broad protection by other mechanisms 
of antibody-mediated immunity. AnSA-5 and -6 therefore represent 
interesting immunogen candidates to elicit such antibody repertoires, 
although further experiments are required to confirm this hypothesis.  

 

 

Figure 5.  Distr ibution of  ancestral  mutations on AnSA-5.  Top and s ide v iew of 
e lectron densi ty  map.  (A) All  mutated res idues in AnSA-5 compared to the SARS-
CoV-2 WT S prote in are highl ighted in dark pink.  (B)  Same structure as  in (A) in 
which ancestra l  res idues that  are  not involved in hydrogen bonds are omitted.  
Ancestra l  mutat ions that  have non-s imi lar  or  weakly s imi lar  s ide chain propert ies  and 
form hydrogen bonds v ia  their  s idechains are shown in dark pink,  other mutat ions 
(s imi lar  s ide chain propert ies  or  interact ions v ia  the backbone)  are  shown in l ight  p ink.  
(C)  Same view as  in (B)  with the top-view marginal ly  c l ipped a long the z-axis  
(approximate c l ipping height  indicated by black l ine) .  Figure modif ied from submitted 
manuscr ipt . 3 0 3  
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Figure 6.  Solubil i ty of  HexaPro,  AnSA-5 and AnSA-6 after  4 week storage at 
different temperatures.  DLS part ic le  s ize distr ibut ions are plotted by intensi ty  for 
(A)  HexaPro (B)  AnSA-5 and (C)  AnSA-6.  Averages from f ive technica l  repeat  
measurements are shown and standard deviat ions are shown as coloured area plots .  
(D)  Polydispers i ty  indices  at  d i fferent t ime points  dur ing storage were der ived from 
DLS plots .  Figure from submitted manuscr ipt . 3 0 3  

 
Finally, AnSA-5 and -6 were used as scaffolds to host the Wuhan WT RBD 
domain, thereby replacing the respective ancestral RBD domains, which 
reduced expression yields and solubility but restored ACE2 receptor-binding, 
as quantified by surface plasmon resonance. Nevertheless, expression yields 
were still higher than reported for S-2P. A likely reason for reduced 
expression yields compared to the original AnSAs may lie in the disruption of 
interdomain hydrogen bonds involving the ancestral RBDs, as discussed 
above. The reconstitution of the WT-RBD domain into the ancestral 
background increased affinity between the antigens and convalescent plasma 
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samples (Fig. 8A). Moreover, it is highly likely that this increase is due to the 
added interactions with the WT RBD domain as demonstrated by the fact 
that a plasma sample successfully intercepted binding of these chimera spike 
proteins to the ACE2 receptor in a surrogate virus neutralisation assay 
(Fig. 8B). These results highlight that ancestral spike proteins can serve as 
scaffolds to host the RBD of a modern evolved virus. Since the AnSAs 
comprise sequence information from multiple sarbecoviruses, it is possible 
that they would be compatible with the RBD domains of emerging 
SARS-CoV-2 variants of concern but also novel sarbecoviruses.    

 

 

Figure 7.  Interaction of  HexaPro, AnSA-5 and AnSA-6 with plasma samples of  
convalescent Covid-19 patients.  Binding (from tr ipl icates)  as  quant i f ied by enzyme-
l inked immunosorbent assay .  COVID-19 convalescent plasma samples :  1 (b lue c i rc les) ,  
2  (red squares) ,  3  (green tr iangles) ,  4  (purple  tr iangles) ,  5  (orange diamonds) .  Negat ive 
(pre-pandemic)  plasma samples :  1 (b lack squares) ,  2 (brown tr iangles) .  EC 5 0  va lues  
were obta ined from non-l inear  regress ion and are normal ised to the EC 5 0  value of  
HexaPro per  plasma sample .  Figure modif ied from submitted manuscr ipt , 3 0 3  prepared 
by F.  Zuo and col leagues .  
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Figure 8 .  Interact ion of AnSA-5 and AnSA-6 harbouring the WT-RBD domain with 
plasma samples of  convalescent Covid-19 pat ients .  (A) Binding (from tr ipl icates)  as  
quant i f ied by enzyme-l inked immunosorbent assay .  COVID-19 convalescent plasma 
samples :  1  (b lue c i rc les) ,  2  (red squares) ,  3  (green tr iangles) ,  4  (purple  tr iangles) ,  5  
(orange diamonds) .  Negat ive (pre-pandemic)  p lasma samples :  1  (b lack squares) ,  2  
(brown tr iangles) .  EC 5 0  va lues were obta ined from non-l inear  regress ion and are  
normal ised to the EC 5 0  value of  HexaPro per  plasma sample.  (B)  Surrogate v irus 
neutra l i sat ion assay of  pat ient  sera binding to AnSA-5/6 harbouring the WT-RBD 
domain.  Figure modif ied from submitted manuscr ipt , 3 0 3  prepared by F.  Zuo and 
col leagues .     

 

6.1.3 Concluding remarks  

In summary, paper I highlights that ancestral sequence reconstruction could 
successfully be used to yield stable, soluble and highly expressing S protein 
variants in a straightforward manner. The amount of tested samples was 
considerably reduced compared to conventional rational antigen stabilisation 
approaches and no structural input was required to achieve stabilisations on 
par with reported literature standards. While these reconstructed S proteins 
do not represent actual ancestral evolutionary states, they may constitute 
potentially useful immunological tools.   

Importantly, these ancestral scaffold antigens did not bind to the ACE2 
receptor but interacted with plasma samples of convalescent patients. This 
observation strongly suggests that AnSAs display conserved epitopes on their 
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surface that are recognised by broadly reactive antibodies and likely target the 
S2 subunit. The AnSAs presented in this work may therefore be useful as 
probes to isolate and identify such cross-reactive antibodies. Moreover, they 
may potentially elicit cross-reactive antibody responses when used as vaccine, 
although this hypothesis requires further experimental validation.  

The exchange of the ancestral RBD domain for the corresponding WT 
domain underscores the importance of the reconstructed ancestors as 
scaffolds to be adaptable to emerging sarbecovirus and novel SARS-CoV-2 
strains. Finally, the high fidelity display of such conserved epitopes may make 
AnSAs interesting candidates for boosting sub-dominant antibody repertoires 
from prior immunisations (resulting from vaccination, infection or both) in 
analogy to designed heterologous prime-boost vaccination schemes (see 
Chapter 3.5.2).   

6.2 Paper II – Designed out-of-active site mutations in 
human oxidosqualene cyclase modulate the activation 
entropy and enthalpy of the cyclization reaction  

6.2.1 Context within this thesis 

Human OSC is an essential enzyme in human steroid metabolism and has 
been intensively studied ever since its discovery in the 1960s (chapter 4.2.3). 
Since the enzyme catalyses the first dedicated step in cholesterol biosynthesis, 
it represents an interesting target for treatment of hypercholesterolemia and 
related cardiovascular diseases.304 Statins (HMG-CoA-reductase inhibitors) in 
comparison target sterol biosynthesis several metabolic steps upstream and 
have been associated with causing some (albeit minor) side effects, such as 
myopathies and increased risk of diabetes mellitus.305 As mentioned in 
chapter 3.1, one objective for engineering enzymes is to better understand 
principles of their catalytic mechanisms. By understanding molecular features 
that systematically increase or decrease enzyme activity, novel inhibitor design 
strategies that aim to mimic the effect of engineered mutations may 
potentially be taken forward. Since its structure is known since 2004 and many 
aspects of the reaction mechanism have been identified,200,222 hOSC lends 
itself well to rational engineering approaches.  
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In 2015 and 2020, comprehensive QM-MM/MD studies by Wu and 
colleagues covering all reaction steps have further contributed to clarifying 
mechanistic aspects of this enzyme.221,224 The latter study also pointed out the 
distribution of electrostatic potentials in the active site and enzyme 
intermediates as an important aspect in the reaction.221 As discussed in 
chapter 2.4.3, some enzyme reactions involving charge transfer and 
separation have been associated with positive activation entropy 
contributions to catalysis.46 In fact, a representative of squalene hopene 
cyclases (bacterial hOSC homologues that share ca. 25% sequence identity 
with hOSC) was found to exhibit a large positive activation entropy at its 
physiological temperature (55 °C).50 However, this particular SHC originated 
from a thermophile and as outlined in chapter 2.4.1, it is plausible that 
thermophilic enzyme reactions would benefit more strongly from higher 
activation entropies than mesophilic enzyme reactions. In this work, the 
activation entropy contribution to the hOSC cyclisation reaction, which 
operates at a physiological temperature of around 37 °C, was studied and 
modified using a rational enzyme engineering approach. 

6.2.2 Investigation  

In a first step, the temperature dependence of apparent second order rate 
constants for the hOSC reaction were determined using a kinetic assay 
coupled with GC-FID detection. Next, Eyring transition state analysis 
(chapters 2.4.1 and 5.3.4) was used to determine the activation enthalpy and 
entropy of the reaction from the dataset. Indeed, a positive T x ∆S‡ term of 
+ 7.0 kcal mol-1 (at 37 °C) could be determined (Fig. 9, cyan circles), indicating 
that the transition state of the rate-limiting step (most likely the generation of 
the first carbocation by protonation of the epoxide moiety221) is described by 
more degrees of freedom (i.e. lower degree of order) than the ground state. 
The value is lower than for the thermophilic SHC but in the same order of 
magnitude as reported for E. coli EF-Tu GTPase (at 25 °C).306 The reaction 
was further associated with an activation enthalpy penalty of 22.0 kcal mol-1, 
possibly describing the enthalpic instability of the carbocation generated in 
the first reaction step. 
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Figure 9.  Eyring transit ion state analysis of  hOSC WT and S580W variant.  Plots  
are  based on analys is  of k c a t/KM  va lues at  d i fferent  temperatures .  Data points  are 
obtained from tr ipl icates  (deta i led analys is  descr ibed in appended manuscr ipt) .  
Enthalpy,  entropy and Gibb’s  free energy of  act ivat ion for  the var iants  were obta ined 
from the plot  and are indicated in the table .  The S580W var iant  is  d iscussed further 
below. Figure modif ied from manuscr ipt .    
 

As discussed above, an increase of solvent entropy was identified in the 
enzymatic reaction compared to the un-catalysed reaction in several enzymes 
that have been described to proceed at low activation entropy barriers 
(or even favourable activation entropies). Although computational simulation 
of the un-catalysed OSC reaction and calculation of its associated activation 
enthalpy and entropy are outside the scope of this study, it is reasonable to 
assume that the un-catalysed reaction would be associated with a considerable 
entropy penalty due to the fixation of many freely rotatable bonds in the 
substrate, excluding the substrate as source of positive activation entropy. In 
contrast, the solvent may be a likely source of favourable activation entropy 
in hOSC. In a next step, we therefore studied the hydration of the hOSC 
active site. An intermediate snapshot from MD simulations (based of the 
product-bound crystal structure as proxy for the pre-folded transition state) 
revealed that 15 water molecules were found within a radius of 6 Å from the 
ligand (Fig. 10). These water molecules clustered in proximity to the catalytic 
aspartate (D455) and to a lesser extent in proximity to the catalytic base 
(H232). Positive activation entropy may for instance be achieved by their 
expulsion from the active site or translocation compared to the ground state 
(which is composed of unbound substrate, enzyme and solvent).  
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Figure 10.  Active site hydration in hOSC. Close-up view of the hOSC act ive s i te  
(snapshot 100 of MD simulat ions is  shown).  The prote in backbone is  not  shown for 
c lar i ty .  Lanosterol  i s  shown as cyan st icks ,  aromatic  s ide-chains l in ing the act ive s i te  
are  shown as l ines ,  and cata lyt ic  res idues D455 and H232 are shown as red and blue 
st icks ,  respect ive ly .  Al l  water  molecules  within a  radius of  6 Å of lanosterol  are  shown 
as bal l  and st icks .  Figure from manuscr ipt .    
  

An analysis of cavities in hOSC across the MD simulation trajectory using 
Caver 3.0 software271 (see chapter 5.1.2) revealed multiple prominent tunnels 
approaching the active site from several directions (Fig. 11). The most 
relevant tunnels that could be identified were (T1) the suggested 
re-protonation tunnel, which extends from the active site to the surface 
through the inner α-helical barrel in domain 1 and which was discovered in 
conjunction with the presentation of the hOSC crystal structure in 2004222; 
(T2) a tunnel extending from the same opening as T1 perpendicular to T1 to 
the “top” of the enzyme surface; and (T3) which represents the highly 
hydrophobic substrate access tunnel. Other important tunnels are discussed 
in more detail in the appended manuscript. Many of the observed tunnels, 
including T1 and T2 are lined by hydrophobic residues in proximity to the 
active site (with exception of the catalytic D455 and adjacent cysteine 
residues) but become gradually more hydrophilic when approaching the 
enzyme surface. Therefore, water molecules could be expected to move along 
such tunnels rather quickly without being slowed down by solvation.307  
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Figure 11.  Overview of tunnels in hOSC. The inner α-hel ica l  barre ls  of  both domains 
are coloured in l ight  p ink,  whereas the outer  α-hel ica l  barre ls  are  coloured in wheat .  
The membrane insert ion hel ix  and surrounding hydrophobic surface patch are shown 
as ye l low cartoon.  The substrate  is  shown in cyan st icks and tunnels  are  shown as 
transparent  surfaces .  The hydrophobic substrate  access tunnel  T3 is  shown in ye l low 
s ince i t  i s  d irect ly  connected to the membrane insert ion hel ix .  Water  molecules  within 
a  sphere of  6 Å from lanosterol  are  shown in sphere and st ick representat ion.  For 
f igures of addit ional  tunnels ,  the reader is  referred to the appended manuscr ipt .  Figure 
modif ied from manuscr ipt .   
 

In a next step, we aimed to engineer these cavities by rational design and to 
assess the consequences on activation entropy. Specifically, residues at tunnel 
bottlenecks were identified and mutated to larger residues. One example is 
constituted by the exchange of S580 for a tryptophan, which is discussed in 
more detail below. For the discussion of other variants, the reader is referred 
to the appended manuscript. As intended, the S580W variant showed a 
difference in T2 passing by this residue (Fig. 12). Besides a reduction in tunnel 
diameter, the tunnel hydration was strongly affected. Only three water 
molecules were found within a radius of 3 Å from W581, a residue located at 
the tunnel opening towards the active site (Fig. 12B), whereas nine water 
molecules were found within the corresponding radius in the WT (Fig. 12A). 
This is most likely the result of hydrophobic interactions between the 
introduced W580 and surrounding hydrophobic residues such as Y528, Y530 
and W581 (Fig. 12B). Likewise, active site hydration in proximity to the tunnel 
opening (close to D455) was reduced. Moreover, the ligand was observed to 
localise more closely to hydrophobic residues such as W581 and F696 in the 
active site compared to the WT. In line with these structural observations, a 
drastic change in the activation enthalpy and entropy compared to the WT 
was observed in kinetic experiments. The S580W cyclisation reaction was 
associated with a strong favourable activation enthalpy (-15.5 kcal mol-1), 

whereas the activation entropy was highly unfavourable (-32.2 kcal mol-1 at 37 
°C). The difference to the WT is substantial with ∆WT-S580W∆H‡ of 
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37.5 kcal mol-1 and ∆WT-S580W∆S‡ of 39.2 kcal mol-1 (at 37 °C). Not only was 
the driving force of the reaction reversed in this variant compared to the WT, 
but also the slope of the Eyring plot (Fig. 9, orange triangles). In fact, enzyme 
activity steadily decreased from 22 °C to 37 °C, which is in stark contrast to 
the WT reaction. However, no major difference in the product peak was 
observed by GC (results shown in appended manuscript), indicating that the 
mutation only indirectly affected the reaction. 

 

Figure 12.  Close-up on T2 in (A) hOSC WT and (B) S580W variant.  Images 
represent  snapshots  100 from MD simulat ions .  Lanosterol  is  shown in cyan st icks and 
the mutated res idue 580 as  red st icks .  Hydrophobic res idues l in ing the tunnel  and 
interact ing with W580 are shown as l ight  red st icks.  Figure from manuscr ipt ,  prepared 
by D. Huet ing.  
 
 

Finally, we were interested in studying the interplay between different tunnel 
mutations as well as other types of mutations. In a first step, a small rational 
library of variants that combined each three different tunnel-constricting 
residues was constructed (“KTH”-library), which resulted in mostly inactive 
variants. However, the combination of tunnel residue mutations from this 
library with mutations from an unconstrained library (“DNA”-library) yielded 
several variants (“All”-variants) that showed very low preference for warm 
reaction temperatures over cold temperatures or reversed temperature 
dependence in analogy to the S580W variant (Fig. 13). Interestingly, no major 
changes in solubility or melting temperature were observed among the 
variants of all three libraries, indicating that changes in temperature 
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preference are not the result of changed thermal stability. Moreover several 
of these variants (e.g. the All6-variant, which is discussed in the appended 
manuscript) displayed mutations on or close to the enzyme surface, 
suggesting that surface mutations may allow mutations in tunnels to occur, 
indicating a certain degree of epistasis. While further experiments would be 
required to elucidate the exact structural reason for this finding, initial 
observations from simulations indicate that the active site may change as 
result of the surface mutations.   

 

Figure 13.  Temperature dependence of  hOSC l ibrary variants.  Lanosterol  
format ion by different  hOSC var iants  at  22 °C and 37 °C as  measured by GC-FID. Al l  
var iants  from the three l ibrar ies  that  were act ive at  37 °C in an in i t ia l  screen (KTH-,  
DNA-,  Al l - l ibrar ies ,  see appended manuscr ipt  for  deta i led discuss ion)  as  wel l  as  the 
S443T and S580W var iant  were included.  Data points  are  shown as black dots 
( tr ip l icates  for  react ions at  22 °C,  dupl icates  for react ions at  37 °C) .  The rat io of  
lanosterol  formed at  37 °C over 22 °C is  indicated as  crosses (secondary y-axis) .  Figure 
from manuscr ipt .  
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6.2.3 Concluding remarks  

The results discussed in paper II emphasise the importance of activation 
entropy for the hOSC reaction at physiological temperatures. Moreover, the 
potential movement of active site water molecules that are supplied through 
a network of different tunnels is suggested as likely cause for the positive 
activation entropy. A single residue exchange in a newly identified solvent 
tunnel reduced activation entropy by almost 40 kcal mol-1 compared to the 
WT at the enzyme’s physiological reaction temperature. Moreover, the 
screening of multiple library variants indicated that the activity of such tunnel 
variants at different temperatures may be further modulated by a combination 
of surface residues, which affect the active site in ways that are challenging to 
predict.   

Within the greater context, the results in paper II open up the question 
whether small molecules could be designed to block identified tunnels, such 
as to mimic the effect of the S580W mutation. The rationale behind this 
approach would be that a tunnel obstruction resulting in reversed temperature 
dependence would render hOSC essentially inactive at human body 
temperature. Due to their Nature, tunnels should in principle be accessible 
for small molecules from the enzyme surface, although the respective tunnel 
characteristics would certainly impact effective access.    

Positive activation entropies and their modulation by tunnel-obstructing 
mutations had previously been reported for thermophilic SHC and were 
herein confirmed for mesophilic hOSC.50 One may therefore hypothesise that 
the same trends likely apply to other homologous class II triterpene cyclases, 
such as occur in yeast or plants and produce compounds of industrial interest. 
The consequences of tunnel-mutations on temperature dependence may 
potentially be interesting in the light of expressing such enzymes for 
triterpene production in transgenic plants or cell factories with a different 
temperature optimum.  

 

 



91 | Present investigation 
 

6.3 Paper III – Engineering of Ancestors as a Tool to 
Elucidate Structure, Mechanism and Specificity of Extant 
Terpene Cyclase  

6.3.1 Context within this thesis 

While lanosterol, the terpene discussed in paper II is relevant as endogenous 
steroid precursor in animal physiology, the majority of terpenes are secondary 
metabolites produced in plants, fungi and microbes. Due to their diverse and 
unique properties many of these terpenes are industrially relevant as fuels, 
materials, pharmaceuticals and consumer products (chapter 4.2.1) such as 
e.g. limonene (C-10), artemisinin (C-15) or steviol (C-20). A few terpenes may 
be extracted from natural resources such as pinene from turpentine, a 
by-product of the pulp and paper industry,308 or steviol glycosides from leaves 
of the candyleaf plant. But even though the summed production of all 
terpenes in Nature is immense, the respective quantities of individual terpenes 
can be very low, complicating their extraction (as exemplified by harmful early 
harvest routes of Paclitaxel from bark of the Pacific yew309). Therefore 
heterologous synthesis routes in fast-growing plants or metabolically 
engineered microorganisms, such as e.g. E. coli and Saccharomyces cerevisiae, are a 
topic of intensive research.310-314    

Since many terpene cyclases have been described to exhibit low rates 
(kcat values of less than one turnover per minute) as well as pronounced 
promiscuity, such heterologous production would benefit from using 
engineered terpene cyclases.315,316 Engineering terpene cyclases is further 
desirable from a synthetic chemistry perspective, given their versatility in 
stereospecific carbon bond formations.317 However, engineering efforts are 
impeded by the complexity as well as diversity of terpene cyclase reaction 
mechanisms. Since even slight modifications in the active site architecture of 
terpene cyclases can affect both pre-folding and cation formation,318,319 
structural knowledge about how these enzymes mediate specific carbocation 
transfers in their active sites greatly facilitates their rational 
engineering.315,316,320  
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Given the success of ASR in stabilising many proteins and enzymes (see 
e.g. paper I) and reports of multiple crystal structures of ancestral 
proteins,136,153,154,321,322 we aimed to use this technique in order to obtain a 
terpene cyclase crystal structure as basis for further structure based rational 
engineering of its specificity.  

6.3.2 Investigation 

Spiroviolene synthase (see chapter 4.2.4) is a bacterial class I di-terpene 
cyclase that produces a spirocyclic compound in a single enzymatic step 
involving six intermediates. With a complex reaction mechanism227 as well as 
low catalytic efficiency (109 s-1 M-1)126 SvS represents a typical example of a 
terpene cyclase. Moreover, the enzyme was found to promiscuously accept a 
shorter sesquiterpene substrate (FPP, farnesyl pyrophosphate),126 which it 
converts at a catalytic efficiency of 38 s-1 M-1.  

As discussed above, structural information is highly beneficial for engineering 
terpene cyclases. Due to low expression yields and the protein’s tendency to 
precipitate when concentrating it, we could not obtain SvS at sufficiently high 
concentrations to proceed with crystallisation trials. In a first step we 
therefore determined the crystal structure of SvS-A2 instead, a reconstructed 
ancestor of SvS with an increased melting temperature compared to the WT126 
(chapter 4.2.4), to a resolution of 2.3 Å (Fig. 14A). The enzyme consists of 
two monomeric canonical α-fold domains (chapter 4.2.2) arranged in an 
antiparallel fashion, each harbouring the active site at the centre of the inner 
α-helical barrel. Both SvS-A2 as well as SvS-WT were confirmed to be dimeric 
in solution using multi angle light scattering experiments. Next, a structural 
model of SvS-A2 docked to pre-folded substrate was constructed using 
molecular mechanics simulations (Fig. 14B). The DDxx(x)D-motif (violet in 
Fig. 14B) and the NSE-motif (teal in Fig. 14B) are located across of each other 
on the upper walls of the active site and coordinate the tri-metal Mg2+ cluster 
between them. The metal ion cluster in turn binds to the pyrophosphate 
moiety of the substrate geranylgeranyl pyrophosphate (GGPP).     
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Figure 14.  SvS-A2 crystal  structure.  (A) Dimeric  crysta l  s tructure of SvS-A2 (top 
view) .  Each monomer represents the typica l  α-fold of th is  enzyme fami ly .  Hel ices  in  
monomer A are label led and the inner and outer  α-hel ica l  barre ls  are  coloured blue 
and yel low,  respect ive ly .  Res idues adjacent to unresolved loops are highl ighted as  cyan 
spheres .  (B)  Model  of pre-folded GGPP (blue st icks and spheres)  and the tr i -Mg 2 +  
c luster  (p ink spheres)  docked to the act ive s i te  of SvS-A2 monomer (miss ing loops 
model led) .  The DDxx(x)D- and NSE metal  binding motifs  are  highl ighted in v iolet  
and tea l ,  respect ive ly .  The effector motif  is  highl ighted in green (see appended paper 
for  a  discuss ion of th is  motif ) .  Figure modif ied from Schriever  e t  a l . 3 2 3with permiss ion 
by the journal .       
  

SvS-A2 and SvS-WT share 77% sequence identity and catalyse the same major 
and promiscuous reactions, indicating that the active site is likely highly 
conserved between the two enzymes. Indeed, the majority of ancestral 
mutations in SvS-A2 could be mapped to the enzyme surface, whereas almost 
no ancestral mutations were observed in the inner α-helical barrel. It is 
therefore reasonable to assume that the structure of SvS-A2 would serve as a 
suitable template for obtaining a high quality homology model of SvS-WT. 
However, an initial homology model showed sub-optimal average quality 
scores, which were particularly critical in the regions involving the two metal 
binding motifs (Fig. 15A, “SvS-WT-Hom1”). An analysis of the ancestral 
mutation distribution indicated a surface patch of 5 consecutive ancestral 
mutations at the “bottom” of the enzyme, which is positioned ca. 18 Å away 
from the active site. In an attempt to further increase homology of the 
ancestral protein to the WT, these five residues as well as the only ancestral 
mutation in the otherwise conserved metal binding site were mutated back to 
the extant sequence in an attempt to further increase sequence identity.  
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Figure 15.  Comparison of  different SvS-WT homology models.  Top view (upper 
panel )  and s ide v iew ( lower panel )  of  SvS-WT homology models  constructed us ing  (A) 
the SvS-A2 crysta l  s tructure and (B)  the crysta l  s tructure of  the modif ied surface 
var iant  of  SvS-A2 as  templates .  The thickness of  the cartoon represents  the local  
qual i ty  score of  the model  (Z-score) ,  where a  th icker  cartoon indicates  poorer model  
qual i ty  ( lower Z-score) .  Arrows in the lower panel  indicate  areas  c lose to the 
conserved meta l  b inding motifs  in which the local  Z-score is  improved in  
SvS-WT-Hom2. Figure modif ied from Schriever e t  a l . 3 2 3with permiss ion by the journal .  
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This surface variant displayed similar thermostability to SvS-A2 and its crystal 
structure (2.4 Å resolution) was highly similar to that of the original SvS-A2 
crystal structure. Additionally, 5 out of 17 residues that were unresolved in 
the initial SvS-A2 crystal structure could be resolved in a loop that closes the 
active site. When constructing a homology model of SvS-WT using this 
surface variant structure as template, both the overall quality scores as well as 
the local quality scores in the metal binding motifs improved (Fig. 15B, 
“SvS-WT-Hom2”). This second homology model was finally energy 
minimised using the AMBER force field. 

Both SvS-A2 and SvS-WT catalyse a promiscuous sesquiterpene cyclisation 
(yellow and orange bars, Fig. 16A) alongside the major diterpene cyclisation 
(blue bars, Fig. 16A). Using GC-MS analysis the major product of the FPP 
cyclisation reaction was identified as hedycaryol (detected as its thermal 
rearrangement product elemol), whereas farnesol was detected as a side 
product (see appended paper for details). In competition assays as well as 
single-substrate assays, SvS-A2 was found to show higher relative diterpene 
over sesquiterpene conversion than SvS-WT (Fig. 16A). Likewise, 
computationally determined binding free energies indicated that both 
enzymes had a greater affinity for GGPP than FPP, but that the difference in 
respective binding free energies (∆GGPP-FPP∆Gbind) was greater in SvS-A2 than 
SvS-WT.  The qualitative agreement between preferences in enzymatic 
activity and calculated substrate binding suggest that higher selectivity in 
SvS-A2 compared to SvS-WT may partly stem from differences in substrate 
binding. Due to differences in kinetic behaviour between SvS-A2 and 
SvS-WT126 and between the two different substrates (Fig. 16B,C) it can 
however not be ruled out that rate-limiting steps may differ between the two 
enzymes and therefore impact the respective selectivities.  

 

 



96 | Present investigation 
 

 

Figure 16.  Promiscuous SvS activity.  (A) Formation of product  from FPP and GGPP 
in SvS-WT and SvS-A2 as  measured by GC-FID in s ingle substrate  assays (s tr iped 
bars)  or compet i t ion assays (f i l led bars) .  (B)  Ini t ia l  rates  for  format ion of spiroviolene 
and (C)  hedycaryol  in SvS-A2 were determined at  d ifferent  substrate  concentrat ions .  
Lines represent  data  f i t  to the Hi l l  equat ion (B) and Michael is-Menten equat ion (C) .  
Kinet ic  parameters determined from the f i ts  are  l i s ted in the appended paper .  Error  
bars are from tr ipl icates .  Figure modif ied from Schriever e t  a l . 3 2 3  with permiss ion by 
the journal .  
 

The reaction intermediates from SvS and hedycaryol synthase had been 
previously identified by NMR spectroscopy.227,324 In order to understand 
which residues are responsible for substrate specificity in SvS, these 
intermediates were analysed in the structural context of both the SvS-A2 and 
SvS-WT active sites, which are highly conserved. Snapshots of the different 
intermediates towards spiroviolene formation interacting with the active site 
in SvS-A2 (Fig. 17) and SvS-WT revealed several carbocation-π interactions, 
a common catalytic mechanism in this enzyme family (chapter 4.2.2 
and paper II). For example the first intermediate was observed to be 
stabilised by cation-π interactions involving e.g. W79 and F84 and possibly 
W82 and W156 (Fig. 17). Equivalent analyses of snapshots towards 
hedycaryol formation revealed cation stabilisation in a more confined area of 
the active site, involving the pyrophosphate anion that is eliminated from the 
substrate in the first reaction step as well as F84, which is conserved in related 
bacterial class I sesquiterpene cyclases. These results show how SvS (both the 
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wild type and ancestor) can efficiently stabilise carbocations for both 
reactions, explaining the enzymes’ promiscuous activities.   

 

Figure 17.  Snapshots of  the reaction mechanism for spiroviolene formation from 
GGPP in the active site of  SvS-A2.  Only the f i rs t  two snapshots  (substrates  and f i rs t  
carbocat ion intermediate)  are  shown for brevi ty .  The reader is  referred to the 
appended paper for  a  ful l  vers ion of th is  f igure ,  compris ing a l l  react ion steps as  wel l  
as  the equivalent  analys is  for  SvS-WT. The same interact ions are observed in the act ive 
s i te  of the SvS-WT homology model .  The e lectron f low proposed by NMR 
exper iments 2 2 7  i s  indicated by arrows in the 2D scheme.  Residues that  are  involved in 
cat ion-π interact ions are shown as cyan st icks .  Figure modif ied from Schriever  e t  a l . 3 2 3  
with permiss ion by the journal .  

 

We next aimed to enhance substrate specificity in the ancestral enzyme by 
rational engineering. A small library of 25 variants in or close to the active site 
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was designed, mostly targeting residues adjacent to the carbocation-stabilising 
residues or different motifs in the enzyme to modify steric access to these. 
Using the Malachite Green assay, 3 variants were found to be promiscuous, 
7 variants were inactive and 11 and 4 variants were found to be diterpene- or 
sesquiterpene-specific, respectively (Fig. 18A).  

 

Figure 18.  Engineered substrate specif icity in SvS variants.  (A) Activ i ty  of  SvS-
A2 var iants  with FPP or GGPP measured by Malachite  Green assay us ing s ingle 
substrates .  Act iv i ty  i s  shown re lat ive to di terpene act iv i ty  in SvS-A2.  Dashes indicate  
values below the sensi t iv i ty  threshold.  (B)  Product  format ion with FPP or GGPP in 
SvS-A2 var iants  and corresponding SvS-WT var iants  in a  compet i t ion assay measured 
by GC-FID. Act iv i t ies  are  g iven re lat ive to SvS-A2 di terpene act iv i ty  for SvS-A2 
var iants  and re lat ive to SvS-WT diterpene act iv i ty  for  SvS-WT var iants .  Error bars  are 
from tr ipl icates  (C)  Thermal  unfolding of  representat ive var iants  of  SvS-A2 measured 
by nanoDSF. Figure modif ied from Schriever  e t  a l . 3 2 3  with permiss ion by the journal .  
 

The W156Y exchange (red box) for instance yielded a highly specific 
diterpene cyclase, likely due to the introduction of additional 
cation-π interactions with the first formed intermediate in the diterpene 
cyclisation trajectory. In contrast, the A224I exchange (yellow box) resulted 
in a highly specific sesquiterpene cyclase, which may be explained by its steric 
effect in proximity to the NSE motif, shielding off the larger diterpene 
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substrate from the active site. Importantly, these two single residue exchanges 
could also be transferred to SvS-WT (Fig. 18B), resulting in the respective 
specificity trends. This observation highlights that results obtained from 
rational engineering of an ancestral protein can inform mutagenesis of its 
descendent protein to achieve a similar result in the WT background. Finally, 
thermostability of SvS-A2 was not strongly affected by these mutations 
(Fig. 18C). It is unlikely that the combination of residue exchanges conferring 
stability and specificity to SvS would have been immediately apparent from 
the extant enzyme itself. In summary these results showcase how an ancestral 
terpene cyclase serves as starting point for further structure guided rational 
engineering without compromising its thermostability. 

6.3.3 Concluding remarks  

In summary, the results presented in paper III represent an example of how 
an ancestral enzyme’s stability rendered it more easily amenable to structural 
studies than its extant counterpart, as has been suggested in the literature.138  
The obtained structural information allowed the construction of a high quality 
homology model of extant SvS, for which no structural information was 
available, although further modification of the ancestral template resulted in 
improvement of the homology model’s quality. Moreover, the obtained 
structure allowed the detailed analysis of interactions between the enzyme 
active site and different carbocation intermediates of the reaction mechanism 
towards both a diterpene and a sesquiterpene product, explaining which 
residues enable the enzyme’s observed promiscuity. Finally, this structural 
knowledge was used to design enzyme variants with high specificity for either 
of the two substrates without compromising stability in the ancestral scaffold.  

Paper III therefore demonstrates that reconstructed ancestors represent 
excellent starting points for further rational engineering of terpene cyclases. 
Due to their complex structure-activity-relationships and because many 
sequences but much fewer structures are available in databases, the approach 
of reconstructing a stable ancestor as basis for structure-guided engineering 
is particularly useful for this enzyme family. However, the workflow 
conceptually also applies to many other biocatalysts that catalyse highly 
complex reactions.  
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6.4 Paper IV – Metabolite interactions in the bacterial 
Calvin cycle and implications for flux regulation 

6.4.1 Context within this thesis 

One overarching aim of metabolic engineering is to obtain fast-growing 
organisms for industrial applications, such as CO2-assimilating bacteria that 
can be tweaked to produce value compounds including biofuels and material 
precursors but typically grow slowly.325 High flux through CO2-assimilation 
pathways has direct implications for an autotrophic organism’s growth rate 
and biomass accumulation. It is therefore of interest to understand and 
eventually manipulate the flux-bottlenecks of such pathways, e.g. by means of 
improving enzymes that catalyse rate-limiting reactions. Since the 
overexpression of F/SBPases holds promise for increasing growth of 
photosynthetic organisms (see chapter 4.3.2), this enzyme family represents 
a particularly interesting engineering target in this context.  

As discussed in chapter 2.5.3, enzymes have not necessarily evolved to 
maximise rates since they are exposed to multiple evolutionary pressures 
simultaneously.82 One such evolutionary constraint on kinetic parameters is 
the evolution of enzyme regulatory mechanisms, including among others the 
regulation by endogenous metabolites, which can endow enzymes with the 
ability to quickly react to sudden fluctuations in metabolism without 
modifying protein homeostasis.326,327 If rational enzyme engineering is 
performed in the context of metabolic engineering, it is relevant to account 
for in vivo regulation in the enzyme design strategy. Understanding F/SBPase 
regulation in its native environment is thus prerequisite for integrated enzyme 
and metabolic engineering efforts involving this enzyme.  

6.4.2 Investigation  

The Calvin cycle is the most common of all carbon-assimilating metabolic 
pathways that have been described.328,329 It consists of 13 enzymatic reactions 
(Fig. 19), which sum up to the following overall conversion (where GAP is 
glyceraldehyde 3-phosphate and Pi is inorganic phosphate). 

          3 CO2 + 6 NADPH/H+ + 9 ATP + 5 H2O  GAP + 6 NADP+ + 9 ADP + 8 Pi 
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In this paper, the regulation of bacterial Calvin cycle enzymes by selected 
metabolites was studied using interaction proteomics, in vitro studies and 
modelling of metabolic flux control coefficients. Specifically, similarities and 
differences between Calvin cycle regulation in each two model organisms that 
represent the domains of photoautotrophic bacteria (Synechocystis and 
Synechococcus) and chemolithoautotrophic bacteria (C. necator and 
Hydrogenophaga pseudoflava) were assessed. While all of these organisms use the 
Calvin cycle to assimilate CO2, they differ in their energy source and microbial 
lifestyle which likely affects the regulatory metabolite pool. A particular focus 
was directed to the metabolite regulation of synF/SBPase.   

 

 

Figure 19.  Schematic overview of the Calvin cycle.  Figure from submitted 
manuscr ipt , 3 3 0  prepared by E.  P.  Hudson.  
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In a first step, limited proteolysis small molecule mapping (LiP-SMap331) 
proteomics were used to uncover any potential interactions between a panel 
of metabolites (selected to represent energy, redox or metabolic status of the 
cell) and the proteome of the four bacterial strains. The method is based on 
the differential accessibility of proteinase K cleavage sites on proteins in 
absence and presence of an interacting metabolite, e.g. due to transient 
shielding of the digestion site by the metabolite or due to conformational 
changes occurring as a result of the interaction. Cell lysates were stripped 
of endogenous metabolites by gel filtration and subsequently incubated with 
the respective metabolites in presence of added Mg2+. Although separate 
interaction proteomics experiments were performed using two different 
concentrations of each respective metabolite (typically 1 and 10 mM), 
a particular emphasis was put on those interactions observed at high 
metabolite concentrations, as they simulate spikes in metabolite 
concentrations occurring due to sudden metabolic shifts (e.g. changing light 
conditions for cyanobacteria). All interactions that were both significant and 
showed a change greater than two-fold were clustered according to the 
molecular function of the respective protein (based on KEGG orthology 
groups). A principal component analysis (PCA) performed per metabolite 
indicated whether the metabolite affected similar or different molecular 
functions in the four bacterial strains (data shown in appended manuscript), 
with a larger separation on the PCA plots indicating larger differences. GAP 
(one of the end products of the cycle) and Acetyl-CoA showed many 
interactions with proteins from all four species, yet displayed different 
interaction patterns between photo- and chemoautotrophs. Also, ATP, GTP 
and citrate showed multiple interactions with varying degrees of similarity 
between photoautotrophs and chemoautotrophs. These wide-spread 
interactions are likely not very specific and perhaps reflect the reactive 
aldehyde Nature of GAP, as well as Mg2+- chelating properties of the other 
named metabolites,332 since many proteins and enzymes require Mg2+ both 
for catalytic function and structural stability.  

Next, any interactions that occurred specifically in the Calvin cycle or adjacent 
pathways were analysed per species (data shown in appended paper). Again, 
extensive interactions with GAP, Acetyl-CoA, ATP and to a somewhat lesser 
extent GTP and citrate were observed in many enzymes in all four species. 
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Most other metabolites in contrast, showed fewer and more species-specific 
interactions with Calvin cycle enzymes. F/SBPase in particular showed many 
interactions across the entire metabolite panel. Among these, many 
interactions occurred both somewhat enzyme-specific (meaning that the same 
metabolite didn’t affect many other enzymes) as well as species-specific 
(meaning that the interaction didn’t occur in all four bacterial strains).  

 

 

Figure 20.  Kinetic assays of  synF/SBPase and cnF/SBPase in absence and 
presence of  different metabolites.  0.42 ng uL - 1  enzyme were incubated with 
different concentrat ions of  FBP at  30 °C and in i t ia l  rates  were determined us ing a 
Malachi te  Green assay .  Crosses represent data points ,  l ines  represent  data  f i t  to the 
Hi l l  equat ion.  Figure from submitted manuscr ipt , 3 3 0  prepared by J .  Kar lsen.   
 

Metabolite-enzyme interactions detected by interaction proteomics 
experiments don’t automatically reflect a perturbation of enzyme function by 
the respective metabolite. Therefore, in vitro kinetic assays were performed in 
presence and absence of some of the identified interacting metabolites to 
validate above results for F/SBPase in one photoautotroph (Synechocystis) and 
one chemoautotroph (C. necator). GAP (at 0.5 mM) was identified as inducer 
and NADPH (at 3 mM) as inhibitor of F/SBPase from both organisms 
(Fig. 20). AMP was further included as a control, since it is well established 
that this metabolite strongly inhibits synF/SBPase (see chapter 4.3.3) but its 
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effects on cnF/SBPase were not previously known. We observed that 
cnF/SBPase was also inhibited by AMP, albeit to a much lower extent than 
synF/SBPase (Fig. 20), which seems to support the hypothesis that 
cnF/SBPase does not perform gluconeogenic function in comparison to 
synF/SBPase, as tight AMP regulation is associated with cytosolic 
gluconeogenic FBPases (see chapter 4.3.1 for a detailed discussion).  

 

Figure 21.  Thermal shift  assay of  synF/SBPase.  The enzyme was incubated with  ± 
0.5 mM GAP at  10 mM DTT and Mg 2 +  concentrat ions ranging from 0 to 15 mM, as  
indicated.  Thermal  unfolding was measured us ing nanoDSF. Figure from submitted 
manuscr ipt , 3 3 0  prepared by J .  Kar lsen.   
 

As discussed above, GAP is among the metabolites that produce multiple 
interactions in all species. In order to exclude that the observed GAP 
stimulation of synF/SBPase is due to a Mg2+-dependent effect (as discussed 
for e.g. ATP above), thermal shift assays of the enzyme were performed at 
different concentrations of Mg2+ in presence of DTT (Fig. 21). A significant 
shift in melting temperature was observed between synF/SBPase when treated 
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with GAP (yellow traces) and a buffer control (green traces), confirming that 
GAP binds to synF/SBPase. The shift was not dependent on the 
Mg2+ concentration in the buffer, further confirming that the stimulating 
effect of GAP is not Mg2+-related. Last but not least, these experiments 
revealed a gradual thermal shift of non-metabolite bound synF/SBPase at 
increasing concentrations of Mg2+ (comparison of green traces across panels 
in Fig. 21), which likely represents a population distribution between two 
conformations. This observation is in line with analytical size exclusion 
chromatography experiments reported by Feng et al. that observed a new peak 
occurring upon addition of Mg2+ to the enzyme.248 It is therefore likely that 
metabolites that compete with the enzyme for Mg2+-binding (such as ATP 
and Acetyl-CoA) indirectly change the enzyme’s conformation to an 
unproductive state, which is why they occur as Lip-SMap hits.    

Since synF/SBPase is strongly regulated by both AMP and redox state 
(see chapter 4.3.3), we were interested in studying whether the inductive 
GAP effect acted in synergy with redox regulation. Thermal aggregation data 
(Fig. 22A) revealed two distinctly scattering protein species in oxidised 
synF/SBPase (main peak and peak shoulder in red trace), the second of which 
disappeared in presence of DTT (green trace). Moreover the apex of the peak 
moved between these two extremes at intermediate DTT concentrations, 
indicating a population distribution between the two states dependent on the 
redox state. When pre-incubating synF/SBPase at 30 °C (the temperature used 
in kinetic assays) for different durations before measurement, an increase of 
the peak shoulder over time could be observed (Fig. 22B). The 
time-dependent increase likely reflects protein aggregation (alternatively 
a change in oligomeric state), which would be expected upon a gradual 
accumulation of unspecific disulphide bridges within and across protein 
monomers and molecules. This time-dependent increase of the peak was 
further amplified in presence of GAP (Fig. 22C), indicating that GAP may 
accelerate aggregation in oxidative conditions. In line with this observation, 
GAP was found to inhibit synF/SBPase activity compared to metabolite-free 
enzyme in absence of DTT (data shown in appended paper). In summary, 
kinetic and thermal aggregation data indicate that redox regulation and GAP 
regulation of synF/SBPase act in synergy with each other.  
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Figure 22.  Thermal aggregation assays of  synF/SBPase.  The enzyme was 
incubated (A)  with  DTT concentrat ions vary ing from 0 to 10 mM (B)  for  indicated 
pre- incubat ion t imes at  30 °C in absence of  DTT and (C)  for  indicated pre- incubat ion 
t imes at  30 °C in absence of  DTT and presence of  0 .5 mM GAP. Thermal  aggregat ion 
was measured us ing backscatter ing in nanoDSF. Figure modif ied from submitted 
manuscr ipt , 3 3 0  or ig inal ly  prepared in col laborat ion with E.  Sporre .     

 

Since a reductive environment signals an abundance of light (i.e. energy 
availability), it seems plausible that synF/SBPase, an enzyme that controls 
Calvin cycle flux to a certain degree (see appended paper for details), may 
be regulated by GAP (an end product of the Calvin cycle) by a feed-forward 
type regulation to enhance the rate of CO2 assimilation. The experimental 
results suggest that if the light conditions change rapidly, synF/SBPase would 
be oxidised and GAP may consequently synergistically inhibit the enzyme 
to rapidly slow down the cycle during an energy shortage. Due to the reactive 
aldehyde nature of GAP, it is possible that such interactions could 
be mediated by post-translational modification of nucleophilic amino 
acids.333,334 Additional experiments are required to confirm this hypothesis 
and assess both the exact molecular mechanism of GAP-redox synergy as well 
as its magnitude in vivo. Moreover, the described metabolite regulations were 
only measured for the enzyme’s FBPase reaction. Additional kinetic 
experiments would further be required to assess if observed metabolite effects 



107 | Present investigation 
 

would apply equally to the enzyme’s SBPase activity. Nevertheless, findings 
from thermal unfolding and aggregation assays should also apply to the 
SBPase activity. For discussion of additional results the reader is referred to 
the appended manuscript. 

6.4.3 Concluding remarks  

The results discussed in paper IV indicate that the Calvin cycle is subject to 
multiple layers of metabolite regulation in both photoautotrohic and 
chemoautotrohic organisms. In this thesis a particular emphasis was put on 
the analysis of synF/SBPase regulation by metabolites. NADPH and GAP 
were identified as novel inhibitor and inducer of the enzyme, respectively. 
GAP regulation was observed to occur synergistically with redox regulation, 
suggesting that the enzyme’s in vivo activity is delicately fine-tuned by different 
metabolites. This finding underscores how multifaceted and complex enzyme 
regulation is expected to be in crowded cell environments. When trying to 
alleviate bottle-necks in Calvin cycle flux by enzyme engineering, it is crucial 
to take such interactions into account. The peptide-level resolution of changes 
measured by the LiP-SMap approach in this study may give a first idea of 
where metabolites may interact, although further structural studies are 
required to confirm such interactions and allow for their rational engineering.    
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7 Concluding Remarks and Outlook   
The work presented in this thesis aims to apply principles from different 
disciplines of protein and enzyme engineering to contexts that are relevant in 
the greater frame of health and biotechnology applications, such as the 
generation of vaccines, understanding principles of human steroid 
metabolism for inhibitor design, improving specificity and activity in 
promiscuous biosynthetic enzymes and improving microbial hosts for 
CO2-neutral production of value compounds. Several different protein 
engineering approaches, that each entail unique advantages and 
disadvantages, have been combined in the different projects of this thesis. 
One aspect that is challenging to address in many engineering approaches are 
long range interactions. Understanding how residues in the protein periphery 
affect active site conformation, electrostatics and dynamics as well as protein 
folding is challenging and predicting how the introduction of mutations 
impact such complicated networks even more so.  The application of 
ancestral sequence reconstruction in an engineering context bridges the two 
domains of rational and agnostic engineering. The method starts from 
sequence input and in principle does not require knowledge about a protein’s 
structure or function. However, it relies on rational phylogenetic input. In 
a way, ASR describes an agnostic engineering approach that focuses the 
experimentally sampled sequence-space onto proteins that are assumed to 
have been previously sampled by evolution and are therefore likely folded and 
somewhat functional. Epistatic networks are not expected to be disturbed as 
much since ASR takes co-evolution of interdependent protein residues into 
account. 

Inspired by studies that used ASR for generation of stable and functional 
therapeutic proteins and the prospect of stabilisation independent of 
structural information, we capitalised on this method for generating 
sarbecovirus S protein antigens. Highly stable and soluble S proteins could be 
obtained in high yields without using structural knowledge and by testing only 
four variants experimentally. These variants occupied an all-RBD-down 
pre-fusion structure, as confirmed by high resolution cryo-EM and appeared 
to display conserved epitopes that could be recognised by antibodies elicited 
against SARS-CoV-2 S protein. Moreover, these proteins served as scaffolds 



109 | Concluding remarks and Outlook   
 

to host the receptor binding domain of the SARS-CoV-2 S protein, 
highlighting their compatibility with protein domains from extant evolved 
viruses and their potential utility as immunogen scaffolds that can be adapted 
to emerging viruses and virus variants. In the future, it would be interesting 
to study in vivo stability of the antigens in animal studies and to see if they 
would be able to elicit broadly protective antibodies against different 
SARS-CoV-2 strains as well as other sarbecoviruses when used as vaccine 
candidates. Application of this approach to other virus families would further 
shed light on the universality of this approach. Since antigens constructed by 
ASR comprise sequences from several related virus strains, they are likely to 
display conserved epitopes that are shared among the group of extant viruses 
and moreover be compatible to host grafted extant epitopes from existing 
and emerging viruses of the same clade. Constructing a vaccine based on such 
an antigen may therefore potentially elicit cross-protective antibody responses 
against related viruses and be adaptable to specific strains if needed. If proven 
effective, the described approach would be a powerful tool to develop 
vaccines for infectious diseases against which there currently are no effective 
vaccines available (e.g. the Marburg virus) or as a targeted boosting strategy 
for viruses that necessitate frequent vaccine updates due to viral mutations 
(e.g. Influenza). Finally, future studies may investigate if ancestral antigens can 
be used for focusing sub-dominant B-cell repertoires from a heterologous 
primer (e.g. vaccination or infection) when used directly or when used as 
scaffold for grafted epitopes of interest.   

One aspect of ancestral proteins that is frequently investigated is the change 
in thermal protein stability and related change in catalytic temperature 
optimum compared to extant proteins. In the next study, we focused on 
understanding the temperature dependence of oxidosqualene cyclase - an 
important enzyme in human cholesterol metabolism. Since cholesterol is 
crucial in regulating membrane homeostasis at fluctuating temperatures, it is 
conceivable that the temperature dependence of enzymes involved in its 
biosynthesis evolved to adapt to the organism’s environmental temperature. 
For instance, a thermophilic bacterial homologue of OSC exhibits optimal 
catalytic activity at 55 °C in vitro, whereas OSC exhibits optimal catalytic 
activity around 37 °C. Evolutionary rates are expected to be greater on the 
periphery, especially in the case of enzymes that have highly complex 
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pre-arranged active sites such as hOSC.  We therefore studied in which way 
mutations adjacent to the active site as well as the protein surface of OSC 
impact the enzyme’s catalytic temperature dependence. We found that OSC 
rate enhancement is mediated by favourable activation entropy, which was 
severely impacted by obstructing solvent access tunnels to the active site by 
mutagenesis. In fact, the effect of such an obstruction by a single amino acid 
exchange led to reversal of temperature dependence, such that cold 
temperatures were preferred. Moreover, additional mutations on the surface 
of the enzyme further modulated temperature dependence, highlighting the 
importance of long-range effects and epistasis in regulating enzyme 
temperature dependence. The observation may have implications for novel 
drug design approaches to target this enzyme, which is deregulated in some 
cardiovascular diseases. It would further be interesting to study whether the 
modification of activation entropies indeed represents an evolutionary 
adaptation to different environmental temperatures in this enzyme family by 
studying activation entropy and tunnel distributions along reconstructed 
evolutionary trajectories using ASR. Since OSC (and the related SHC) are not 
the only enzymes described to date that operate at positive activation 
entropies it would further be interesting to gauge if the impact of solvent 
access tunnels on activation entropy if specific to the OSC/SHC family or 
more widespread. Lastly, it would be interesting to apply the same engineering 
approach to related plant triterpene cyclases that produce compounds of 
industrial interest in order to adapt them for applications that operate at 
different temperatures than the enzyme’s temperature optimum 
(e.g. expression in other plants, cell factories or in vitro).  

Since highly stable and soluble proteins are considered to be more easily 
evolvable, we next explored the use of ASR as a means to generate a starting 
point for further engineering. Such approaches have been discussed in the 
literature with the concept of “re-booting” evolution from an optimised 
starting point towards a desired outcome. In this context, we were interested 
in combining ASR with rational structure-guided engineering. This is 
particularly useful for the enzyme family of terpene cyclases (the same enzyme 
family that hOSC belongs to), which are characterised by highly complex 
active site architectures. We obtained a crystal structure of a stable 
reconstructed ancestor of a bacterial class I terpene cyclase to understand how 
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the enzyme and its ancestor both chaperone two different highly complex 
cyclisation reactions in their active sites. Based on the generated molecular 
insight about substrate promiscuity, two single-residue exchanges could be 
identified in the active site that defined the enzyme’s preference for either of 
the substrates. Importantly, these single-residue switches could be transferred 
into the sequence of the extant enzyme, resulting in the same selectivity trend. 
In applications, in which proteins are required to deviate as little as possible 
from an extant starting point (e.g. due to immunogenicity concerns in protein 
therapeutics) an easy-to-handle reconstructed ancestor may serve as a suitable 
proxy to pinpoint mechanistic details of individual mutations, which can then 
be transferred back to the extant system. The results highlight that ASR is 
particularly powerful at generating starting points for further engineering, 
rather than simply constituting the end-point of an engineering effort. This 
has implications for the optimisation of biosynthetic enzymes with complex 
reaction mechanisms to desired tasks, e.g. the production of value compounds 
such as terpenes in transgenic organisms.  

Autotrophic bacteria represent particularly attractive hosts for this purpose, 
given the prospect of CO2-neutral production of terpenes and other 
compounds that can be used as biofuels, material precursors and 
pharmaceutical compounds, all of which are currently mostly sourced from 
crude oil. This however requires engineering both the metabolism as well as 
optimising growth rates of slowly growing autotrophic bacteria. With that in 
mind, we turned our attention to understanding the regulation of a flux-
controlling enzyme in the Calvin cycle of Synechocystis in the last study of this 
thesis. Using a combination of interaction proteomics and in vitro studies, 
we found that synF/SBPase in reductive conditions was induced by GAP, 
an end-product of the Calvin cycle, indicating a feed-forward type regulation. 
Moreover, we found that GAP inhibited the same enzyme in non-reductive 
conditions, likely via an aggregation-mediated mechanism. In the future, it 
would be interesting to elucidate the exact molecular mechanism of 
synF/SBPase regulation by DTT and GAP and to gauge its physiological 
relevance in the WT as well as engineered strains of Synechocystis. 
One approach could be to unambiguously identify and mutate GAP 
interaction sites in the enzyme. Since this enzyme family represents a 
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somewhat unique regulatory niche, it would also be interesting to study the 
evolutionary history of metabolite regulation in this bacterial sub-clade.   

In summary, the work presented in this thesis highlights the utility of 
combining different strategies when engineering proteins and enzymes for 
different applications. Paper I and III show that ancestral sequence 
reconstruction represents a highly useful tool to obtain stable proteins, for 
which structures can be solved and which can serve as starting point for 
further optimisation. Ancestral mutations were mostly found dispersed on the 
protein surface in both studies, which represents a mutation type that would 
be challenging to introduce to the same extent by structure-guided rational 
engineering. The combination of ASR as an approach to modulate protein 
stability via the protein surface and subsequent structure-guided engineering 
to narrow down on specificity represents a promising workflow that should 
be applicable to multiple other proteins in health and biotechnology contexts. 
Paper II presents the idea of rationally modifying the enzyme periphery to 
modulate thermodynamic parameters of activation, which could potentially 
be used in conjunction with ASR in the future. Paper IV finally highlights 
that protein regulation is highly complex and needs to be taken into account 
for integrated enzyme and metabolic engineering approaches.   
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