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Abstract
This thesis is a case study in collaboration with the company Getswish AB (Swish). The

company provides amobile application and payment service Swish with the purpose to

delivering smooth money transfers for individuals and companies in Sweden. About

80 percent of the Swedish population are connected to Swish, and the majority see

the service as an apparent part of everyday life. This work studies a small part of all

transactions that take place daily between individuals and companies. Specifically, this

paper examines which factors affect the Swish transaction amount (TA) to companies

within five different industries. The five industries studied are: Sports, leisure,

and entertainment activities; Restaurant, catering, and bar activities; Retail trade,

except for motor vehicles and motorcycles; Trade and repair of motor vehicles and

motorcycles; and Telecommunications. In combination with descriptive analysis and

seasonality studies, a multiple linear regression model is used to evaluate patterns

in the amount transferred to companies within the various industries. The response

variable is the daily aggregated TA and the seven responding regressors examined are:

i) The number of employees of the company, ii) The revenue of the company, iii) The

date for registration to Swish service for companies, iv) The age of the customers, v) The

gender of the customers, vi) The number of transactions, and vii) The transaction date.

The estimated parameters for each regressor are studied to evaluate correlations with

the TA. This thesis states that it is possible to construct a model from the regressors

analyzed, which can predict the amount with an explanation degree of above 85% for

four of the five industries. The model constructed for the motor vehicle industry never

gives satisfactory results and must be further investigated to conclude.

Keywords

Multiple linear regression, Confidence interval, Residual analysis, Multicollinearity,

Box-Cox, Non-Parametric bootstrap, Seasonality analysis, and Validation.
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Sammanfattning
Detta examensarbete är en fallstudie i samarbete med företaget GetSwish AB

(Swish). Företaget tillhandahåller en mobilapplikationen och betaltjänsten Swish,

vars syfte är att leverera smidig pengaöverföring för privatpersoner och företag i

Sverige. Idag är cirka 80 procent av Sveriges befolkning anslutna till Swish och

majoriteten ser tjänsten som en självklar del av vardagen. Detta arbete kommer

dock endast fokusera på en liten del av alla transaktioner som dagligen sker mellan

privatpersoner och företag. Specifikt undersöker denna rapport vilka faktorer som

påverkar Swishs transaktionsbelopp till företag inom fem olika branscher. De fem

branscherna som studeras är: Sport-, fritids- och nöjesverksamhet; Restaurang-,

catering och barverksamhet; Detaljhandel utom med motorfordon och motorcyklar;

Handel samt reparation av motorfordon och motorcyklar; och Telekommunikation.

I kombination med en deskriptiv analys och säsongsstudier skapades en multipel

linjär regressionsmodell för att utvärdera mönster i transaktionsbeloppet från kund

till företag inom de olika branscherna. Responsvariablen är det dagliga aggregerade

beloppet och de förklarande variablerna som undersöktes var: antalet anställda,

omsättning, datum för registrering till Swish för företag, kundernas ålder och kön

samt antal transaktioner och transaktionsdatum. De skattade parametrarna för

varje regressor studerades för att utvärdera magnitud samt positiva eller negativa

korrelationer med beloppet. Denna rapport visar att det är möjligt att konstruera

en modell från de analyserade regressorerna som kan förutsäga beloppet med en

förklaringsgrad på över 85% för fyra av de fem branscherna och kan användas för

att förutspå beloppen på de dagliga transaktionerna. Modellen som konstruerats för

fordonsindustrin gav aldrig tillfredsställande resultat och bör undersökas vidare innan

slutsatser dras.

Nyckelord

Konfidensintervall, Residualanalys, Box-Cox, Icke-parametrisk bootstrap, Valdering,

Säsongsanalys och Multipel linjär regression.
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Chapter 1

Introduction

In 2012 a corporation between the six largest banks in Sweden was launched. They

saw a growing demand for fast and agile transactions to split up bills at restaurants.

Their solution became Swish, a smartphone application that provided easy and fast

P2P (peer-to-peer) transactions, and since that day, Swish has grown a lot (see, [1]).

In 2014, Swish launched a payment service for companies, and two years later, an E-

commerce service. In 2015 Swish doubled its customer base to the extent that almost

80% of the Swedish population were using Swish (see, e.g., [17]).

Swish has a few income sources. One is that the Swedish banks buy the service by

themselves. Another one is that the companies using Swish need to pay a set-up fee:

a monthly or annual fee, and a charge for every transaction the company receives

through Swish. The latter one has become a big cash cow for Swish, and since its

exponential growth, it would be interesting to analyze what parameters that affect the

growth for different industries (see, e.g., [18]).

This thesis will imply a mathematical approach using multiple linear regression

models to analyze patterns of transactions in different markets after implementing

GetswishAB’s payment service. The amount of aggregated daily transactions between

2018 and 2021 will incorporate the following variables: number of employees, first

start date using Swish, revenue, industry, date for the transaction, payer age, payer

gender, and the number of transactions. In this thesis, we will divide the model into

five different multiple regression models where every model has its specific market

category. Thus it will be possible to compare various industries’ patterns and analyze

which parameters that make the difference between the industries’.
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CHAPTER 1. INTRODUCTION

1.1 Background

Since Swish launched its business service, hundreds of thousands of companies have

connected to their service. Many customers today see it as a matter of course to be

able to pay with Swish for both small and more significant purchases. However, do

the customers and their Swish purchases differ in different industries? It has not

previously been studied what it looks like in various industries and which factors affect

the transactions’ patterns. Are there distinctive industry features? Is a decisive factor

the company’s size, or are there other factors that have a more significant impact on

the TA paid via Swish?

1.1.1 About Swish

The company Swish was initiated with the goal to develop a tool for simplified

payments made in real-time for the citizens of Sweden. Swish’s tool enabled people

to perform easy payments and transfer money between bank accounts using their cell

phones. In the beginning, the service was only available to individuals. However, two

years later, Swish for companies was launched, and another two years later, Swish for

e-commerce was launched (see, [2]). At present, 259 312 companies offer Swish as a

payment method for their customers.

1.2 Problem

As Swish continues to grow as a payment service for companies, it can be considered

essential and relevant for Getswish AB to understand how its payment service operates

in different industries. The main problem to be investigated and answered in this

report is: What is the difference between Swish payments to companies in various

industries?

1.3 Purpose and Goal

The purpose of this paper is to study Swish payments to five different industries:

Sports, Leisure and Entertainment Activities; Restaurant, Catering and Bar

Activities; Retail, Except of Motor Vehicles and Motorcycle; Trade and Repair of

Motor Vehicles and Motorcycles; Telecommunication. The goal is to compare these

2



CHAPTER 1. INTRODUCTION

by identifying distinct characteristics of the various industries by developing adequate

models of transactions. Also, descriptive analytics and seasonality studies will be

performed for a more detailed comparison.

1.4 Benefits, Ethics and Sustainability

The hope is that Swish will benefit from this paper by bringing new information about

their customers. By giving Swish an expanded understanding of their customers

and the industries they operate in, they can develop meaningful strategies for the

future.

The questions discussed in this paper are also interesting from a societal perspective.

We live in an era where electronic and digital payment solutions are about to replace

the traditional ones. Digital wallets such as Apple Pay, Google Pay, and Samsung Pay

were launched in Sweden between 2017 and 2018. We are heading towards a cash-free

society, andmany people leave their wallets home to rely onmobile payment solutions.

Even though digital wallets belong to the new era, there are still traces of the banks’

bureaucracy that may feel antiquated to consumers. For example, a refund still takes

a few banking days, while a Swish refund can be made in real-time. Another example

is regarding security. Since no bank account details are revealed in a Swish payment,

it can be seen as a security advantage compared to digital wallets and traditional card

payments. However, Swish has a significant limitation compared to traditional cards

and digital wallets; it only works within Sweden.

Today, digital wallets and Swish payments are very straightforward to use, probably

depending on individual preferences. However, the Swish payments became

significantly smoother when they launched their QR code in 2017 and can since then

be compared in time with Apple Pay, for example. A payment solution like Swish also

contributes to the environmental benefits of a cash-free society. Both the transport

and production of cash lead to emissions, energy use, and harmful chemicals (see, e.g.,

[35]). Also, a cash-free society prevents money laundering and has security benefits

for the companies by preventing robberies (see [21]).

3



CHAPTER 1. INTRODUCTION

1.5 Related Research

As stated in Section 1.4, Sweden is heading towards a digital era where electronic and

digital payment solutions are about to replace card and cash payments. However,

Riksbanken, the Swedish central bank, can confirm that we are not all way there yet.

According to Riksbanken, traditional debit card payments still dominate in Sweden

(see, e.g, [23]), and only 16 percent (2020) of the Swedish population is using digital

wallets such as Apple Pay (see [29]). Also, Riksbanken states that the amount of cash

has fallen sharply in Sweden over the past ten years and the development in Sweden

stands out (see [31]).

Even though above 80 percent of the Swedish population uses Swish, only one percent

of the Swedish population (2020) uses Swish as a payment method in physical stores.

Swish as a payment solution in e-commerce is more common, and 25 percent (2020)

of the population uses Swish as a payment method online (see, e.g., [29]). However, in

2020, Swish was more widely used as a payment solution compared to cash in Sweden

(see [30]).

There is plenty of previous studies that examine the crucial factors when individuals

decide on their payment method. The studies mainly focus on the difference between

cash, debit card, and credit card usage in Germany, Canada, and the US. Although

Swish is neither cash nor card payment, it is essential to understand these theories

about what influences the customer’s decision in payment method.

A study performed on German customers’ behaviors concludes that payment method

decisions are based mainly on i) transaction characteristics, ii) the relative costs of

cash and card usage, iii) socio-demographic characteristics, and iv) their assessment

of payment instruments’ characteristics. Also, the German study shows that older

consumers use significantly more cash than younger consumers (see, e.g., [32]).

Additionally, a study from Canada concludes that cash is still widely used in low-

value transactions due to speed, acceptance, and low costs. Debit and credit cards

are stated to be used more frequently for higher transaction values where security,

documentation, the ability to delay payment, and credit card rewards become more

critical (see [7]). Another study fromCanada concludes the same as just statedwith the

additional insight that credit card rewards programs result in a change toward credit

card usage at the expense of debit cards and cash (see, e.g., [6]).

4



CHAPTER 1. INTRODUCTION

Lastly, a US study examines the crucial factors by adopting a theoretical framework

stating that individual consumers choose between cash and non-cash payments based

on a threshold transaction size. The study concludes the same as stated above but

also highlights the demographic factor. The study concludes that higher banking

concentration corresponds to a higher cash share (lower card shares) in rural areas,

but a lower cash share (higher card shares) in bigger cities (see [34]).

To summarize, it can be assumed that customers in Sweden may reason similar to

the customers in Germany, Canada, and the US regarding choose of payment method.

Riksbanken confirms that older people are most negative about the reduction in cash

used in Sweden since they pay more often with cash compared to other age groups

(see [28]). Also, Riksbanken confirms that it is more challenging to manage without

cash in rural areas, which may indicate that people in those areas consider cash to be

more critical compared to individuals in the cities (see, e.g., [28]). Riksbanken also

verifies that cash is often used for smaller payments below 100 SEK. In contrast, credit

cards aremore often used for higher amounts (see e.g., [26]). However, the situation in

Swedenmay differ in some aspects from the countries studied. For example, it can not

be ensured that paying with cash provides a higher acceptance rate since restaurants

and shops in Sweden have no obligation to offer customers the opportunity to pay with

cash (see [25]).

1.6 Methodology

This thesis includes three main methods for answering the question. The first method

is descriptive analysis, where the data set is analyzed without interpretation. This is

done to better understand the data before the regression model is implemented. The

multiple regression model is created using the ordinary least squares method. Finally,

potential season patterns are studied by taking into account the dates. These three

methods together create a good picture of the data set and the different industries to

compare them in a discussion.

5



CHAPTER 1. INTRODUCTION

1.6.1 Research Methods

The data collection was done by Swish. To obtain the linear regression models, the

Strategy for Variable Selection and Model Building presented in Montgomery et al.,

is applied. The strategy consists of six steps:

1. Fitting the full model

2. Performing residual analysis

3. Performing potential transformations of variables

4. Performing all possible regressions and variable selection

5. Model checking

6. Presentation of the final model

1.6.2 Assumptions

The data provided by Swish was not collected for the purpose of this report, but the

issue has subsequently been designed according to available data. Therefore, one can

assume that the data is collected randomly without errors.

1.6.3 Research Approaches

This report will address the problem aimed to be solved with quantitative analysis, i.e.,

with a large amount of quantitative data generated and collected by Swish.

1.7 Delimitation’s

• Five industries will be considered: Sports, Leisure and Entertainment Activities,

Restaurant, Catering and Bar Activities, Retail, Trade and Repair of Motor

Vehicles and Motorcycles, and Telecommunication. The companies are sorted

into sectors based on their SNI codes.

• Data between 2018-2021.

• Only companies registered the service ”Swish for companies” within this period

will be considered. E.g., if a restaurant registered Swish in 2014, this will not be

part of the data set.

6



Chapter 2

Theoretical Background

Regression analysis will be used to answer the question of this paper and thus

determine the difference between Swish payments to companies in various industries.

Regression analysis is a statistical method for exploring relationships between some

response variable and, some regressors. There are two different types of regression,

non-parametric and parametric. Non-parametric regression assumes little about the

response variable and thus requires onlyweak assumptions. However, non-parametric

regression models are often hard to analyze andmotivate and often lead to overfitting.

On the other side, parametric regression requires knowledge about the data but

will present a function that is easy to interpret. Also, statistical methods can be

used in parametric regression to understand and evaluate the model. Therefore, the

parametric method called multiple linear regression (MLR) is used to model the five

industries. MLR is a statistical technique for exploring the linear relationships between

the regressors and the response.

This section will include definitions of the industries followed by the mathematical

definitions and methods used in the multiple linear regression model setting.

7



CHAPTER 2. THEORETICAL BACKGROUND

2.1 Definitions and Terminology

2.1.1 Industry Definitions

This paper will study companies within different industries connected to Swish. Which

industry a particular business is categorized by is determined by the company’s SNI

code. SNI is a standard for Swedish industry classification and thus describes activities

that the company must conduct. The code contains five symbols and is stated when

registering the company (see, e.g., [13]). The five symbols represent different levels,

Department (one letter), Main group (two digits), Group (three digits), Subgroup (four

digits), and Detail group (five digits). The level selected for this degree project is the

Main group. The Department level sections the companies into 20 different groups,

while the Main group is slightly more specific and divides the companies into 99

groups. Of these groups, were five selected.

Sports, Leisure and Entertainment Activities - SNI 93

This main group includes companies that provide leisure, entertainment, and sports

activities. This group does not include companies engaged in historical monuments,

museums, botanical gardens, zoos, and nature reserves. Nor are entertainment

companies engaged in gambling and betting activities included in this group. The

group does not include companies performing arts, music, or other forms of art and

entertainment such as theater performances, concerts, opera, dance performances, or

other stage productions (see, e.g., [8]).

Restaurant, Catering and Bar Activities - SNI 56

This main group includes companies that provide complete meals consisting of food,

drinks, or both, intended to be consumed immediately. The meals can be served

in traditional restaurants, self-service restaurants, takeaway, or temporary pop-up

restaurants. The establishment that offers the food is not cruical, it is the fact that

purpose of serving the meal with the intention to be eaten immediately (see, e.g.,

[9]).

8



CHAPTER 2. THEORETICAL BACKGROUND

Retail, Except of Motor Vehicles and Motorcycles - SNI 47

This main group consists of companies that provide resale, i.e., sales without

processing, of new and used goods to individuals and households for consumption or

use. The company can perform the sales through shops, department stores, pop-up

stands, mail order companies, door sellers, street vendors, or consumer cooperatives

(see [12]).

Trade and Repair of Motor Vehicles and Motorcycles - SNI 45

This main group belongs to all activities related to motor vehicles, trucks, both new

and used, maintenance and retail of spare parts and accessories that include motor

vehicles. Internet trading such as wholesale auctions is also included. The main group

also includes washing, polishing, lubricants or coolants, and rental of motor vehicles

(see e.g., [10]).

Telecommunication - SNI 61

This main group concerns telecommunications and telecom services, such as data-,

audio-, text-, voice-, or videotransmission (see [11]).

2.1.2 Mathematical Definitions

Essential mathematics associated with multiple linear regression will be presented

here.

The X Matrix

Let xi=(1, xi1, xi2, ..., xik) denote the i:th observation of (1, x1, x2, ..., xk).

Given n observations, we define the model matrix X (see, [5]):

X =


1 x11 · · · x1k

...
...

. . .
...

1 xn1 · · · xnk


9



CHAPTER 2. THEORETICAL BACKGROUND

Residual

The definition of the residual ei is the deviation between the sampled data point yi

and the fitted value ŷi and are often used to study the adequacy of linear models (see

[5]).

ei = yi − ŷi, i = 1, 2, ..., n

The Hat Matrix

By rewriting the previous equation we get (see e.g., [5]):

e = y − ŷ = y − Xβ̂ = y − Hy = (I − H)y

where H is the hat matrix. The hat matrix is symmetric (HT = H) and idempotent

(HH = H). Similarly, the matrix (I − H) is symmetric and idempotent. The

diagonal elements of the hat matrix are noted by hii and the average size of a hat

diagonal is h̄ = (k + 1)/n, where n is the number of observations and k is the number

of regressors (ibid).

The Error Term ε

The random error term ε describes the model’s errors that might occur due to, for

example, measurement failures (ibid).

Other Terminologies Used

The residual sum of squares is noted by SSRes and describes the squared difference

between the observations and the fitted line. MSRes is the residual mean square. The

term SSxx is called the corrected sum of squares (ibid).

SSRes =
n∑

i=1

(yi − ŷi)
2 MSRes =

SSRes

(k + 1)− 2
Sxx =

n∑
i=1

(xi − x̄)2

10
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2.2 Important Assumptions

The model assumptions under which the least-squares estimator of regression

coefficients is obtained is (ibid):

1. n > k observations available.

2. The expected value of the random error term is equal to zero, i.e. E(ε) = 0.

3. The variance of the random errors is constant, i.e. V ar(ε) = σ2.

4. The errors are uncorrelated.

Also, additional assumptions of the normal distribution are crucial to perform test

statistics, e.g., small escapes from the normality assumption do not necessarily affect

the model. However, harsh deviation from the normality assumption is possibly more

severe since the t and F statistics, as well as the confidence and prediction intervals,

depending on the normality assumption (see [5]).

2.3 Ordinary Least-Squares Estimation

Themathematical definition of themultiple regressionmodel with k regressors is given

by (see, e.g., [5]):

y = β0 + β1x1 + β2x2 + ...+ βkxk + ε

ε is a random error component. The errors are normally distributed and assumed

to have mean zero and unknown variance σ2. y is the response variable and will, in

this thesis, be the daily aggregated Swish TA of the specific industry. Seven regressor

variables will initially describe regression models for each industry, and the previous

equation will hence occur as:

y = β0 + β1x1 + β2x2 + ...+ β7x7 + ε

To estimate the parameters β0, ..., β7, the method of least-squares will be used.

Minimization of the least-squares enables estimations of the parameters (see e.g.,

[5]):

11
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S(β0, ..., β7) =
n∑

i=1

ε2i =
n∑

i=1

(
yi − β0 −

n∑
i=1

)2

The least-squares estimators of β0, ..., β7 must satisfy the following normal equations

(ibid):


∂L
∂β0

∣∣∣
β̂0,...,β̂7

= −2
∑(

yi − β̂0 −
7∑

i=1

β̂jxij

)
= 0

∂L
∂β0

∣∣∣
β̂j ,...,β̂7

= −2
∑(

yi − β̂0 −
7∑

i=1

β̂jxij

)
xij = 0, j = 0, ..., 7

2.4 Homoscedasticity and Heteroscedasticity

Asmentioned in Section 2.2, it is a vital assumption that the linear model has constant

variance in the errors since, e.g., the hypothesis test and the confidence intervals

heavily rely on this assumption. However, this assumption often does not hold, and

an indication of heteroscedasticity (non-constant variance in the errors) is that the

residual plot appears as a funnel. When these problems occur, a possible solution is

to transform the response variable with a concave function, e.g.,
√
(y) or log(y) (see

[5]). Thus will, the response variable shrunk, and the heteroscedasticity reduce. The

yield is that the residuals will get a constant variance or homoscedasticity. Variable

transformations will be more deeply discussed in Section 2.10.

2.5 Bias-Variance Trade-Off

Variance in statistical learning refers to how much the estimated response change

depending on which training set we use, and ideally, the variance should be slight.

However, in some situations, the variance is high; thus, small changes in the data set

significantly impact the model. When faced with high variance, a solution could be to

introduce bias, which results in a decreasing variance. The trade-off lies in finding a

method where both the bias and the variance are low to perform a good test set.

12
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2.6 Hypothesis Testing

A vital part of MLR is to ensure that the estimated models have satisfactory adequacy.

It is important to test which regressors seem essential and which are to be excluded

from the linear model to achieve high overall adequacy.

2.6.1 Significance Tests of Regressors

Overall Linear Relationship

It is important to know which regressors should be included in the model. One way to

examine this is to make sure that at least one of the regressor contributes to the model.

The overall linear relationship between the response variable y and the regressor

variables x1, x2, ..., xk could be proved by a hypothesis test (see, e.g., [5]):

H0 : β1 = β2 = ... = βk = 0

H1 : βi≠0 for at least one i

If the null hypothesis can be rejected, it implies that at least one regressor contributes

significantly to the model.

Suppose the model fulfills the normality assumption mentioned in Section 2.2. In that

case, the F-static can be used to terminate the rejection of the null hypothesis and is

derived by the following expression (see, e.g., [5]):

F0 =
SSR/k

SSRes/(n− k − 1)
=

MSR

MSRes

The null hypothesis can be rejected if:

F0 > Fα,k,n−k−1

2.7 Residual Analysis

The method of residual analysis, including a description of scaled residuals like

studentized residuals, R-student, and PRESS residuals, will be stated in this

section.

13
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2.7.1 Scaled Residual Methods

Studying the scaled residuals helps detectingmodel inadequacies regarding the critical

assumptions mentioned in Section 2.2. The scaled residuals are also essential in

detecting influential points, high leverage points, and outliers, which will be further

discussed in Section 2.8.

Studentized Residuals

The definition of studentized residuals, ri, is stated as (see [5]):

ri =
ei√

MSRes(1− hii)
, i = 1, ..., n

Studentized residuals will have constant variance since the ordinary residual ei is

divided by the standard deviation of the i:th residual.

Externally Studentized Residuals

The definition of the externally studentized residuals, ti, is stated as (see, e.g.,

[5]):

ti =
ei»

S2(i)(1− hii)
i = 1, ..., n

Where

S2
(i) =

(n− p)MSRes − e2i /(1− hii)
n− p− 1

i = 1, ..., n

The externally studentized residuals often differ insignificantly from the studentized

residuals. However, they can differ if the i:th observation is influential. The concept

of influential points will be discussed in Section 2.8 (see, e.g.,[5]).

PRESS Residuals

The study of PRESS residual is an effective way of detecting outliers and high influence

points since it observes the impact the i:th fitted value has on the model. The concept

14
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of outliers and influential points will be discussed in Section 2.8. The definition of the

i:th PRESS residual is as follows (see [5]):

e(i) =
ei

1− hii

i = 1, ..., n

2.8 Leverage, Influential and Outlier Points

Scaling residuals allows finding observations that differ from the remaining

transaction amount of data in one way or another. Leverage, influential, and outlier

points all describe different scenarios where observations are separated in a certain

way from the rest of the data. Both outliers and leverage points can be influential, i.e.,

have a notable impact on the regression model coefficients (see [5]).

Leverage Points

A leverage point is a distance point in terms of the regressor values, i.e., the point

is distanced in x space from the other data points collected. However, the observed

response value of a leverage point is consistent with the prediction based on the other

data values. A high leverage point thus exerts a lot of ”pull” on the model, and to

detect such points, the diagonal elements of the hat matrix are often used. Since the

diagonal elements of the hat matrix is a standardized measure of the location of the

ith observation from the centroid of the x space, large such values declare potentially

leverage observations. A significantly large value ofhii thus informs that the considered

point is remote in x space from the rest of the data set. It is traditionally argued that

any point whose hat diagonal exceeds twice the average size of a hat diagonal can be

considered a leverage point (see, e.g., [5]).

If | h̄ |< 1we say that (xi, yi) is a leverage point if hii > 2h̄.

Influential Points

Further, an influential point is a point that is remote in both terms of the x space, but

also, the observed response is inconsistent with the values that would be approximated

based on the other data values. Therefore, in studies of influential points, it will be

necessary to consider the distance in x space and the difference between the observed

value for the response and the predicted value based on the other values. Therefore,
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a data point with a significant value of hii and a large residual will possibly be highly

influential on the model. DFFITSi is a deletion diagnostic of influential points and

measures how much the i:th observation affects the fitted value and presents the

number of standard deviations that the fitted response value changes if the i:th is

removed (see [5]).

DFFITSi =
ŷi − ŷ(i)»
S2
(i)hii

= (
hii

1− hii

)0.5ti

We say that (xi, yi) is a influential point if | DFFITSi |> 2
√
(k + 1)/n.

Outlier Points

Outliers are data points that differ much from the rest of the data set. Such points

might occur due to, e.g., typo errors. The studentized, externally studentized, and

PRESS residuals discussed in Section 2.7.1 are all useful for detecting outliers. Outliers

are also commonly detected when performing normal probability plots, also called QQ

plots. However, data points that stand out must be investigated manually to detect the

reason for their unusualness before characterizing them as outliers. If the points has

evidence of being an incorrect value, we have correct them or delete them (see, e.g.,

[5]).

2.9 Multicollinearity

A data set is said to exhibit multicollinearity if there is a near-linear dependence

among the regressor variables, i.e., if there is a t ̸= 0 such that Xt ≈ 0. A near-

linear relationship can dramatically impact the usefulness of a regression model, and

therefore it is of paramount importance to detect such relationships. A common

method used for detecting multicollinearity is Variance Inflation Factors (see, e.g.,

[5]).

Variance Inflation Factors

The variance inflation factors are the diagonal elements of the (XTX)−1 matrix. We

assume that the vectors of observations of each regressor are centered and normalized

and that the vector of responses also is centered and normalized. One can say that
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there is multicollinearity if some V IFj ≥ 5 (see [5]).

V IFj =
V ar(β̂j)

σ2
= (XTX)−1(j, j) = (1−R2

(j))
−1 = Cjj

2.10 Variable Transformation

In cases where some of the assumptions mentioned in Section 2.2 are violated, a

variable transformation can be performed. Plots of scaled residuals are helpful tools to

detect such violations. One variable transformation method is the Box-Cox Algorithm

that can be used in cases with nonconstant variance or nonnormality. The method

utilizes transforming the response variable by raising it to the power of lambda, and

the goal is then to find the ultimate lambda (see [5]).

2.11 Non-Parametric Bootstrapping

The bootstrap procedure is a powerful statistical tool since it is not dependent on any of

the assumptions mentioned in Section 2.2. Non-parametric bootstrapping is valuable

when there is some doubt about the adequacy of the linear regression model. The

random data in non-parametric bootstrapping is generated by resampling the original

data with replacement. The algorithm for non-parametric bootstrapping is defined as

follows (see, e.g., [36]):

1. For i = 1, ..., n pick a bootstrap sample T ∗
n by selecting k random observations from

T with replacement.

2. For each bootstrap sample, estimate θ̂∗n

3. Use θ̂∗n to estimate standard errors, bias and approximate 95% confidence

intervals.

Standard Error

The standard error (std.error) or the standard deviation is a measure of the variation

of the sampling distribution of the mean.
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Bias

Bias in bootstrap is the difference between the estimate by the original data and the

mean of the bootstrap estimate. If there is a significant bias in the estimated bootstrap

estimate, it will lead to a bias in the confidence interval.

2.12 Variable Selection

To determine which subset of regressors to use in the final model, a procedure called

Best Subset Algorithm, or All Possible Regressions, can be used. The algorithm

compares all subsets of regressors, and the ”best” one can then be chosen using an

associated measure such as Mallow’s Cp, BIC, or Adjusted R2. Thus, the best subset

procedure involves fitting all possible combinations of the k regressors and will result

in 2k different subsets to compare. Mallows’s Cp, Adjusted R2, and BIC all place

a penalty on adding regressors to a model that is not justified, unlike SSRes which

always decreases (or remains constant) when adding more regressors to a model (see

[5]).

Mallows’s Cp

Mallows’s Cp is an unbiased estimate of the test mean squared error. Consequently,

the Cp statistic takes small values for models producing a low test error. Thus, when

determining which subset of the model is best, the subset with the lowest Cp is chosen

(see, e.g., [5]).

Cp(s) =
SSRes(s)

σ2
− (n− 2(| s | +1))

Adjusted R2

Contrary to Cp, a high adjusted R2, i.e., close to 1, indicates a model with a small test

error. Thus, when determining which subset of the model is best, the subset with the

largest value of adjusted R2 is chosen (see [5]).

R2
Adj = 1− SSRes/(n− p)

SST/(n− 1)
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Baysian Information Criterion - BIC

The BIC is a Bayesian extension of the Akaike Information Criterion, AIC. The AIC

criterion is based on maximizing the expected entropy of the model. Entropy is

a similar measure of the expected information. AIC is a penalized log-likelihood

measure. If using least-square estimates, BIC is given by (see, e.g., [5]):

BIC = nlog
SSRes(S)

n
+ (S | +1)log(n)

S represents the subset of regressors. The model that cause the lowest BIC is selected

in the variable selection process (see [4]).

2.13 Model Validation

When collecting new data to validate the model is not possible, it can be helpful to

split the available data into two parts, a training set, and a validation set. The training

set estimates the regression coefficients, and the validation set aims to determine the

model’s predictive ability. Data splitting can be done in several ways, and one method

for such resampling is cross-validation. In cross-validation, the validation set can be

used for estimating the test error. The test error is the average error resulting from

using the model to predict the response to a new observation. There are several cross-

validation variations, but they all aim to split the data set into training and validation

sets randomly (see, e.g., [5]).

Root Mean Squared Error

Rootmean square error (RMSE)measures themean of the standard errors or standard

deviation. It is a measure of how the model predicts the data set, and the lower the

RMSE, the better the model fits the data set (see e.g., [33]). It is defined as:

RMSE =

Ã
n∑

n=1

(ŷi − yi)2

n
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Mean Absolute Error

Mean absolute error (MAE) is a measure of the absolute difference between the

predicted value and the actual value and is defined as follows (see also [33]):

MAE =
1

n

n∑
n=1

|ŷi − yi|

RMSE penalizes large prediction errors, unlike the MAE. Therefore, the RMSE will

always be larger or equal to the MEA. If RMSE is greater than MAE, there is variation

in the errors. The more significant difference between them, the greater the variance

in the individual errors in the sample.

Prediction Error Rate

Both RMSE and MAE are measured on the same scale as the response variable.

Therefore, it can be valuable to have a standardizedmeasure for amore straightforward

interpretation. The prediction error rate (PER) is given by dividing RMSE by the

average value of the response and should be as small as possible.

PER =
RMSE

ȳ
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Methodologies and Methods

To achieve the purpose and goal of this project, five multiple linear regression models

were created. The overall mathematical method for the project followed the one

described in the chapter Strategy forVariable Selection andModel Buildingpresented

in Montgomery et al. [5]. Additionally to the linear regression, descriptive statistics

and seasonality studies were done for a better data understanding.

The data collection were done by Swish, and the initial data set consisted of 13,162,578

observations of following variables aggregated on a daily level for each company:

• Number of employees interval - of the considered company (e.g., 100-199)

• Revenue interval - of the considered company (e.g., 1-499 kSEK)

• Start date - the date of registration to Swish for the considered company (e.g.,

20181001)

• Payer age - of the costumers behind the Swish transactions (e.g., 15-19 yrs)

• Payer gender interval - of the costumers behind the Swish transactions (e.g.,

Male)

• Date - of the Swish transactions (e.g., 20180101)

• Number of transactions - to the considered company on the specific date

(e.g., 170)

• SNI-head group - defines the industry of the considered company (e.g., Sports,

Leisure and Entertainment Activities)
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• SNN-hash - distinguishes the unique companies

• TA - that was payed on the specific date (e.g., 2800 SEK)

Asmentioned in Section 1.7, only companies whose first start date is within the interval

2018-2021 are included in the data set, (i.e., if a company joined Swish in 2017 or

earlier, this company’s data will not be included in the data set). Thus, each row in the

data set corresponds to a payment to a company aggregated daily between 2018 and

2021. For detailed descriptions of the intervals for revenue, the number of employees,

and age, see Appendix A.1.

3.1 Data Preparation

It was discovered that 3,528,878 rows lacked information upon observing the large

data set. Also, 44 lines had an amount equal to zero. After the rows were deleted, the

cleared data set consisted of 9,633,656 observations. After this, the large data set was

divided into five smaller sets based on SNI-head group, one for each industry. The

number of observations in each data set is presented in Table 3.1.1.

Table 3.1.1: The number of observations in each data set.

Industry Observations
Sports, Leisure and Entertainment Activities 836,884
Restaurant, Catering and Bar Activities 3,974,213

Retail, Except of Motor Vehicles and Motorcycles 4,137,504
Trade and Repair of Motor Vehicles and Motorcycles 650,107

Telecommunication 34,948

3.2 Descriptive Analysis

The descriptive analysis consisted of two parts, studies of the companies that are part

of the industries and studies of the customers who use Swish to pay the companies.

In order to perform these analyzes, the data set needed to be re-aggregated into two

different sets. To obtain information about the companies operating in the industries

concerned, the data needed to be aggregated by unique companies. The variable SNN-

hash was used to determine the unique companies. Likewise, to obtain information

about the customers of these companies, the data needed to be aggregated on unique

payments.
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3.3 Modelling

3.3.1 Data Pre-processing

The data pre-processing included the first steps in the model building and variable

selection strategy. The very first step was to fit the largest model possible to

daily aggregated TA, i.e., fitting a model including all seven regressors: number of

employees, first start date, revenue, payment date, number of transactions, payer age,

and payer gender to the daily aggregated TA.When fitting the full model, the summary

of the model was studied, and an overview of the model’s quality and which regressors

seemed important was noted. The model summary and its output will be discussed in

Section 3.5.

After fitting the full model, a thorough residual analysis was performed. The residual

analysis included studies of the scaled residuals mentioned in Section 2.7.1, i.e.,

studentized residuals, externally studentized residuals and PRESS residuals. The

residual analysis was done for several purposes:

• Diagnostics and handling of outliers, leverage, and influential points.

• Investigation of the important assumptions mentioned in Section 2.2.

• Examination of possible needs for transforming the response or the regressor

variables.

The PRESS residuals and normal probability plotswere used for diagnostics of outliers.

The possible outliers were then investigated manually and removed only if reason

existed. Leverage and influential points were detected and handled with the hat

matrix and DFFITSi method, respectively, as mentioned in Section 2.8. The normal

probability plot and residual plots were used to detect and examine whether the model

required a transformation of the response. For handling possible transformations of

the response, the Box-Cox method discussed in Section 2.10 was used.

However, the Box-Cox method does not always produce satisfactory results regarding

the important assumptions. When the important assumptions for linear regressions

could not be ensured, non-parametric bootstrap is used to fit the model. The non-

parametric bootstrap does not require any assumptions.

After fitting the model and studying the residuals, the next step included studying

multicollinearity in the data set. Any near-linear relationships among the regressors
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were detected and eliminated according to the VIF method discussed in Section

2.9.

3.3.2 Variable Selection

The next step in the strategy for model building was the variable selection process.

Until now, a model consisting of all seven regressors has been examined. However, in

this step, the optimal set of variables recommended for eachmodel was determined by

the procedure of all possible regressionsmentioned in Section 2.12. The best models

recommended by each criterion were compared, and again a thorough analysis of the

“best” models was performed. Also, it was explored if further transformations were

needed.

3.3.3 The Final Model

The final model for each industry could be presented after the variable selection

process, i.e., the model that best fulfilled the criteria mentioned in Section 2.12 was

presented as the most appropriate model for the task.

3.3.4 Model Checking

The last step in the strategy for model building and the variable selection included

validating the final models. The validation process included examination of the final

model predictive ability and was done using cross-validation discussed in Section

2.13.

3.4 Seasonality Studies

The data set was aggregated at an annual level, weekly level, and daily level to

investigate seasonality trends regarding the TA and the number of transactions for the

different industries.
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3.5 Data Maintaining

Thedata setwas implemented in the software programR, a ”language and environment

for statistical computing and graphics” (see, e.g., [20]). To create the multiple linear

regression models, the built-in function lm() was used. Before running lm() the data

set needed to be redone by changing the categorical columns (strings) to numbers

(integers), e.g., string ”Male” was assigned the integer 1, and ”Female” became the

integer 2. For full explanation of the reformation of the data set, see the interval

numbers presented in Appendix A.1.

Further, the function summary() connected to lm() was used for producing overall

summaries of the quality of themodels. The summary() outputs includes e.g. the least-

squares estimates of the regression coefficients and a presentation of the adjusted R2.

For a graphical interpretation of the models, the tool plot() was used. The remaining

functions used for Box-Cox, bootstrap, best subset selection, and cross-validation were

all built-in functions implemented according to instructions.

Finally, the library Pharowas usedwith associated built-in functions when performing

the seasonality studies.
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Results

4.1 Descriptive Analysis

The results from the descriptive analysis of the five data sets will be presented in this

section. For each data set, i.e., industry, consumers’ gender, and age distribution were

studied. In addition, the companies within each industry were studied regarding the

number of employees and revenue. Also, the number of new companies connected to

Swish each year between 2018 and 2021 will be presented. The plots and pie charts for

data set 2 to data set 5 can be found in Appendix A.

To clarify, when the term customer is used in this report, reference is always made

to a customer who paid with Swish and no other payment services. However, when

referring to a company’s revenue, the term aims to describe the total revenue of the

company (i.e., from transactions with both Swish and other payment services). Thus,

the term amount refers to the TA being transferred via Swish from a customer to a

company. Also, the term new company refers to a company that just connected to

Swish, (i.e., it has nothing to do with when the company was founded).
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4.1.1 Data set 1 - Sports, Leisure and Entertainment Activities

Customers

Between 2018 and 2021, the industry received 4,567,378 Swish payments to a value of

SEK 1,083,609,094. The pie charts in Figure 4.1.1 show the gender distribution of the

paying customers based on both the amount paid and the number of Swish payments.

Equally, the pie charts in Figure 4.1.2 show the payer age distribution based on the

amount and number of payments.

Gender distribution of Swish payers within the sports industry

58.4%

41.6%

64.5%

35.5%

Men
Woman

Figure 4.1.1: The left diagram is based on the amount, and the right is based on number
of payments.

Age distribution of Swish payers within the sports industry

74.6%

17.7%

72.4%

16.0%

0-14 yrs
15-19 yrs
20-49 yrs
50-65 yrs
66-69 yrs
70-84 yrs
85+ yrs

Figure 4.1.2: The left diagram is based on theamount, and the right is based onnumber
of payments.

The pie charts above reveal that about three-quarters of the customers in the sports

industry are between 20 and 49 years old. Also, the gender among the customers is

relatively evenly distributed, even thoughmen dominate slightly. Especially regarding

the number of payments, men dominate.
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Companies

The data set included Swish payments to 881 different companies within the industry.

The pie charts in Figure 4.1.3 present the sizes of the companies concerning the number

of employees and revenue interval. Also, the number of new companies connected to

Swish each year from 2018 to 2021 is presented in Figure 4.1.4.

The sizes of the companies considered in the sports industry

49.7%

21.3%
17.7%

1-4 (ppl)
5-9
10-19
20-49
50-99
100-199
200-499

18.3%

41.3%

13.9%

<1 (kSEK)
1-499
500-999
1 000-4 999
5 000-9 999
10 000-19 999
20 000-49 999
50 000-99 999
100 000-499 999
500 000-999 999

Figure 4.1.3: The left diagram is based on number of employees interval, and the right
is based on the revenue interval.

The number of new sports companies registered to Swish each year

2018 2019 2020 2021

150

200

250

Figure 4.1.4: The number of new companies within the sports industry registered to
Swish each year between 2018 and 2021.

As seen in Figure 4.1.3, approximately 90 percent of the companies operating in this

industry are small companies with 1 to 19 employees and with revenue between 1,000

and 9,999,000 SEK. Figure 4.1.4 indicates that the number of companies joining Swish

was around 225-275 companies/year until it dropped sharply in 2021.
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4.1.2 Data set 2 - Restaurant, Catering and Bar Activities

Customers

Between 2018 and 2021, the industry received 15,333,850 Swish payments to a value of

SEK 2,883,488,309. The pie charts in Figure A.2.1 show the gender distribution of the

paying customers based on both the TA paid and the number of Swish payments. The

result reveals that the gender distribution in this industry is equal between men and

women. Equally, the pie charts in Figure A.2.2 show the payer age distribution based

on the TA and number of payments, and the result indicates that about 70 percent of

the customers in the restaurant industry are between 20 and 49 years old. However,

90 percent of the customers are between 20 and 56 years old.

Companies

The data set included payments to 6,533 different companies within the industry. The

pie charts in Figure A.2.3 show the sizes of the companies concerning the number of

employees and revenue interval, and the result reveals that more than 90 percent of

the companies operating in this industry have 1 to 19 employees and revenue between

1,000 and 9,999,000 SEK.However, most companies had revenue between 1,000,000

and 4,999,000 SEK. Also, the number of new companies registered to Swish each year

from 2018 to 2021 is presented in Figure A.2.4. The results show that the number

of companies joining Swish increased from around 1,500 companies/year to almost

2,500 companies/year between 2018 to 2020, where it peaked and then fell to below

1,000 companies in 2021.

4.1.3 Data set 3 - Retail, Except of Motor Vehicles

Customers

Between 2018 and 2021, the industry received 19,685,010 Swish payments to a value of

SEK 8,313,498,333. The pie charts in Figure A.2.5 and Figure A.2.6 respectively show

the gender and age distribution of the paying customer based on both the TA paid and

the number of Swish payments. The pie charts indicate that about 85 percent of the

customers in the retail industry are between 20 and 56 years old and that the gender

is relatively evenly distributed, even though women dominate slightly. Regarding the

number of payments, women represent almost 60 percent of the payments.
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Companies

The data set included payments to 6,576 different companies within the industry. The

pie charts in Figure A.2.7 show the sizes of the companies concerning the number

of employees and revenue interval. The pie charts present that about 90 percent

of the companies operating in this industry are companies with 1 to 19 employees

with revenue between 1,000,000 and 49,999,000 SEK. However, the majority has

revenue between 1,000,000 and 9,999,000 SEK. Also, the number of new companies

registered to Swish each year from 2018 to 2021 is presented in Figure A.2.8. The

result shows that the number of companies joining Swish increased from around 1,500

companies/year to 2,500 companies/year between 2018 and 2020, where it peaked

and then fell to just above 1,000 companies in 2021.

4.1.4 Data set 4 - Trade and Repair of Motor Vehicles and
Motorcycles

Customers

Between 2018 and 2021, the industry received 1,091,075 Swish payments to a value of

SEK 6,462,291,642. The pie charts in Figure A.2.9 and Figure A.2.10 respectively show

the gender and age distribution of the paying customers based on both the TA paid and

the number of Swish payments. The pie charts reveal that the industry is dominated

by men, representing more than 70 percent of both the TA and number of payments.

Also, around 60 percent of customers are between 20 and 49 years old. However, over

90 percent of the customers are aged 20 to 56 in this industry.

Companies

The data set included payments to 2,759 different companies within the industry. The

pie charts in Figure A.2.11 show the sizes of the companies concerning the number

of employees and revenue interval. The pie charts reveal that around 85 percent of

the companies have 1 to 9 employees and revenue between 500,000 and 19,999,000

SEK. Also, the number of companies registered to Swish each year from 2018 to 2021

is presented in Figure A.2.12. The results show that the number of companies joining

Swish was around 700-900 companies/year between 2018 and 2020, where it peaked

and then fell by about 60 percent to just under 400 new companies in 2021.
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4.1.5 Data set 5 - Telecommunication

Customers

Between 2018 and 2021, the industry received 12,217,470 Swish payments to a value

of SEK 2,169,724,782. The pie charts in Figure A.2.13 and Figure A.2.14 respectively

show the gender and age distribution of the customers based on both the TA paid and

the number of Swish payments. The pie charts reveal that the distribution between

men and women is almost equal, but men dominate slightly. Also, almost 80 percent

of the customers are aged between 20 and 49 in this industry.

Companies

The data set included payments to 28 different companies within the industry. The

pie charts in Figure A.2.15 show the sizes of the companies concerning the number

of employees and revenue interval. The pie charts indicate that the telecom industry

is quite extensive, and 75 percent of the companies have revenue between 1,000,000

and 499,999,000 SEK. Also, the number of companies registered to Swish each

year from 2018 to 2021 is presented in Figure A.2.16, and the result shows that the

number increased from 2018 to 2020, where it peaked. However, the number of new

companies/year remained high in 2021.

4.1.6 Summary - Customers and Companies

The age group 20 to 49 years dominates and represents more than 50 percent of

the customers in all industries. The second-largest age group is 50 to 65 years

in all industries and accounted for at most 30 percent of the customers (motor

vehicle industry) and at least 15 percent of the customers (telecom industry). The

remaining age groups accounted for between 5 and 15 percent of the payments. The

youngest customers can be found in the sport-, restaurant- and telecom industries

(0-19 years dominates over 66-85+ years). The oldest customers can be found in

the retail- and motor vehicle industry (66-85+ years dominates over 0-19 years).

Moreover, the gender distribution is relatively even in all industries, except the motor

vehicle industry, where men significantly dominate. In the other industries, men also

dominate, except in the retail industry, but not as strongly.
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1 to 4 employees dominate in all industries and represent atmost over 60 percent of the

companies (motor vehicle industry) and at least around 30 percent of the companies

(telecom industry). A revenue between 1,000,000 and 4,999,000 dominates in all

industries except telecom. In the telecom industry, revenue between 20,000,000 and

49,999,000 dominates. Regarding the number of companies connected to Swish, all

industries except telecom presented a significant drop of about 60 percent in 2021.

Telecom, however, only fell by 10 percent. However, the largest revenues can be

found in the telecom industry, and the smallest revenues can be found in the sports

industry.

4.1.7 Characteristics of The Five Different Industries

Average TA per Payment

Table 4.1.1: Average TA per payment for each industry.

Industry TA
Sport 237 SEK

Restaurant 188 SEK
Retail 422 SEK

Motor Vehicle 5,923 SEK
Telecom 178 SEK

As seen in Table 4.1.1, the average TA per payment is the highest for the motor vehicle

industry and the smallest for the restaurant industry. However, the average TA is very

similar in the restaurant-, sports-, and the telecom industries. In addition, the retail

industry’s average amount is significantly high compared to the restaurant-, sports-

, and telecom industries. Regardless, it is still more than ten times smaller than the

motor vehicle industry’s average TA.

Average TA per Company between 2018 and 2021

Table 4.1.2: Average TA per company for each industry between 2018 and 2021.

Industry Average TA
Sport 1,229,976 SEK

Restaurant 441,373 SEK
Retail 1,264,218 SEK

Motor Vehicles 2,342,259 SEK
Telecommunication 77,490,171 SEK
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By taking the total TA between 2018 and 2021 for each industry and then dividing it

by the total number of companies connected to Swish within each industry, the results

in Table 4.1.2 can be obtained. The result indicates that telecommunication has the

highest average total TA per company, and restaurant has the lowest average TA per

company. The sports and retail industries are very similar, and the motor vehicle

industry is about twice those two.

Total TA and Total Number of Swish Payments

Sport Restaurant Retail Motor Vehicle Telecom
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Figure 4.1.5: The TA of Swish payments to the industries between 2018 and 2021.

Sport Restaurant Retail Motor Vehicle Telecom
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Figure 4.1.6: The total number of Swish payments to the industries between 2018 and
2021.

Figure 4.1.5 show that the sports industry had the smallest total TA between 2018 and

2021, and retail had the highest amount. However, the motor vehicle industry had the

least total number of payments, as seen in Figure 4.1.6 but still the second largest total

TA as seen in Figure 4.1.5.
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4.2 Residual Analysis

In order to study the residuals we used the method of least-squares (LS), see Section

2.3. Below, the results from the initial residual analysis will be presented. The left

plots show the residuals versus the fitted values and indicate that no clear pattern

for the model assumptions in Section 2.2 is to be ensured. For the normal QQ plots

presented to the right, the data should ideally follow a straight line to confirm the

assumptions.

Figure 4.2.1: Residual plots from the sports, leisure, and entertainment industry. The
left plot is the residuals versus fitted values, and the right is the normal QQ plot.

(a) Restaurant, catering, and bar activities (b) Retail, except of motor vehicles

Figure 4.2.2: Residual plots from the (a) restaurant, catering, and bar industry and
the (b) retail industry. The left plots are the residuals versus fitted values, and the right
is the normal QQ plots.
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(a) Trade and repair of motor vehicles (b) Telecommunication

Figure 4.2.3: Residual plots from the (a) trade and repair of motor vehicles and
motorcycle industry and the (b) telecommunication industry. The left plots are the
residuals versus fitted values, and the right is the normal QQ plots.

Looking at the residuals versus fitted values (left) for the sports-, restaurant- and retail

industry in Figures 4.2.1, 4.2.2a, and 4.2.2b, respectively, a funnel shape among the

residuals appear. The funnel shape indicates that the residuals grow as the response

grows, and hence assumption three mentioned in Section 2.2 can not be ensured. The

residual versus fitted values for themotor vehicle- and telecom industry do not present

funnel shapes. However, the residuals still exhibit unclear patterns indicating that

assumption three neither can be fulfilled for these industries. The residuals versus

fitted values also indicate problems regarding the second assumption in Section 2.2,

since the red line is leaning downwards as the response increases for all industries,

meaning that the predicted value is too high.

The normal QQ plots (right) for the sports- and restaurant industry appears as

heavy tails, and the remaining industries present positively skewed data. This

indicates that the additional normal assumption mentioned in Section 2.2 can not be

confirmed.

4.2.1 After Removing Leverage, Influential and Outlier Points

Table 4.2.1 below presents the adjusted R2 before and after removing outliers and

influential points. Outliers were removed manually, and influential points were

removed with DFFITSi and the cut-off value presented in Section 2.8. No leverage

points that improved the models could be found with the method described in Section

2.8.
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Table 4.2.1: The table presents the adjusted R2 before and after removing outliers and
influential points.

Industry AdjR2 Removed Outliers Removed Influentials AdjR2 After Removed Points
Sport 0.80 22 7,839 0.90

Restaurant 0.88 32 47,980 0.96
Retail 0.49 34 26,375 0.85

Motor Vehicle 0.06 18 2,7871 0.04
Telecom 0.83 16 765 0.95

As seen in the table above, the adjustedR2 increases for allmodels, except for themotor

vehiclemodel, after the removal of outliers and influential points. Themost significant

increase can be found in the retail model. All models except the motor vehicle

model now present an adjusted R2 above 0.85, which can be considered significantly

enough.

4.2.2 Plots After Removing Outliers and Influential Points

After removing outliers and influential points, the updated residual and normal QQ

plots are presented below.

Figure 4.2.4: Residual plots from the sports, leisure, and entertainment industry after
removing outliers and influentials. The left plot is the residuals versus fitted values,
and the right is the normal QQ plot.
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(a) Restaurant, catering and bar activities (b) Retail, except of motor vehicles

Figure 4.2.5: Residual plots from the (a) restaurant, catering, and bar industry and
the (b) retail industry after removing outliers and influentials. The left plots are the
residuals versus fitted values, and the right is the normal QQ plots.

(a) Trade and repair of motor vehicles (b) Telecommunication

Figure 4.2.6: Residual plots from the (a) trade and repair of motor vehicles and
motorcycle industry and the (b) telecommunication industry after removing outliers
and influentials. The left plots are the residuals versus fitted values, and the right is
the normal QQ plots.

Looking at the residuals versus fitted values (left) for the sports-, restaurant- and

retail industry in Figures 4.2.4, 4.2.5a, and 4.2.5b, respectively, a slight improvement

regarding assumption three in Section 2.2 can be noticed. However, the red line is now

leaning upwards instead, indicating that the predicted values are too low in general,

implying a problem with assumption two in Section 2.2. The residual versus fitted

values for the motor vehicle- and telecom industry do not present any improvements,

and there are thus still problems with assumptions two and three regarding those

models. Also, the normal QQ plots do not improve for any model and can still not

be concluded as normally distributed. To summarize, neither assumptions two, three,

nor the additional normality assumption can be confirmed from the above plots.
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4.3 Box-Cox

As seen in Section 4.2.2, all models indicated problems regarding the assumptions

presented in Section 2.2. Therefore, Box-Cox transformation was used to find a

suitable transformation of the response variable that could make the models behave

according to the assumptions.

Figure 4.3.1: Residual plots from the sports, leisure, and entertainment industry after
Box-Cox. The left plot is the residuals versus fitted values, and the right is the normal
QQ plot.

The transformations of the remaining models followed similar patterns, see Appendix

A.3. Clearly, no improvement was presented, and it can thus be concluded

that Box-Cox transformation could not solve the problem regarding the faulty

assumptions.

Table 4.3.1: The adjusted R2 before and after Box-Cox transformation.

Industry AdjR2 AdjR2 after Box-Cox
Sport 0.90 0.09

Restaurant 0.96 0.08
Retail 0.85 0.13

Motor Vehicle 0.04 0.05
Telecom 0.95 0.56

Table 4.3.1 shows that the adjustedR2 deteriorated heavily for allmodels, exceptmotor

vehicles, after the Box-Cox transformation. This also confirms that the Box-Cox result
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should not be used further.

4.4 Multicolliearity

The VIF measure with a cut-off value of 5 described in Section 2.9 evaluated any near-

linear dependencies in the data sets. The different VIF-values for each model are

presented below.

Table 4.4.1: The table presents the VIF outcome for each model, i.e., each industry.

Industry No. of Employees Revenue Start Date Payer Age Payer Gender Date No. of Transactions
Sport 1.94 1.24 1.00 1.21 1.01 1.96 1.00

Restaurant 2.08 2.18 1.27 1.01 1.01 1.17 1.02
Retail 3.45 3.40 1.22 1.01 1.01 1.21 1.03

Motor Vehicle 2.95 3.01 1.24 1.01 1.01 1.19 1.02
Telecom 26.39 34.66 3.33 1.04 1.00 1.20 1.10

Table 4.4.1 indicates a problem with multicollinearity in the telecom model regarding

revenue and number of employees since the VIF-values are greater than 5. The

regressor representing revenue presented the highest VIF-value and was hence

removed from the telecom model.

4.5 Ordinary Non-Parametric Bootstrap

As concluded in Sections 4.2 and 4.3, non of the models could ensure the required

least-squares assumptions. Therefore non-parametric bootstrap was used to retrieve

regressors’ coefficient estimates and confidence intervals.

Allmodels except the restaurant and retailmodelswere examinedwith 1,000bootstrap

samples. Due to larger data sets, as seen in Table 3.1.1, those were examined with 400

bootstrap samples.
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Model 1 - Sports, Leisure and Entertainment Activities

Table 4.5.1: The bootstrap outcome for model 1 with 1,000 bootstrap samples and the
corresponding bootstrap confidence intervals.

Regressors LS Estimates 5% Bootstrap 95% Bootstrap Bias Std. Error
Intercept -1.65e+04 -24.19e+03 -8.82e+03 -4.53e-01 3.92e+03

No. of Employees 5.71e+00 9.7e-01 1.05e+01 -4.97e-02 2.44e+00
Revenue 2.06e+01 1.71e+01 2.40e+01 -1.47e-02 1.78e+00
Start Date -5.53e-03 -5.90e-03 -5.10e-03 -4.87e-06 1.94e-04
Payer Age 6.86e+01 6.69e+01 7.03e+01 1.82e-03 8.54e-01

Payer Gender 1.08e+02 1.02e+02 1.15e+02 -7.50e-02 3.14e+00
Date 6.33e-03 5.90e-03 6.70e-03 4.90e-06 1.92e-04

No. of Transactions 1.66e+02 1.64e+02 1.67e+02 3.92e-02 8.94e-01

Model 2 - Restaurant, Catering and Bar Activities

Table 4.5.2: The bootstrap outcome for model 2 with 400 bootstrap samples and the
corresponding bootstrap confidence intervals.

Regressors LS Estimates 5% Bootstrap 95% Bootstrap Bias Std. Error
Intercept -1.22e+05 -124.16e+03 -120.58e+03 -3.28e+01 9.32e+02

No. of Employees 9.83e+00 8.63e+00 1.10e+01 2.89e-03 6.37e-01
Revenue 3.56e+01 3.48e+01 3.6e+01 -1.25e-03 3.84e-01
Start Date 2.17-03 2.1e-03 2.2e-03 -2.11e-06 3.77e-05
Payer Age 2.83e+01 2.79e+01 2.87e+01 -1.06e-02 2.41e-01

Payer Gender 4.35e+01 4.22e+01 4.48e+01 -1.87e-02 6.68e-01
Date 3.87e-03 3.8e-03 4.0e-03 3.74e-06 4.36e-05

No. of Transactions 1.45e+02 1.15e+02 1.46e+02 1.16e-02 3.50e-01

Model 3 - Retail, Except of Motor Vehicles

Table 4.5.3: The bootstrap outcome for model 3 with 400 bootstrap samples and the
corresponding bootstrap confidence intervals.

Regressors LS Estimates 5% Bootstrap 95% Bootstrap Bias Std. Error
Intercept -5.24e+04 -60.03e+03 -49.93e+04 -6.29e+00 3.70e+03

No. of Employees -1.09e+02 -1.17e+02 -1.01e+01 3.66e-02 3.91e+00
Revenue 1.47e+02 1.44e+02 1.50e+02 -1.66e-02 1.41e+00
Start Date 2.38e-03 1.90e-03 2.80e-03 1.44e-06 2.19e-04
Payer Age 1.84e+02 1.82e+02 1.85e+02 -3.88e-02 8.59e-01

Payer Gender 3.73e+01 3.02e+01 4.41e+01 4.67e-02 3.39e+00
Date 1.75e-04 -2.0e-04 6.0e-04 -1.11e-06 2.04e-04

No. of Transactions 2.34e+02 2.31e+02 2.36e+02 -5.95e-02 1.41e+00
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Model 4 - Trade and Repair of Motor Vehicles and Motorcycles

Table 4.5.4: The bootstrap outcome for model 4 with 1,000 bootstrap samples and the
corresponding bootstrap confidence intervals.

Regressors LS Estimates 5% Bootstrap 95% Bootstrap Bias Std. Error
Intercept -1.30e+06 -1.38e+06 -1.23e+06 6.98e+02 3.78e+04

No. of Employees -1.49e+03 -1.52e+03 -1.45e+03 1.31e+00 1.75e+01
Revenue 1.53e+03 1.51e+03 1.56e+03 -5.96e-01 1.19e+01
Start Date 3.65e-02 3e-02 4e-02 -5.30e-05 1.65e-03
Payer Age -1.02e+03 -1.04e+03 -1.00e+03 3.83e-01 1.04e+01

Payer Gender -7.23e+02 -7.80e+02 -6.69e+02 -4.58e-02 2.77e+01
Date 2.82e-02 3e-02 3e-02 1.84e-05 1.60e-03

No. of Transactions 4.32e+01 3.26e+01 5.40e+01 -7.87e-02 5.30e+00

Model 5 - Telecommunication

Table 4.5.5: The bootstrap outcome for model 5 with 1,000 bootstrap samples and the
corresponding bootstrap confidence intervals.

Regressors LS Estimates 5% Bootstrap 95% Bootstrap Bias Std. Error
Intercept −5.10e+06 2.25e+06 3.32e+06 -9.89e+02 3.40e+05

No. of Employees −3.34e+03 -3.71e+02 - 2.74e+02 -3.23e+00 9.25e+01
Start Date -1.36e-01 -5.5e-01 -5.1e-01 6.60e-05 1.29e-02
Payer Age -1.64e+03 -1.72e+03 -1.50e+03 -5.56e-01 5.70e+01

Payer Gender -1.74e+03 -2.30e+03 -1.16e+03 −6.54e+00 2.92e+02
Date 3.87e-01 3.6e-01 4.2e-01 -1.71e-05 1.63e-02

No. of Transactions 1.33e+02 1.33e+02 1.33e+02 6.19e-03 3.52e-01

Summary - Non-Parametric Bootstrap

The non-parametric bootstrap outputs presented in Tables 4.5.1 to 4.5.5 conclude that

the coefficients’ bias and standard errors were small, indicating that estimates and

respective confidence intervals are reliable as the plots were normally distributed,

see Appendix A.4. A slight bias indicates a small difference between the least-square

estimates, where no bias is present, and the non-parametric bootstrap estimates.

However, the confidence intervals for the retailmodel presented inTable 4.5.3 revealed

that the estimate fordatewasnot significant since the interval contained zero. Noother

confidence intervals for the estimates contained zero, and the remaining models thus

can be concluded to have all parameters significant.

4.6 Variable Selection

To perform variable selection, the all possible regression algorithm described in

Section 2.12 were used. The algorithm produced 27 different regressor combinations

41



CHAPTER 4. RESULTS

for each model (26 for the telecom model), and the different regressor combinations

were then ranked based on four measures. The four measures consisted of Mallows’s

Cp, BIC, RSS, and adjusted R2. The table below presents how many regressors each

criterion concludes as optimal for the various industry models.

Table 4.6.1: The optimal number of regressors recommended by each criterion.

Model Industry AdjR2 Mallows’s Cp RSS BIC
Model 1 Sport 7 7 7 6
Model 2 Restaurant 7 7 7 7
Model 3 Retail 7 6 6 6
Model 4 Motor Vehicle 7 7 7 7
Model 5 Telecom 6 6 6 6

The result from the all possible regression algorithm presented in Table 4.6.1 indicates

that the final models for the sports-, restaurant- and motor vehicle industries should

include all regressors since seven regressors are recommended by most of the criteria.

As mentioned in Section 4.5, date was not significant in the retail model, and the

algorithm confirms that the final retail model should include only six regressors since

most criteria recommend that, and hence that date should be removed. All possible

regression for the telecom indicates that all regressors should be included in the final

model after removing multicollinearity.

4.7 Final Equations

The five different regression equations and their non-parametric bootstrap estimates

are presented below.

Table 4.7.1: Summary of the final models for the different industries.

Regressors Model 1 Model 2 Model 3 Model 4 Model 5
Intercept -1.65e+04 -1.22e+05 -5.01e+04 -1.30e+06 2.85e+06

No. of Employees 5.71e+00 9.83e+00 -1.09e+02 -1.49e+03 -3.21e+02
Revenue 2.06e+01 3.56e+01 1.47e+02 1.53e+03 0
Start Date -5.53e-03 2.17e-03 2.44e-03 2.44e-03 -5.31e-01
Payer Age 6.86e+01 2.83e+01 1.84e+02 -1.02e+03 -1.63e+03

Payer Gender 1.08e+02 4.35e+01 3.74e+01 -7.23e+02 -1.71e+03
Date 6.33e-03 3.87e-03 0 2.82e-02 3.91e-01

No. of Transactions 1.66e+02 1.45e+02 2.34e+02 2.34e+02 1.33e+02
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Since the bias presented in Section 4.5 was small for all models, the outcome from

a least-square estimate can be concluded very similar to the once presented in Table

4.7.1. Additionally, studies of the coefficient’s contribution to the response variables’

magnitude were studied, and the result can be found below.

Table 4.7.2: The percentage influence of the regressors on the response variable.

Regressors Model 1 Model 2 Model 3 Model 4 Model 5
No. of Employees 0.81% 0.08% 0.56% 14.17% 1.19%

Start Date 2.18% 0.52% 7.03% 48.52% 0.68%
Date 1.90% 0.55% 5.85% 1.06%

Revenue 0.57% 0.31% 0.84% 21.08%
Payer Age 0.22% 0.06% 0.40% 4.63% 0.92%

Payer Gender 0.042% 0.01% 0.40 % 0.62% 0.11%
No. of Transactions 94.27% 98.47% 90.80% 5.14% 96.03%

Table 4.7.2 indicates that the number of transactions is responsible for over 90 percent

of the average size of the TA in four of five models. The start date in the motor vehicle

industry is the most impactful factor.

4.8 Model Validation

A presentation of the results from the model validation using cross-validation

described in Section 2.13 can be found in the table below. The data set was divided

into one test and one training set.

Table 4.8.1: Summary of the cross-validation output for the different industries.

Industry R2 RMSE MAE PER
Sport 0.90 1,382.66 641.98 1.54

Restaurant 0.96 643.52 277.94 1.24
Retail 0.85 3,056.80 971.46 2.34

Motor Vehicle 0.04 10,592.93 5,851.15 2.13
Telecom 0.96 26,438.26 13,554.71 0.55

As seen in Table 4.8.1, the R2 value can be considered high for all models except for

the model describing the motor vehicle industry. TheR2 is just 0.04, meaning that the

considered regressors only explain 4 percent of the TA in that industry. The RSME

and MAE are not easy to interpret and compare since they depend on the size of the
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response variable. Thus, if the data were scaled-down, RSME and MAE would have

decreased, but the R2 value would remain. However, the PER can be used to compare

the predictive capability of the models. Since telecom has the lowest PER, that model

can be considered the model with the best predictability capacity. Also, retail can be

considered the model with the worst predictability capacity.

4.9 Seasonality Studies

In this section, the data sets were aggregated into: day of the year, day of the week, and

yearly trends between 2018 and 2021 to study seasonality patterns.

The y-axis in the weekly and annual charts represents how much time of the year and

the day of the week affect the number of transactions and the sum of all transactions.

These values are added to the trend component. The figure below shows howMondays

are approximately two lower than Sundays in the number of transactions. Weekly

and annual components are summed to zero, therefore one can observe negative

values.

Sports and leisure industry represented in Figure 4.9.1 below, it can be observed

that the number of transactions increases around the middle of the summer, during

February, and at the end of December. The amount also follows similar patterns but

has higher transaction amounts aroundDecember andFebruary. An apparent increase

over the years can be noticed, with aminor exception between 2020 and 2021. Fridays,

Saturdays, and Sundays are the most payments made and the highest total amount.

(a) Number of transactions (b) The amount of the sum of the transactions

Figure 4.9.1: The figure illustrates the trend of the number of transactions and the sum
of the transactions in the sports industry.
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Restaurant, catering, and bar industry presented in Figure 4.9.2 follow similar

trends to the sports and leisure industry looking at the annual trend and the weekday

pattern. The number of transactions is the highest between July and August. The total

amounts are most significant in July, August, and December.

(a) Number of transactions

(b) The amount of the sum of the transactions

Figure 4.9.2: The figure illustrates the trend of the number of transactions and the sum
of the transactions in the restaurant industry.

Retail industry presented in Figure 4.9.3 also shows a upward trend between 2020

and 2022. The number of transactions and the total sumof the transactions are highest

on Sundays and in mid-end December.

(a) Number of transactions (b) The amount of the sum of the transactions

Figure 4.9.3: The figure illustrates the trend of the number of transactions and the sum
of the transactions in the retail industry.

Industry of trade and repair ofmotor vehicles andmotorcycles has themost

transactions and the highest total TA during Fridays and weekends, as seen in Figure

4.9.4. The number of transactions decreases between 2018 and 2019 and between

2020 and 2021. The total amount of swish transactions increases between 2018 and
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2022. Most transactions are made in April and July. The highest total is observed in

July and over the end of December.

(a) Number of transactions
(b) The amount of the sum of the transactions

Figure 4.9.4: The figure illustrates the trend of the number of transactions and the sum
of the transactions in the motor vehicle industry.

As seen in Figure 4.9.5, telecommunication has the highest pressure during the

weekdays and between April and July. The number of transactions and total amounts

grew between 2018 and mid-2020. However, after these years, there has been a slight

decrease and the upward trend stagnated between mid-2019 and 2021

(a) Number of transactions (b) The amount of the sum of the transactions

Figure 4.9.5: The figure illustrates the trend of the number of transactions and the sum
of the transactions in the telecommunication industry.

To summarize this, we can observe in the graphs above that all industries have had

an upward trend over the years. All sectors except telecommunications have the

highest pressure over the weekends. Sports, restaurants, and themotor industry peak

over the summer, telecommunications peak over the spring, and retail peak over the

autumn.
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Conclusions

5.1 Discussion

This thesis aims to find the answer to the question, ”What is the difference between

Swish payments to companies in various industries?”. This section will fulfill the

purpose by discussing the industries separately by stating the main characteristics.

After, a more profound comparison will be performed, and our model’s weaknesses

will be stated.

5.1.1 Industry 1 - Sports, Leisure, and Entertainment
Activities

The Model

In the initial residual analysis, the plot for the sports model indicated that the errors

grew as the TA increased. Regardless, the residual plot improved markedly after the

outliers and influential points had been removed. An explanation for the improvement

can be traced to events occurring in the industry. When the outliers were examined

manually and the influential points were studied, we discovered that these points often

were linked to specific events. For one or more days, these events held by companies

were often associated with payments generating a much higher amount/transaction

than the company usually had. Therefore, we decided to remove such points. Thus

our model cannot be applied in the cases when a company performs a significant

event once or twice while the rest of the year has minimal Swish activity, since those

47



CHAPTER 5. CONCLUSIONS

transactions does not follow the general pattern. An additional regressor called ”event”

with two outcomes, ”yes” or ”no,” might have made it possible to include that type of

transaction.

Moving on to the bootstrap confidence intervals presented in Table 4.5.1. All regressors

are significant, indicating that they all have a linear relationship with the response

variable. In other words, this implies that themagnitude of the TA transferred through

Swish depends on all these factors. The adjusted R2 for the final model of the sports

and entertainment industry is significantly high, which should indicate that the model

has a small test error.

However, the model has high RMSE, MAE, and PER values, implying high prediction

errors. One explanation for this is that the amounts spread out at both extremes, see

Figure 4.2.4. From Swish’s perspective, predicting high Swish transactions might not

be as reliable as lows.

How much each regressor affects the daily aggregate TA can be observed in Table

4.7.2. The TA is answered to 94% by the number of transactions. This seems self-

explanatory, as if the number of transactions increases, the total amount increases. The

transaction’s date and the start date affect approximately 4% of the TA, which indicates

that the TA is affected to the second greatest degree by the date the organization was

started and the date the transaction was completed.

Seasonality Trends

A reasonable explanation for why there is a peak during February is that the sports

holiday weeks in Sweden are in weeks 7, 8, or 9. It is high season on the ski slopes

in connection with this holiday, and this may be one of the reasons for the peak these

weeks (see [19]).

That there are peaks over the summer and December is more self-explanatory as many

Swedes are free from work over these periods. Christmas and New Year emerge at the

end of December, which means that Christmas presents need to be procured. Thus,

Swish can be an alternative means of payment.
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5.1.2 Industry 2 - Restaurant, Catering and Bar Activities

The Model

The restaurant and catering industry also improved markedly when outliers and

influential points were removed. One explanation for this may be that the companies

that rely on certain food events or a few caterers over the year do not follow the same

pattern as the restaurants that receive similar amounts a day over the years and were

therefore removed.

The final model has the highest R2, second-lowest PER, and the lowest RMSE and

MAE. This indicates that the model predicts the amounts better than the other

industries. An explanation for why the restaurant industry model is good in predicting

the TAmay be because the amount to 98.47 % depends on the number of transactions,

see Table 4.7.2. The other regressors are significant but do not affect the TA to the

same extent as in the other industries.

Seasonality Trends

Based on the seasonality plots presented in Figure 4.9.2, the upward trend stagnated

somewhat between 2020 and 2021; a reasonable explanation for thismay be thatmany

restaurants had limited opportunities to conduct their business during the Covid-19

pandemic (see [3]).

A hypothesis as to why July, August, December, and Fridays and weekends have many

transactions and high amounts during these weekdays and times of the year is that

many Swedes treat themselves to restaurant visits when free from work.

5.1.3 Industry 3 - Retail, Except of Motor Vehicles

The Model

The retail model was the model whose R2 value was increased most of all models after

removing outliers and influential points. The explanation for this may be that there

are more events a year where significantly larger or fewer transactions are carried out

than the rest of the year compared to the other industries. Therefore, the model could

better adapt to the data set when these extremes were removed.

However, was not all regressors significant. The transaction date was insignificant,
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indicating that the specific date does not affect the TA. Moreover, in Table 4.7.2, we

can see that the start date affects the magnitude of the TA by 7%.

The R2 value indicates that the model adapts very well to the TA and should therefore

be able to be used by Swish to predict amounts within the time interval significantly

well.

Seasonality Trends

Based on the seasonality plots, one can see an upward trend between 2020 and

2021; a reasonable explanation is that e-commerce broke record robust growth during

the pandemic (see [14]). One can also observe distinct peaks on Sundays, and one

explanation for this is that most retail orders are placed on Sundays (see [16]). The

most important retail period is over Christmas, and thus a reasonable explanation for

it peaking then in terms of transactions and amount (see also [15]).

5.1.4 Industry 4 - Trade and Repair of Motor Vehicles and
Motorcycles

The Model

The motor vehicle model did not improve remarkably during the process, where it is

observed in the final model thatR2 is low. Since the model’s results are not considered

significant, we can thus reject the model. The reason for this is that the amounts differ

too much. A reasonable explanation for the large spread in the transaction amount is

that some companies in this industry sell motorcycles or other motor vehicles for high

prices. In contrast, other companies work with car washes and other cheaper services.

A potential reason for this is the SNI-code division. A possible improvement would

have been to divide the SNI-main group into SNI-subgroups to distinguish the different

companies better. Another hypothesis is that the mean Swish payment is higher. The

distribution between men and females differs significantly from the other industries,

explaining why the residuals are not normally distributed. A third explanation for why

the R2 values are so low has little to do with the first argument. If we look at Table

4.7.2, the TA does not correlate as much with the No. of transactions since it depends

mainly on the start date.
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Seasonality Trends

The difference between the number of transactions and the TA simultaneously is

interesting in this industry. A hypothesis is that many services, repairs, and tire

changes occur at low amounts during the spring, while the few purchases occur over

Christmas but at high amounts.

5.1.5 Industry 5 - Telecommunication

The Model

After removing outliers and influential points, the QQ plot did not improve as much

as in other industries. This indicates that there is something we have not taken into

account, such as that we need to divide the data into different categories or perhaps

clean the data in some other way.

We have linear dependence between No.of employees and revenue in the telecom

industry. This feels self-explanatory because a more prominent company may require

more staff. Bootstrap confidence intervals indicate that all regressors correlate with

the response variable. The final model has high RMSE and MAE, but since PER

considers the average amount of the transactions, it is low compared to other models.

In combination with that, R2 is the largest of them, and therefore, can we conclude

that telecom has one of the most reliable models. One explanation for this may be that

the TA has a very high degree of explanation of No. of transactions and that no other

regressor points out, see Table 4.7.2.

Seasonality Trends

Themost exciting thing about the telecom industry is that almost all transactions occur

on weekdays. One explanation for this is that this industry includes telecom bills, and

they can only be paid to the banks on weekdays between 7 am and 6 pm (see, e.g.,

[22]).

5.1.6 Summary and Conclusion

From the descriptive analysis presented in Section 4.1.6, we conclude that an older

person is less likely tomake a transactionwith Swish. This conclusion is not surprising,

as we generally see that it takes longer for the elderly to change means of payment;
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for example, cash is used mainly by the elderly today (see [27]). The fact can also be

confirmed by the previous research on customer behaviors mentioned in Section 1.5.

Though, Riksbanken stated that older people have started to use Swish to a greater

extent during the pandemic (see, e.g., [24]). Therefore, Swish customers’ growth

potential is in the upper age range.

It can also be seen in the descriptive analysis that the number of new companies joining

Swish fell dramatically in all industries except the telecommunication industry in 2021.

A reasonable explanation for this is the Covid-19 pandemic, but it would be interesting

to investigate further.

From the regression models, it was discovered in Section 4.2 that all industries

produced a non-constant error variance. A possible explanation for this is that the

division of the categorical regressions does not have the same error variance. Another

explanation could be that the division of the categorical regressors is not optimal for

creating a linear model. A solution could be to convert the categorical regressors to

non-categorical variables with exact values. For instance, the number of employees

would then be presented as the precise number of employees for a company.

Moreover, four of the five final models resulted in an adjusted R2 of over 0.85, where

the restaurant industry model provided the highest adjusted R2 of 0.96. However, the

motor vehicle model only resulted in an adjusted R2 of 0.04. We can thus conclude

that all models, except the motor vehicle model, adapt the data to the model well.

However, the models should be used with caution since the residual plots, see Figure

4.2.4, which shows a positive slope on the red line, which implies that the larger the

predicted TA is in the models, the more undervalued will the expected value become.

The increasing residuals could also be the reason for the questionable predictive

ability presented in Section 4.8. Therefore, when using the models, they will have a

better predictive ability for smaller amounts and should be used with caution for high

amounts predictions.

From the seasonality plots, it can be stated that the sport, restaurant, andmotor vehicle

industries have the highest pressure on Fridays and weekends. In contrast, retail

has the most transactions on Sundays, and the telecom industry most depends on

weekdays. A hypothetical explanation for this is that most Swedes are off work on

the weekends, and the telecommunications companies are closed.

Also, all industries except telecommunications also have high pressure during
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the Christmas holidays. The retail high season begins a little earlier than the

others, explained by the fact that Christmas presents are bought before Christmas.

Telecommunications have the highest pressure between April and July. All industries

except telecommunications also have high pressure during the Christmas holidays.

The retail high season begins a little earlier than the others, explained by the fact

that Christmas presents are bought before Christmas. Telecommunications have the

highest pressure betweenApril and July. A general conclusion that canbedrawnacross

almost all industries is that the high seasons for Swish transactions are over when

most Swedes are free from work and school, such as the Christmas holidays, summer

holidays, and sports holidays.

5.1.7 Limitations of The Models and Analysis

First, it is not easy to know whether the industry sets the conditions for what Swish

payments look like or whether it is the Swish service itself. For example, we can not

conclude if the restaurant industry itself always has the smallest average amount per

transaction or if this fact is linked to only Swish transactions. Nor can we know if

women always dominate the most significant part of all purchases in retail or if it is

only the women who pay with Swish that dominates.

Another weakness of our model is our division and numbering of categorical variables.

Since running the program in R with strings was impossible, we had to convert strings

into numbers before. For example, the string ”20-49 years” had to be converted into a

number. We choose our numbers just after the logical order, i.e., ”0-14 years” got the

number 1, and so on. A potential improvement could have been to choose the number

based on the descriptive analysis output. For example, the ”20-49 year” group could

have been dedicated to the number 7 (out of 7 possible) since it stands for most of

the transactions and not the number 3 as it has today. This could have made it easier

to interpret the regressor’s coefficients sign and could have made it possible for us to

make statements like ”Themodel’s positive sign says that the TA should increase when

the age group increases”.

5.1.8 Main Findings

We succeeded in producing significant linear regression models for four of the five

industries. However, the final model for trade and repair of motor vehicles and
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motorcycles never became satisfactory since it only presented an adjusted R2 of 0.04.

The reason for this is that the transaction amount differs considerably. A reasonable

explanation for the large spread in the transferred amount is that some companies

in the industry sell motorcycles or other motor vehicles for high prices, and other

companies work with car washes or other cheaper services. There is no distinction

between these different types of companies in the data set. Therefore, themotor vehicle

model’s low adjusted determination factorR2 can be due to the SNI code division.

From the descriptive analysis, most customers in all industries were between 20 and

49 years. Apart from the motor vehicle industry, there are several similarities

between the four other industries regarding the regression models. For example,

all other industries succeeded in producing an adjusted R2 above 0.85, which is

significantly high. Another similarity is that the number of transactions was the most

critical regressor for these models and explained above 90 percent of the predicted

response.

However, there are also several differences between the industries. The motor

vehicle industry stood out in many ways. Firstly, it was the only model that did

not succeed in getting a satisfactory adjusted R2, as stated previously in this section.

Secondly, this industry was heavily dominated by men (over 70 percent of the

customers were men) compared to the other industries that were relatively evenly

distributed. Also, the industry had the highest average amount/transaction, whichwas

about 6,000 SEK (compared to the other industries, which had an average between 180

and 420 SEK/transaction). Lastly, due to the results presented in Table 4.7.2, themost

important regressors for the motor vehicle industry were the start date (50 percent)

and the revenue (20 percent), compared to the number of transactions that only was

explaining 5 percent. The other industries were explained mainly by the number of

transactions (over 90 percent).

One more difference is regarding the telecom industry. Firstly, it was the only

industry that did not fall dramatically in 2021 regarding the number of new companies

connected to Swish. The other industries fell by approximately 60 percent, and the

telecommunication industry only decreased by 10 percent. Secondly, the industry had

the smallest number of companies connected but the largest total amount/company

(approximately 77 million SEK compared to the other industries that had an average

between 400,000 SEK and 2 million SEK). Thirdly, it did not peak on weekends like
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the other industries, and instead, the telecommunication industry had its peaks on

weekdays.

5.1.9 Future Work

For future studies, it would be reasonable to look into two things. Firstly, creating a

model with additional regressors for the motor vehicle industry would be interesting.

The additional regressor would potentially provide more information about the

purchase, and thus the adjusted R2 would hopefully increase. As stated in Section

5.1.8, a possible improvement would have been to divide the SNI-main group into

SNI-subgroups to distinguish the different companies better. Secondly, it would be

interesting to investigate a new potential model with no categorical variables. In our

case, this was not possible due to a lack of computer capacity.
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Appendix A

First Appendix

A.1 The Categorical Variables

Table A.1.1: The intervals for number of employees

Interval No. of Employees Interval Number
1-4 1
5-9 2
10-19 3
20-49 4
50-99 5
100-199 6
200-499 7
500-999 8

1,000-1,499 9
1,500-1,999 10
2,000-2,999 11
3,000-3,999 12
4,000-4,999 13
5,000-9,999 14

Table A.1.2: The intervals for revenue

Interval Revenue (KSEK) Interval Number
<1 1

1-499 2
500-999 3

1,000-4,999 4
5,000-9,999 5
10,000-19,999 6
20,000-49,999 7
50,000-99,999 8
100,000-499,999 9
500,000-999,999 10

1,000,000-4,999,999 11
5,000,000-9,999,999 12

>9,999,999 13
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A.1.1 Payer Age Interval

Table A.1.3: The intervals for the costumer payer age

Payer Age (years) Interval Number
0-14 1
15-19 2
20-49 3
50-65 4
66-69 5
70-84 6
85+ 7
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A.2 Company Charts

A.2.1 Data set 2 - Restaurant, Catering and Bar Activities

The Costumers

Gender distribution of Swish payers in the restaurant industry

50.5%

49.5%

52.7%

47.3%

Men
Woman

Figure A.2.1: The gender distribution of paying customers in the restaurant, catering
and bar activities industry. The left diagram is based on the amount and the right
diagram is based on number of payments.

Age distribution of Swish payers in the restaurant industry

71.5%

18.9%

70.2%

17.3%

0-14 yrs
15-19 yrs
20-49 yrs
50-56 yrs
66-69 yrs
70-84 yrs
85+ yrs

Figure A.2.2: The age distribution of paying costumers in the restaurant, catering and
bar activities industry. The left diagram is based the amount and the right diagram is
based on number of payments.
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The Companies

The sizes of the companies considered in the restaurant industry

44.7%

31.1%
17.9%

1-4 (ppl)
5-9
10-19
20-49
50-99
100-199
200-499
500-999
1 000-1 499
1 500-1 999
2 000-2 999

53.2%

20.6%

<1 (kSEK)
1-499
500-999
1 000-4 999
5 000-9 999
10 000-19 999
20 000-49 999
50 000-99 999
100 000- 499 999
500 000 - 999 999
1 000 000 - 4 999 999

Figure A.2.3: The sizes of the companies considered in the restaurant, catering and
bar activities industry. The left diagram is based on number of employee and the right
diagram is based on turnover.

The number of new resturant companies registered to Swish each year

2018 2019 2020 2021

1,000

1,500

2,000

2,500

Figure A.2.4: The number of companies within the restaurant, catering and bar
activities industry registered to Swish each year between 2018 and 2021.
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A.2.2 Data set 3 - Retail, Except of Motor Vehicles

The Costumers

Gender distribution of Swish payers in the retail industry

47.5%

52.5%

41.9%

58.1%

Men
Woman

Figure A.2.5: The gender distribution of paying customers in the retail industry.
The left diagram is based the amount and the right diagram is based on number of
payments.

Gender distribution of Swish payers in the retail industry

64.0%

22.8%

62.6%

19.7%

0-14 yrs
15-19 yrs
20-49 yrs
50-56 yrs
66-69 yrs
70-84 yrs
85+ yrs

Figure A.2.6: The age distribution of paying costumers in the retail industry. The left
diagram is based the amount and the right diagram is based on number of payments.
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The Companies

The sizes of the companies considered in the retail industry

52.3%

23.5%
12.3%

1-4 (ppl)
5-9
10-19
20-49
50-99
100-199
200-499
500-999
1 000-1 499
1 500-1 999
2 000-2 999
3 000-3 999
4 000-4 999
5 000-9 999

34.5%

18.9%

13.0%10.6%

<1 (kSEK)
1-499
500-999
1 000-4 999
5 000-9 999
10 000-19 999
20 000-49 999
50 000-99 999
100 000-499 999
500 000-999 999
1 000 000-4 999 999
5 000 000-9 999 999
>9 999 999

Figure A.2.7: The sizes of the companies considered in the retail industry. The left
diagram is based on number of employee and the right diagram is based on turnover.

The number of new retail companies registered to Swish each year

2018 2019 2020 2021

1,000

1,500

2,000

Figure A.2.8: The number of companies within the retail industry registered to Swish
each year between 2018 and 2021.
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A.2.3 Data set 4 - Trade and Repair of Motor Vehicles and
Motorcycles

The Costumers

Gender distribution of Swish payers in the motor vehicle industry

72.6%

27.4%

74.3%

25.7%

Men
Woman

Figure A.2.9: The gender distribution of paying customers in the motor vehicle
industry. The left diagram is based the amount and the right diagram is based on
number of payments.

Age distribution of Swish payers in the motor vehicle industry

63.2%

28.6%

60.4%

27.8%

0-14 yrs
15-19 yrs
20-49 yrs
50-56 yrs
66-69 yrs
70-84 yrs
85+ yrs

Figure A.2.10: The age distribution of paying costumers in the motor vehicle industry.
The left diagram is based the amount and the right diagram is based on number of
payments.
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The Companies

The sizes of the companies considered in the motor vehicle industry

62.8%

23.7%

1-4 (ppl)
5-9
10-19
20-49
50-99
100-199
200-499
500-999
1 000-1 499
1 500-1 999
2 000-2 999
3 000-3 999
4 000-4 999
5 000-9 999

12.4%36.8%

18.0%
13.0%

<1 (kSEK)
1-499
500-999
1 000-4 999
5 000-9 999
10 000-19 999
20 000-49 999
50 000-99 999
100 000-499 999
500 000-999 999
1 000 000-4 999 999
5 000 000-9 999 999
>9 999 999

Figure A.2.11: The sizes of the companies considered in the motor vehicle industry.
The left diagram is based on number of employee and the right diagram is based on
turnover.

The number of newmotor companies registered to Swish each year

2018 2019 2020 2021

400

600

800

Figure A.2.12: The number of companies within the motor vehicle industry registered
to Swish each year between 2018 and 2021.
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A.2.4 Data set 5 - Telecommunication

The Costumers

Gender distribution of Swish payers in the telecommunication industry

55.0%

45.0%

54.1%

45.9%

Men
Woman

Figure A.2.13: The gender distribution of paying customers in the telecommunication
industry. The left diagram is based the amount and the right diagram is based on
number of payments.

Age distribution of Swish payers in the telecommunication industry

79.9%

14.4%

78.3%

14.8%

0-14 yrs
15-19 yrs
20-49 yrs
50-56 yrs
66-69 yrs
70-84 yrs
85+ yrs

Figure A.2.14: The age distribution of paying costumers in the telecommunication
industry. The left diagram is based the amount and the right diagram is based on
number of payments.
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The Companies

The sizes of the companies considered in the telecommunication industry

32.1%
25.0%

17.9%

1-4 (ppl)
5-9
10-19
20-49
50-99
100-199
200-499
500-999
1 000-1 499
1 500-1 999
2 000-2 999
3 000-3 999
4 000-4 999
5 000-9 999

17.9%14.3%

21.4%
14.3%

<1 (kSEK)
1-499
500-999
1 000-4 999
5 000-9 999
10 000-19 999
20 000-49 999
50 000-99 999
100 000-499 999
500 000-999 999
1 000 000-4 999 999
5 000 000-9 999 999
>9 999 999

Figure A.2.15: The sizes of the companies considered in the telecommunication
industry. The left diagram is based on number of employee and the right diagram
is based on turnover.

The number of new telecom companies registered to Swish each year

2018 2019 2020 2021

5

6

7

8

9

Figure A.2.16: The number of companies within the telecommunication industry
registered to Swish each year between 2018 and 2021.
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A.3 Box-Cox transformation

(a) Restaurant (b) Retail

Figure A.3.1: Plots of studentized residuals (left) together with the corresponding QQ
plots (right) after Box-Cox transformation for the restaurant industry in a) and in b)
the retail industry.

(a) Motor vehicles (b) Telecommunication

Figure A.3.2: Plots of studentized residuals (left) together with the corresponding QQ
plots (right) after Box-Cox transformation for the motor vehicle industry in a) and in
b) the telecom industry.

A.4 Ordinary Nonparametric Bootstrap

(a) model 1 (b) model 2

Figure A.4.1: Bootstrap distribution and normal Q-Q plot of model 1 and 2
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(a) model 3

(b) model 4

Figure A.4.2: Bootstrap distribution and normal Q-Q plot of model 3 and 4

Figure A.4.3: Bootstrap distribution and normal Q-Q plot of model 5
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