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Abstract

Fuel cell electric vehicles, powered by hydrogen are an enticing alternative to fossil-fuel
vehicles in order to reduce greenhouse gas emissions and consequently accomplish the
environmental targets set to tackle the environmental crisis. It is crucial to develop the
appropriate infrastructure if the FCEVs are to be successfully accepted as an alternative
to fossil-fuel vehicles.

This study aims to carry out a techno-economic analysis of different hydrogen supply
chain designs, that are coupled with the Swedish electricity system in order to study the
inter-dependencies between them. The supply chain designs comprehend centralised
production, decentralised production and a combination of both. The outputs of the
hydrogen supply chain model include the hydrogen refuelling stations’ locations, the
electrolyser’s locations and their respective sizes as well as the operational schedule.
Both the hydrogen supply chain designs and the electricity system were parameterized
with data for 2030. The supply chain design is modelled to minimize the overall cost
while ensuring the hydrogen demands are met. The mixed-integer linear programming
problems were modelled using Python and the optimisation software was Gurobi.

The hydrogen models were run for two different scenarios, one that considers sea-
sonal variations in hydrogen demand, and another that does not. The results show that
for the scenario with seasonal variation the supply chain costs are higher than for the
scenario without seasonal variation, regardless of the supply chain design. In addition, the
hydrogen supply chain design with the minimal cost is based on decentralised hydrogen
production.
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Sammanfattning

Bränslecellsdrivna elbilar, som drivs av vätgas, är ett lockande alternativ till fossildrivna
fordon för att minska växthusgasutsläppen och därigenom uppn̊a de miljömål som satts
för att tackla miljökrisen. Det är avgörande att utveckla lämplig infrastruktur om FCEV:er
ska accepteras som ett alternativ till fossildrivna fordon.

Denna studie syftar till att utföra en teknisk-ekonomisk analys av olika vätgas
supply kedjedesign som är kopplade till det svenska elsystemet för att studera beroen-
deförh̊allandena mellan dem. Försörjningskedjans design omfattar centraliserad produk-
tion, decentraliserad produktion och en kombination av b̊ada. Resultaten fr̊an vätgas
supply kedja modellen inkluderar vätgasmackarnas placeringar, elektrolysörernas plac-
eringar och deras respektive storlekar samt den operationella schemat. Både vätgas sup-
plykedjedesi och elsystemet parameteriserades med data för 2030. Supplykedjedesignen
modellerades för att minimera de totala kostnaderna samtidigt som vätgasbehoven upp-
fylls. Mixed-integer lineära programmeringsproblem modellerades med hjälp av Python
och optimeringsprogramvaran Gurobi.

Vätgasmodellerna kördes för tv̊a olika scenarier, ett som tar hänsyn till säsongsvaria-
tioner i vätgasbehovet och ett annat som inte gör det. Resultaten visar att för sce-
nariet med säsongsvariation är supply kedja kostnaderna högre än för scenariot utan
säsongsvariation, oavsett supplykedjedesignen. Dessutom är vätgas supply kedjedesignen
med minimal kostnad baserad p̊a decentraliserad vätgasproduktion.

Nyckelord

Vätgas, Vätgassupplykedja, Elektrolys, 2030, Sverige, Elpriser, MILP, Optimering.
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Chapter 1

Introduction

The need to decarbonise today’s societies is at a critical tipping point as drought, wildfires,
storms, and other natural catastrophes are becoming more frequent and severe worldwide.
In order to prevent further climate change, all nations signed the Paris Agreement, which
aims to limit global warming to well below 2, preferably to 1.5 degrees Celsius, compared
to pre-industrial levels [1]. In addition, the European Green Deal states that every state
member must be neutral greenhouse gas emissions by 2050 and reduce net greenhouse
gas emissions by at least 55% by 2030 [2].

Due to its ongoing reliance on fossil fuels, in 2019, the transportation sector ac-
counted for 25.8% of total greenhouse gas emissions in the EU. Thus sharing only the
stage of the sector with the highest greenhouse gas emissions with the Energy Industries
and fuel combustion by users (excl. transport)[3]. In the same year, road transport emit-
ted 72% of all domestic and international transport GHG, thus constituting the highest
proportion of overall transport emissions [4]. Therefore, it is a pivotal sector to decar-
bonise if one is to achieve the targets mentioned above.

In order to fully decarbonise this sector, it is straightforward that vehicles must
emit no GHG whatsoever, the so-called zero-emission vehicle (ZEV). Battery electric
vehicles (BEV) and hydrogen fuel cell electric vehicles (FCEV) are regarded as the two
key technologies to achieve such a carbon-free sector [5]. These innovations are still in
their infancy and have not yet made a substantial market impact. Most industry experts
predict that the FCEV market will expand in heavier vehicles with high daily use, such as
heavy-duty trucks, while the BEV market will develop in lighter vehicles with low daily
use. However, each technology presents its own set of unique characteristics, from cost
to performance, which results in a set of trade-offs, making it challenging to identify the
best decarbonisation approach.
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CHAPTER 1. INTRODUCTION

BEVs have been introduced into the market for some years now. However, the
high prices, low autonomy and long charging times have been hindering, until now,
the penetration of these vehicles. Nevertheless, passenger vehicles are being released
with higher and higher autonomies. For instance, in 2022, Mercedes-Benz successfully
completed a 1,000 km road trip on a single charge. Some argue that with such a level of
autonomy and charging times, BEVs will dominate the market as vehicle purchase prices
are also expected to decrease swiftly in the upcoming years and become cheaper than
petrol cars by 2027 [6].

Others argue that a multifueled future lies ahead, combining synthetic biofuels,
hybrids, batteries, hydrogen fuel cells, etc [7]. These different beliefs can be seen in car
manufacturers, for instance, Volkswagen is betting firmly on BEVs due to their higher
efficiency compared to FCEVs, whereas Volvo, regarding heavy-duty trucks, is betting on
both technologies [8], [9]. BEVs are suitable for urban mobility, local as well as regional
distribution applications. However, Volvo believes that for long driving distances, when
it’s impossible to rely on one’s own charging infrastructure, fuel cell technology presents
a clear advantage, with longer autonomies and much shorter charging times. Nikola, an
American semi-truck manufacturer based in Arizona, states that by 2024 they will be
ready to launch a fuel cell semi-truck with charging time up to 20 minutes and autonomy
up to approximately 1400 km [10]. However, in order to render both technologies viable,
it is crucial to develop appropriate infrastructures [7], [11].

The BEVs’ electric network is more mature in its development in comparison to the
FCEVs’ hydrogen network, and more significantly, it can sustain, to a certain extent,
the BEVs now on the road. As of the second quarter of 2021, there are said to be just
over 15000 public charging points in Sweden for BEVs, of which 1665 are fast-charging,
compared to the mere five hydrogen refuelling stations operational as of July 2022 [12],
[13]. There is increasing awareness that switching from existing heavy-duty vehicles to
FCEVs powered by hydrogen might help cut transportation emissions globally. Also, it is
essential to underline that FCEVs and BEVs should not compete but rather cooperate in
developing a zero-emission transportation industry [14].

However, developing such a network is not as straightforward as it may seem, as
it originates from a cause-and-effect problem. On the one hand, there should be an
assurance that a sufficient number of FCEVs will utilise these stations to justify investment
in hydrogen fuelling stations and related infrastructure. On the other hand, customers
want assurance that there is an infrastructure to refill their vehicles affordably before
they invest in FCEVs. Both public and private organisations are aware of this problem
and are looking into potential solutions where the infrastructure is built to support the
growth of the FCEV business. Therefore, this study proposes to come up with a hydrogen
supply chain design, that depicts the hydrogen demand as accurately as possible and that
showcases a potential infrastructure to satisfy that demand.
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Chapter 2

Literature Review

This section will describe the recent research conducted for designing a hydrogen supply
chain for the transportation sector.

Since hydrogen had already sparked much interest as a potential decarbonisation
solution, including for the transportation sector, studies and investments have been con-
ducted on its technology and infrastructure. A UK consultancy firm has ranked Germany
as the leading nation in financing a hydrogen economy [15].

Using hydrogen as a transportation fuel requires thoroughly examining the whole
supply chain, from production to consumption. Vehicle storage tanks need to be able to
store hydrogen without leaking and sustain high pressures. Today, several automakers
design their vehicles with compressed hydrogen tanks, which may reach 350 or 700 bars
of pressure depending on the kind of vehicle, light duty and heavy duty, respectively [13].
The most economical supply system between manufacturing and transportation has been
the subject of several studies. The ”state of the art” supply chain is mainly based on
pure hydrogen supplied as compressed gas or cryogenic liquid [16], [17].

The study carried out by Yang and Ogden [18] investigates a methodology for evalu-
ating the various transport options for tube or liquid trailer trucks vs pipeline delivery. The
study demonstrates that each technology has a very cost-effective specific market and
that there is no ideal path for the whole system. Elgowainy and Reddi provide an Excel
tool to estimate the price of hydrogen supply while adjusting various input factors, such
as FCEV market share, refuelling station capacity, transportation mode, or production
output for various delivery scenarios [19]. The study focused on pipeline, tube and liquid
trailer as the three primary distribution methods, similar to Yang and Ogden. However,
neither model includes a calculation of the hydrogen production cost, it is regarded as
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an input instead. As a result, the impact of hydrogen generation on storage demand was
not explored. Reuß et al., [20], consider that given the importance of hydrogen mobility
as part of a future renewable energy system and the use of electrolysis systems powered
by five renewable sources, this impact should not be neglected. Besides, studies [19], [21]
have indicated that seasonal storage can play a significant role. However, these studies
only comprehended scenarios considering underground solutions, such as salt caverns or
abandoned oil fields.

In 2017 high-pressure storage tanks were thought to be cost-intensive (800 $/kgH2

[22]), while the liquefaction of hydrogen was energy intensive (30% of the LHV of hydro-
gen [23]). As of today, costs for high-pressure tanks have decreased to 600 €/kgH2

, which
is a result of the the European project COPERNIC [24]. In addition to the compressed
and liquid uses, several other hydrogen storage options are available. The two primary
mechanisms for storing hydrogen in addition to conventional compressed and liquid stor-
age are: chemisorption - which uses substances like metal hydrides, chemical hydrides,
or liquid organic hydrogen carriers (LOHC); physisorption - which uses substances like
carbon nanotubes or metal-organic frameworks (MOF) [25].

Alternative carrier technologies like LOHCs and metal hydrides were considered in
the 2010 Nexant Report [26]. This study concluded that ”using other carriers in a
pathway that releases hydrogen at the fueling station and distributes compressed hydrogen
to automobiles will give little or no advantage for fueling station expenses”. However,
Teichmann [27], [28] demonstrates that the functionality and affordability of storage and
transportation are the primary advantages of a LOHC system.

According to Dagdougui [29], most hydrogen supply chain models rely on mathe-
matical optimization techniques to reduce the cost of a specific scenario. However, Reuß
et al. considered that there was a lack of modelling approaches that included upcom-
ing technologies like LOHC or supply chains that included seasonal storage. Therefore,
Reuß et al. [20] explored the application area of various hydrogen supply chain designs
using a point-to-point analysis based on Yang and Ogden’s approach, relying on existing
data and expanding the investigated technologies. As a result, [20] considers the entire
supply chain, from hydrogen production via electrolysis to large-scale storage, to bridge
the temporal mismatch between demand and supply, as well as the transportation means
and fueling station facilities required to fill a 700 bar compressed gas tank. Furthermore,
LOHCs was considered a potential alternate carrier system to evaluate their potential
impacts on hydrogen mobility [20].

The following paragraphs are based on a literature review carried out by Reuß et al.
[30], and it’s based on papers focusing on spatial resolution and often has Germany as a
study case. Bolat and Thiel [31], [32]provide an overview of modelling tools for assessing
hydrogen infrastructure, distinguishing between analytical and mathematical approaches.
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Two distinct application scenarios may be identified after thoroughly analyzing the ap-
plication of the proposed approaches. Numerous studies have looked into the design of
spatially resolved infrastructure for national supply strategies: Seydel [33] employed a
GIS-based optimization model, where GIS stands for geographic information system, to
develop the cost-optimal hydrogen supply chain for a future FCEV-dominated car mar-
ket, including hydrogen generation, transportation, and refilling. He developed pipeline
and truck transportation for hydrogen distribution. Pipeline routing followed the least
expensive pathways regarding territorial characteristics, whereas truck routing followed
the German street network. Krieg [34] and Baufumé et al. [35] created a countrywide
pipeline system using an iterative network construction method based on a cost-weighted
shortest path algorithm. The emphasis, in this case, was on technical feasibility. They
looked at two different methods of production: lignite gasification and wind electrolysis.
They established seasonal storage as well as a 90-day storage capacity. Robinius et al.
[36], [37] investigated a hydrogen supply chain based exclusively on the consumption
of surplus electricity using the pipeline algorithm developed by Baufumé et al. [35].
The authors demonstrated that electrolysis from wind energy in northern Germany would
be adequate to supply hydrogen to 75% of the German LDV market, with 28 GW of
electrolysis capacity operating at 5300 full load hours. In terms of hydrogen storage,
they examined a reserve capacity of 60 days that accounted for seasonal changes and a
strategic reserve.

Moreno-Benito et al. [38], Almansoori and Betancourt-Torcat [39] and Samsatli
[40], modelled and calculated a hydrogen infrastructure for delivering hydrogen to Great
Britain’s transportation industry by means of mixed-integer linear optimization. As a
result, they require a temporal resolution as well as the adoption of storage systems
for renewable energy sources’ variable power generation. In a case study for Germany,
Welder et al. [41] utilized a similar technique. Almansoori and Betancourt-Torcat [39] and
Moreno-Benito et al. [38] did not examine storage implementation. Instead, they used
a variety of hydrogen production methods. Ochoa Biqué and Zondervan [42] enhanced
Almansoori and Betancourt-Torcat [39] analysis by including a complete renewable supply
chain. However, the predicted costs were excessively high due to a 2.4 USD/kg calculation
mistake in the electrolysis computation.

Yáez et al. [43] proposed a hydrogen supply chain infrastructure based on waste
hydrogen, in northern Spain, to reduce fuel costs throughout the transformation to a
renewable system. De-Léon Almaraz et al. [44], [45] explored the design of a liquid
hydrogen-based supply chain infrastructure in France using a multi-objective optimiza-
tion that incorporated costs, CO2 emissions, and hazards into the objective function.
André et al. [46], [47] studied the deployment of a pipeline network for France in order
to reduce pipeline expenses. However, they neglected production, storage and distri-
bution. All of these investigations have one thing in common: the final outcomes are
entirely dictated by the production technology. Hydrogen transport is viewed as a means
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of balancing subregions rather than gaining deeper insights into the behaviour of trans-
portation technologies or designing a realistic network. Seydel [33] and De Léon Almaraz
et al. [44], [45] explore detour factors for truck transport to approximate real routing
through streets, whereas Baufumé et al. [35] and Seydel [33] consider pipeline detouring
to bypass natural reserves and heavily inhabited regions. Ochoa Biqué and Zondervan
[42], as well as Almansoori and Betancourt [39] , evaluate rail transportation without
having modelled the rail infrastructure. Almansoori and Betancourt [39] , Ochoa Biqué
and Zondervan [42], and Moreno-Benito et al. [38] do not study the distribution of
hydrogen within a subregion. Samsatli et al. [40] analyze the distribution and fuelling
station costs without taking into account potential fueling station locations.

In addition to research that focuses on a national supply chain configuration in order
to create a spatially-resolved network, there are also studies with a technology-focused
analysis which are generally independent of regional borders.

The JEC consortium’s well-to-wheel assessments [48], [49] investigated several sup-
ply chain possibilities for the supply of FCEVs using a broad well-to-tank study, demon-
strating that low-emission hydrogen requires renewable energy sources. As mentioned
before, Yang and Ogden [22] investigated hydrogen transportation solutions for trans-
mission and distribution, but not across the complete supply chain, from manufacturing
to refilling. The Hydrogen Delivery Scenario Analysis Model (HDSAM) [50], as well as
The Hydrogen Refueling Station Analysis Model (HRSAM) [51] is part of the H2A model
family, which provides a thorough estimate of supply chain costs without geographical
resolution. Yang and Ogden [18], as well as the HDSAM [50], divided hydrogen transport
into the transmission for long-distance transport and distribution for the ”final mile” to
the filling station, which was carried out by distinct methods. Furthermore, Teichmann
et al. [27], [52] and Moroz et al. [53] assess the costs of technologies, although both
are case studies that emphasize a technology without considering the full supply chain.
Teichmann et al. [27], [52] emphasized the use of LOHCs, whereas Moroz et al. [53]
advocated the use of metal hydrides for hydrogen storage and transport. Wulf et al. [54]
performed a life cycle assessment (LCA) of the entire hydrogen supply chain, nonetheless
did not examine the system’s final cost.

Upon the completion of the literature review, Reuß et al. [30] considered that, over-
all, the national supply systems seek to build a single cost-effective system. However,
most of them lack knowledge about alternate options and competing technologies, as
well as technological intricacies. Furthermore, the parameters of the analysis are primarily
determined by hydrogen production technology. Technology-focused studies concentrate
on the competitiveness of various technologies for a variety of applications and sup-
ply chain segments based on a number of assessment criteria, such as CO2 emissions
and energy demand. So far, the literature lacks a link between technology-focused and
spatially-resolved studies that evaluate various technologies on a national scale.
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Reuß et al. proposed in [30] to reduce this gap by examining all aspects of the supply
chain, from hydrogen generation to refilling, on a national scale concerning Germany for
2050, taking into account a geographical resolution in terms of prices, primary energy use,
and CO2 emissions. Furthermore, to assess the competitiveness of various technologies
against one another, a simulation method that provides for a greater level of detail in each
phase of the supply chain was chosen over an optimisation. To do this, the model of Reuß
et al. [20] is expanded by including spatial resolution in order to portray transportation
technologies such as pipelines and trucks.

Scheidt et al. developed a paper [55], which analysis the interdependencies between
the production of hydrogen for the transportation sector and the electricity system. In
this paper, Scheidt et al. present a model that couples the hydrogen supply chain and
electricity system, used to analyse a case study of Germany in 2030. It was concluded
that when efficient spatially resolved electricity tariffs are used instead of the current
uniform tariffs, electrolyzers are located mainly at low-cost nodes, further away from
consumption centres. This resulted in more significant transportation costs for hydrogen
but reduced production costs and lower total expenses. Furthermore, congestion man-
agement expenses reduced significantly. This paper focused on centralized production,
without time-flexible operation and storage capabilities. Moreover, it assumed that elec-
trolysers could only be installed in transmission grid nodes, which was justified as they
create large loads and thus require connection to sufficiently large power transformers.
The model developed by Scheidt et al. provide a quite significant spatial granularity, at
the expense of regarding Germany as an isolated system with no international exchanges
of electricity or hydrogen. Therefore, this may affect electricity prices and redispacth
costs. In short, the paper describes the model thoroughly, namely the hydrogen supply
chain and how it is linked with the electricity system.

Andersson et al. developed a master’s thesis [56] in which they evaluated how a
potential hydrogen refueling infrastructure, critical for a successful commercialization of
FCEVs, may be built in Sweden, as well as the roles and parties that would affect such
development. Andersson et al. considered that this new hydrogen value chain would
bring several uncertainties, thus, it would be important to understand what roles would
be needed and which actors could undertake each role to support the development of a
hydrogen refuelling infrastructure. In this study, it was explored qualitatively how would
the different actors participate in different scenarios, centralized production dedicated
only to supplying the transportation sector, centralized production not only dedicated
to this sector, and decentralized production dedicated to supplying FCEVs. For each
scenario, Andersson et al. analysed its possibilities and challenges, the value chain, what
would be Volvo’s role in it and how would the scenario unfold in the long run.

In short, no study was found that investigates a hydrogen supply chain for the
transportation sector quantitatively for Sweden. Consequently, this study proposes to
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provide a model that represents the hydrogen supply chain for the transportation sector,
considering heavy-duty trucks and passenger vehicles, for Sweden in 2030. This study
will be based on other works such as [20], [30], [55], however, with adaptations in order
to incorporate time-flexible operation and a much higher time resolution. Moreover, it
proposes to design a decentralized and mixed model, apart from the centralized one
as in the mentioned papers. In this study, seasonal-storage was disregarded as Sweden
holds very little potential for any type of underground storage [57], [58] and including
tank storage would only increase the complexity of the model and require even more
computational specifications. LOHC is regarded as a promising technology, particularly
when it is not economically feasible to store hydrogen in large-scale underground facilities
[20]. Taking this into consideration, adding that in [55], a LOHC supply chain without
storage resulted in the most expensive one, by a very significant margin, LOHC was not
included in this study.
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Chapter 3

Research objective and questions

The objective of this thesis is to design a potential hydrogen supply chain for the trans-
portation sector coupled with the electricity system, in order to analyse the interdepen-
dencies between one another. The outcome of the model will be a proposed system
design: where should hydrogen fuel stations be located; where should electrolysers be
located and with what sizes; at what time should the electrolysers be operational; which
electrolysers supply which hydrogen fuel stations. In addition, the model will also prompt
the supply chain’s overall cost, in euros per kgH2

, and discriminate it according to its cost
components. Such information will be acquired through a techno-economic optimisation,
which aims to minimize the overall cost of the supply chain. The aim is also to optimise
the electrolysers’ location, size and operating hours. Furthermore, the model developed
for the hydrogen supply chain shall be reproducible and scalable for other countries and
regions.

Research Questions:

• What is the potential demand of hydrogen for heavy-duty trucks and passenger
vehicles in Sweden in 2030?

• What are the costs of hydrogen for the transportation sector whilst considering
spatial distribution of HRS and hydrogen demand in 2030?

• What are the financial impacts of having this hydrogen demand in the electricity
market?

9





Chapter 4

Methodology

To address the research questions mentioned above, the hydrogen supply chain as well
as the electricity system were modelled and then parametrized with data regarding Swe-
den’s transportation sector, namely heavy-duty trucks and passenger vehicles, and Swe-
den’s electricity sector in 2030. As can be seen in figure 4.1, the electricity system was
modelled, parametrized and run prior to the hydrogen supply chain models since the
hourly electricity prices, in each bidding zone, are used as inputs for the hydrogen pro-
duction costs. As can be observed in Figure 4.2, the hydrogen supply chain was designed
considering centralised production of hydrogen, which is produced via electrolysis, and
then transported to hydrogen refuelling stations in both gaseous and liquid states. In
contrast, the decentralized supply chain design considers on-site production of hydrogen,
which means that each HRS site includes an electrolyser, thus cutting off costs for hy-
drogen distribution. The mixed design is a combination of centralised and decentralised
production. In figure 4.2, it can also be seen that every design was parameterised and
modelled for two different scenarios, one which considers seasonal variation and another
that does not. The different hydrogen supply chain designs are discussed in Section 4.1.

The centralised and mixed models were modelled aiming to minimize the overall
supply chain cost by optimizing the:

• location of electrolysers.

• electrolysers’ sizes.

• the operating hours.

11
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Figure 4.1: Methodology overview: Models for the electricity system and the hydrogen
supply chain, soft-linked through inputs and outputs.

The mixed model does not consider the possible conversion of hydrogen from gaseous
state to liquid and back as that would increase the model’s complexity, particularly in
computational requirements. The decentralised model also aimed at minimizing the
total supply chain cost, however this time only by optimizing the electrolysers’ size and
operating hours. This model regards decentralised production which means that hydrogen
is produced on the same site as the HRS, therefore there is no optimisation of where
electrolysers should be located. Furthermore, since the electrolyser is at the same site as
the HRS and directly connected to it, it does not make sense to convert hydrogen from
gaseous state to liquid and back, since it is used in gaseous state to power up the FCEVs.

One of the outputs of the hydrogen models is the hourly hydrogen production of
every electrolyser, which in fact corresponds to an hourly electricity consumption. Thus,
the hourly electricity consumption data is then aggregated according to each bidding
zone. In turn, those electricity loads are used as inputs for the electricity system model
in order to evaluate the changes in the electricity prices, as can be seen in figure 4.1.

The hydrogen supply chain design is based on the work developed by Scheidt et al.,
with adaptations to turn the model into a yearly optimisation with an hourly resolution
instead of the daily optimisation [55]. Therefore, the model described in sections 4.1 4.2
and 4.3 is more detailed and allows for time-flexible operation, making use of hours with
lower prices as well as allowing for variations of the hydrogen demand throughout the

12



year, bringing the model closer to reality. The work developed by Scheidt et al. was also
adapted to design the decentralized as well as the mixed model.

Figure 4.2: Methodology overview: Different hydrogen supply chain designs.

In sections 4.1, 4.2, 4.3, 4.4 and 4.5, different hydrogen supply chain designs and
the electricity system model are discussed in detail. In addition, the parameters for the
transportation sector and for the electricity system in Sweden in 2030 are described, and
the necessary assumptions are explained.
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4.1 Centralised hydrogen design - optimisation formu-

lation

The sets and indices applicable for the optimisation model are as follows:

• p ∈ P = {1, 2, ..., 222}: Index and set of potential electrolysis power plants.

• f ∈ F = {1, 2, ...99}: Index and set of hydrogen fuel stations.

• t ∈ T = {1, 2, ..., 8760}: Index and set of hours in a year.

• d ∈ D = {1, 2, ..., 365}: Index and set of days in a year.

The decision variables used in the optimisation model are as follows:

• xp,t ∈ {0, 1}: This variable is equal to one if there is a electrolyser installed at
location p and working at time t, otherwise it is zero.

• hpp,t ≥ 0: This variable determines the hydrogen production at electrolyser p and
time t, in kg.

• yp,f ∈ {0, 1}: This variable is equal to one if transportation between electrolyser p
and hydrogen fuel station f has been established, and zero otherwise.

• htd,p,f ≥ 0: This variable determines how much hydrogen was transported at a
given day d from electrolyser p to fuel station f , in kg.

The objective function, equation 4.1, aims at minimizing the total cost of the entire
supply chain.

∑

p∈P

PCCp + CCCs + SCCs + TCCs +
∑

p∈P

POCp +
∑

p∈P

COCp,s + SOCs+

∑

p∈P

∑

f∈F

TOCp,f

(4.1)
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FORMULATION

where,

PCCp: Determines the production capital costs of electrolyser p, in €.

CCCLH2
: Determines the conversion capital costs at liquid state, in €.

SCCs: Determines the fuel stations’ capital costs at state s, in €.

TCCs: Determines the transportation capital costs at state s, in €.

POCp: Determines the production operating costs of electrolyser p, in €.

COCp,LH2
: Determines the conversion operating costs of electrolyser p at liquid

state, in €.

SOCs: Determines the fuel stations’ operating costs at state s, in €.

TOCp,f : Determines the transportation operating costs from electrolyser p to hy-
drogen fuel station f , in €.

The hydrogen supply chain comprehends production, conversion, transportation and
refuelling stations costs. Each cost is broken down into capital and operational cost
components as can be seen above. As mentioned, the centralised design was modelled
for two possible states, s, namely gaseous and liquefied. In addition, it is important to
underline that the hydrogen is assumed to be transported via delivery trucks.

All four components of capital costs include specific annual O&M costs, and annuity
factors (AF ). The annuity factors account for the depreciation of one-time investments
over multiple years and depend on the weighted average cost of capital (WACC [%]) and
the individual depreciation years (d[−]) [59], as shown in equation 4.2.

AF =
(1 + WACC)d ∗ WACC

(1 + WACC)d − 1
(4.2)

The electrolyser’s capital costs can be calculated as shown in equation 4.3, which
are adapted from [55].

PCCp =
IE ∗ ED ∗ Mhpp

EE
∗ (1 + O&ME) ∗ AFE (4.3)
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where,

IE stands for capacity dependent investment costs, in [€/kW ].

Mhpp stands for maximum hourly hydrogen production, in kgH2
/h.

ED stands for hydrogen’s energy density, in [kWhH2
/kgH2

].

EE stands for the electrolyser efficiency, in [kWhH2
/kWhel].

Conversion capital costs depend on capacity-specific investment costs, IC [€/kgH2
],

and the maximum daily sum of converted hydrogen across all plants, MDhp [€/kgH2
],

equation 4.4. Conversion costs are only included when the supply chain design is modelled
with hydrogen transportation in liquid state.

CCCLH2
= ICLH2

(MDhp) ∗ (1 + O&MCLH2
) ∗ AFC (4.4)

Fuel station capital costs equal the investment costs of one fueling station, IS
€multiplied by the number of fueling stations NFS [−], equation 4.5.

SCCs = ISs ∗ NFS ∗ (1 + O&MSs
) ∗ AFS (4.5)

Transportation capital costs equal the number of trucks and trailers, NT [−], mul-
tiplied by the respective investment per truck ITRU [€] and trailer ITRA [€]. The
number of trucks and trailers is equal to the number of hydrogen fuel stations, as it is
assumed that a truck can supply only one fuel station, equation 4.6.

TCCs = ITRU ∗ NT ∗ (1 + O&MT RU ) ∗ AFT RU + ITRAs ∗ NT ∗

(1 + O&MT RAs
) ∗ AFT RA

(4.6)

The production operating costs of each electrolyser depend on its hourly hydrogen
output, hpp,t [kgH2

], the electricity consumption, ECP [kWhel/kgH2
] and the location-

specific electricity price, EPp [€/kWhel], equation 4.7.
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POCp =
∑

t∈T

hpp,t ∗ ECP ∗ EPp,t ∀ p ∈ P (4.7)

In addition, the model includes the operating costs of converting hydrogen. For
liquid delivery, hydrogen needs to be liquefied and later evaporated at the location of
consumption. Thus the costs depend on the daily hydrogen throughput, HPp [kgH2

], the
electricity required for liquefaction and evaporation (ECliquefication and ECevaporation,
both in [kWhel/kgH2

]) and the respective losses, equation 4.8.

COCp,LH2
= (

∑

t∈T

hpp,t ∗ ECliquefaction ∗ EPp,t ∗ (1 + Lossliquefaction) +

∑

t∈T

hpp,t ∗ ECevaporation ∗ EPp,t ∗ (1 + Lossevaporation)) ∀ p ∈ P

(4.8)

The fueling station operating costs are formed by the output-dependent consump-
tion of electricity, ECstations [kWhel/kgH2

], and the respective price, EP [€/kWhel],
equation 4.9.

SOCs = (ECSs ∗ EP ) ∗ (1 + Losss) ∗
∑

p∈P

∑

t∈T

hpp,t (4.9)

At last, the transportation operating costs are made up of labour costs (LC) as well
as fuel and toll costs (FCT ), equation 4.10. The fuel and toll costs are comprised of
the transport distance between matched electrolysers and fueling stations (TDp,i [km]),
fuel consumption (FC [€/kgH2

]), fuel price (FP [€/kgH2
]), and toll (TC [€/km]),

equation 4.11. The labour costs are dependent on the driving time (DT [h]), which is
made up of the transport distance (TDp,i [km]), average driving speed, (DS [km/h]),
and hourly wage (W [€/h]), equation 4.12. The distances were computed using the
Haversine Formula, which is accurate to around 0.3%, thus 1000 km has an error up
to 3 km, which is assumed to be acceptable in this case. A more accurate formula to
calculate the distance between two points on Earth’s sphere is the Vincenty Formula,
which is accurate to about 0.1mm, however, it takes more time and memory to run. The
driving distance between two coordinates is seldom the closest distance between them.
Thus, in line with [60], this heuristic has been taken into account by multiplying with a
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detour factor of 1.3, equation 4.13. Both FCTp,i and LCp,i are multiplied by the ratio
between the HRS capacity (HRScap) and the trailer’s capacity according to the state s
(Tcaps).

TOCp,i = (LCp,i + FCTp,i) ∗ 365 (4.10)

FCTp,i = 2 ∗ TDp,i ∗ 1.3 ∗ Yp,i ∗ (FC ∗ FP + TC) ∗
HRScap

Tcaps

(4.11)

LCp,i = (2 ∗ DTp,i ∗ W ) ∗
HRScap

Tcaps

(4.12)

DTp,i = TDp,i ∗ 1.3 / DS (4.13)

4.1.1 Constraints

The daily transportation volume htd,p,f between an electrolyser p and a hydrogen fueling
station f is set to meet the daily demand of a fueling station SCAPd if connection is
established between them. The daily demand SCAPd is the same across all fuel stations,
however, it can be different depending on the day so as to account for seasonal variations,
equation 4.14.

htd,p,f = SCAPd ∗ yp,f ∀ d ∈ D, p ∈ P, f ∈ F (4.14)

The sum of all transportation volume at a given day d must satisfy the hydrogen
demand across all the hydrogen refuelling stations, equation 4.15.

∑

d∈D

htd,p,f ≥ SCAPd ∗ NFS ∀ p ∈ P, f ∈ F (4.15)

In sum, the daily amount of hydrogen transported from an electrolyser p to all fueling
stations it supplies must not exceed its production, equation 4.18.
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t1 = d ∗ 24 ∀ d ∈ D (4.16)

t2 = (d + 1) ∗ 24 ∀ d ∈ D (4.17)

t2
∑

t1

hpp,t ≥
∑

f∈F

htd,p,f ∀ d ∈ D, p ∈ P (4.18)

The hydrogen output hpp,t of each electrolyser depends on its installed capacity,
which lies between a fixed minimum and maximum value HPCAP . Besides, hydrogen
output can only be non-zero if an electrolyser is installed at the respective location and
working at time t, equation 4.19.

HPCAPmin ∗ xp,t ≤ hpp,t ≤ HPCAPmax ∗ xp,t ∀ p ∈ P (4.19)

The entire demand of a fueling station is covered by one electrolysis plant, equation
4.20.

∑

p∈P

yp,f = 1 ∀ f ∈ F (4.20)

The connection between an electrolyser p and fuel station f can only exist if the
driving time is lower than 12 hours. This constraint ensures there is sufficient time for
the truck to refuel the hydrogen fuel station at least once every day, equation 4.21.

DTp,f > 12 ⇒ yp,f = 0 ∀ p ∈ P, f ∈ F (4.21)

4.2 Decentralised hydrogen design - optimisation for-

mulation

The sets and indices of the optimisation are as follows:
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• f ∈ F = {1, 2, ...99}: Index and set of hydrogen fuel stations.

• t ∈ T = {1, 2, ..., 8760}: Index and set of hours in a year.

• d ∈ D = {1, 2, ..., 365}: Index and set of days in a year.

The decision variables of the optimisation are as follows:

• xf,t ∈ {0, 1}: This variable is equal to one if there is an electrolyser installed at
location p and working at time t, and zero otherwise.

• hpf,t ≥ 0: This variable determines the hydrogen production at electrolyser p and
time t, in kg.

The objective function, equation 4.22, is to minimize the total cost of the entire
supply chain. There is no transportation as the hydrogen is produced on-site, and there
are no conversion costs as there is no need to change its state into liquid. The necessary
compression costs from the 30 bar outlet pressure of the electrolyser [61] to the 350/700
bar pressure required to fuel the trucks/cars are included in the fuel station investment
cost [30].

∑

f∈f

PCCf + SCCs +
∑

f∈f

POCf + SOCs

(4.22)

where,

PCCf : Determines the production capital costs of hydrogen fuel station f , in €.

SCCGH2
: Determines the fuel stations’ capital costs at gaseous state, in €.

POCf : Determines the production operating costs of hydrogen fuel station f , in€.

SOCGH2
: Determines the fuel stations’ operating costs at state gaseous state, in

€.

As in the centralized model, all components of capital costs include specific annual
O&M costs and annuity factors (AF) as in equation 4.2. The equations for the cost
components 4.3, 4.5, 4.7 and 4.9 remain the same as in the centralized model, apart
from the index, which changes to f , since there is on-site production. Therefore, the
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on-site production capital costs and on-site production operational costs, PCCf and
POCf can be calculated as in equations 4.23 and 4.24.

PCCf =
IE ∗ ED ∗ Mhfsf

EE
∗ (1 + O&ME ∗ AFE) (4.23)

POCf =
∑

t∈T

hfsf,t ∗ ECP ∗ EPf,t ∀ f ∈ F (4.24)

4.2.1 Constraints

The daily demand of every hydrogen fueling station, SCAPd, must be satisfied by the
on-site electrolyser at that same fuel station f .

t1 = d ∗ 24 ∀ d ∈ D (4.25)

t2 = (d + 1) ∗ 24 ∀ d ∈ D (4.26)

t2
∑

t1

hpf,t ≥ SCAPd ∀ f ∈ F, d ∈ D (4.27)

The hydrogen output hpf,t of the electrolyser at each hydrogen fueling station f
depends on its installed capacity, as in equation 4.19.

4.3 Mixed hydrogen design - optimisation formulation

The sets and indices of the optimisation are as follows:

• p ∈ P = {1, 2, ..., 222}: Index and set of potential electrolysis power plants.

• f ∈ F = {1, 2, ...99}: Index and set of hydrogen fuel stations.
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• t ∈ T = {1, 2, ..., 8760}: Index and set of hours in a year.

• d ∈ D = {1, 2, ..., 365}: Index and set of days in a year.

The decision variables of the optimisation are as follows:

• xp,t ∈ {0, 1}: This variable is equal to one if there is a electrolyser installed at
location p and working at time t, and 0 otherwise.

• hpp,t ≥ 0: This variable determines the hydrogen production at electrolyser p and
time t, in kg.

• yp,f ∈ {0, 1}: This variable is equal to 1 if transportation between electrolyser p
and hydrogen fuel station f has been established, and 0 otherwise.

• htd,p,f ≥ 0: This variable determines how much hydrogen was transported at a
given day d from electrolyser p to fuel station f , in kg.

• xf,t ∈ {0, 1}: This variable is equal to one if there is on-site production at fuel
station f and working at time t, and 0 otherwise.

• hfsf,t ≥ 0: This variable determines the hydrogen production at fuel station f
and time t, in kg.

• selectf ∈ {0, 1}: This variable is equal to one if that hydrogen fuel station f is to
be supplied by on-site production, and zero otherwise.

The Objective function is to minimize the total cost of the entire supply chain.

∑

p∈P

PCCp +
∑

f∈F

PCCf + SCCGH2
+ TCCGH2

+
∑

p∈P

POCp+

∑

f∈F

POCf + SOCGH2
+

∑

p∈P

∑

f∈F

TOCp,f

(4.28)

where,

PCCp: Determines the production capital costs of electrolyser p, in €.
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PCCf : Determines the production capital costs of the on-site electrolyser at hy-
drogen fuel station f , in €.

SCCGH2
: Determines the fuel stations’ capital costs at gaseous state, in €.

TCCGH2
: Determines the transportation capital costs at gaseous state, in €.

POCp: Determines the production operating costs of electrolyser p, in €.

POCf : Determines the production operating costs of the on-site electrolyser at
hydrogen fuel station f , in €.

SOCGH2
: Determines the fuel stations’ operating costs at gaseous state, in €.

TOCp,f : Determines the transportation operating costs from electrolyser p to hy-
drogen fuel station f , in €.

The cost components are a merge of the centralised and decentralised design costs.
Actually, in the objective function we can see the costs that came from the centralised
design (equations 4.3, 4.5, 4.6, 4.7 and 4.9), plus the production costs that come from
the decentralised design (equations 4.23 and 4.24).

There is a slight change within the transportation capital cost, in comparison to
the centralised design, concerning the number of trucks and trailers. In the centralised
design, the number of trucks and trailers is assumed to be the same as fuel stations.
However, in the mixed design that is not the case as there may be on-site production.
Hence, the number of trucks and trailers is given by equation 4.29.

NT =
∑

p∈P

∑

f∈F

yp,f (4.29)

4.3.1 Constraints

As in the centralized model, the daily transportation volume HT between an electrolyser
p and a hydrogen fueling station f is set to meet the daily demand of a fueling station
SCAPd if connection is established between them (equation 4.14). The daily demand
SCAPd is the same across all fuel stations, however, it can be different depending on
the day so as to account for seasonal variations, equation 4.30.
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htd,p,f = SCAPd ∗ yp,f ∀ d ∈ D, p ∈ P, f ∈ F (4.30)

As in the centralized model, in sum, the daily amount of hydrogen transported from
an electrolyser p to all fueling stations it supplies must not exceed the production at this
electrolyser (equation 4.15).

The on-site hydrogen production must satisfy the daily demand of hydrogen fuel
station f if on-site production is chosen, equations 4.31 and 4.32.

auxd,f = SCAPd ∗ selectf ∀ f ∈ F, d ∈ D (4.31)

t2
∑

t1

hfsf,t ≥ auxd,f ∀ f ∈ F, d ∈ D (4.32)

The sum of all centralized and decentralized production must satisfy the daily hy-
drogen demand, 4.33.

∑

p∈P

∑

f∈F

htd,p,t +
∑

f∈F

auxd,f ≥ SCAPd ∗ NFS ∀ d ∈ D (4.33)

Both the hydrogen output hpp,t and hfsf,t depend on their installed capacities, as
in equation 4.19.

As in the centralized model, connection between an electrolyser p and fuel station
f can only exist if the driving time is lower than 12 hours (equation 4.21).

The entire demand of a fuel station can be covered by at most one electrolysis power
plant p, equation 4.34.

∑

p∈P

yp,f ≤ 1 ∀ f ∈ F (4.34)
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4.4 Hydrogen supply chain data

In this section, the relevant data as well as the steps and assumptions needed to build
the hydrogen model are described.

4.4.1 Hydrogen Demand Data

Firstly, the hydrogen demand in 2030 for trucks and passenger vehicles was acquired
through a study commissioned by The Fuel Cells and Hydrogen Joint Undertaking (FCH
JU) alongside the European Commission - DG Energy [62]. The aim of this study was
to analyse the opportunities for hydrogen deployment on a nationwide scale as well
its impacts on the nation’s economic, environmental and technical spheres through the
development of a high and low hydrogen penetration scenario. In this study, it was
assumed the high penetration scenario.

The relevant data of this study is the number of forecasted fuel cell electric trucks
and passenger vehicles. With such data it is possible to estimate the annual hydrogen
demand for this sector by using the average consumption [63], [64] and average mileage
during the period of one year [65]. The estimations can be seen in the tables below.

Heavy duty trucks Passenger vehicles
Average mileage [km] 40410 11000

Average consumption [kg/100km] 8 0.63

Table 4.1: Average consumption and average mileage of heavy-duty trucks and passenger
vehicles.

Heavy duty trucks Passenger vehicles
Number

of vehicles
H2 annual

demand [ton]
Number

of vehicles
H2 annual

demand [ton]
7200 23276 103700 7186

Table 4.2: Hydrogen annual demand (in tons) for heavy-duty trucks and passenger vehi-
cles.

As mentioned, every hydrogen supply chain design was parameterized for two differ-
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ent scenarios, one considering seasonal variation and the other that does not. Regardless
of the variations, the annual hydrogen demand is the same for both scenarios and is equal
to a combined value (from both trucks and passenger vehicles) of 30 462 tons.

Scenario without seasonal variation - Under this scenario, the daily hydrogen
demand is computed by simply dividing the annual hydrogen demand by the number of
days in a year (365). Hence, the average daily consumption of heavy-duty trucks and
passenger vehicles is 63.7 tons and 19.7 tons, respectively.

Scenario with seasonal variation - The hydrogen annual demand must be trans-
formed into a daily demand and if possible, depict its fluctuations over the entire year
as closely as possible to reality. The hydrogen demand is dependent on two parameters,
consumption and mileage. According to the study performed by Vepsäläinen et al. on
battery electric buses, the consumption is dependent on several factors, the most impor-
tant being the outside ambient temperature. Actually, its variation contributed to almost
60% of the entire energy consumption [66]. In this study, Vepsäläinen et al. provided a
graph depicting the fluctuation in energy consumption based on ambient temperature.
The energy consumption displayed a range of values for each ambient temperature value.
Based on that graphic Jacob [67] arrived at an equation to calculate the hydrogen de-
mand of a fuel cell electric bus (FCEB), eq 4.35. The outside temperature was used
to compute seasonality in hydrogen demand was as it seemed a reasonable proxy to use
the work of [66], even though it is related to buses. No other factors, such as traffic
seasonality was taken into account since it could not be found reliable and accurate data.

FCEBconsumption = (3.84 ∗ 10−6T 3 + 2.14 ∗ 10−4T 2 − 6.84 ∗ 10−2T + 1.0397) (4.35)

Where FCEBconsumption stands for the energy demand of the battery electric bus,
in [kgH2

/km], and T denotes the ambient temperature in [ºC].

The data regarding ambient temperature according to the season was acquired from
the SMHI (the Swedish Meteorological and Hydrological Institute). In short, a daily
average ambient temperature for the Örebro municipality in 2021 was computed using
the hourly ambient temperature recorded that year [68]. The Örebro municipality was
used as a reference to get the ambient temperature variance as it is located in the
centre of the South of Sweden where most traffic is assumed as it will be described in
the following paragraphs. Consequently, the daily average consumption per 100km was
computed by means of the equation above and the average consumption across all the
days in the year was 6.71 kgH2

/100km. It’s important to highlight that this equation
is meant to be used for the consumption of buses, hence, to depict the consumption
variation for trucks, all the values for the daily average consumption were multiplied by
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8/6.71 in order to get an average consumption across all the days of 8 kgH2
/100km.

The same procedure was used for passenger vehicles, however, in this case, the intended
average consumption across all the days was 0.63 kgH2

/100km.

(a)

(b)

Figure 4.3: Average consumption seasonality, for trucks (a) and passenger vehicles(b),
according to ambient temperature.

The estimated hydrogen daily demand must be spatially divided, which was done
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according to the population density of Sweden. Sweden is regionally divided according
to the NUTS (Nomenclature of Territorial Units for Statistics) methodology. In order to
have a reasonably detailed distribution of the hydrogen demand, such distribution was
done using the NUTS-3 level, in other words, the hydrogen demand was divided by county
according to the population density of each county.

Once in possession of the daily hydrogen demand for each county, it becomes possible
to estimate the number of HRSs to be deployed. It was assumed that by 2030 all HRS
would become L-size, according to [30], which means maximum throughput capacities of
1000 kg/day. The required number of fuel stations is, therefore, equal to the maximum
hydrogen daily demand divided by the fuel stations’ maximum capacity of 1000 kg. This
results in 90 hydrogen fuel stations regarding the scenario without seasonal variation and
109 hydrogen fuel stations regarding the scenario with seasonal variation.

In order to compute the capital costs of the hydrogen fuel stations, according to [30],
equation 4.36 is used to estimate the investment cost per fuel station considering scaling
and learning effects. At n = 90 and n = 109 stations, for scenario without seasonal
variation and scenario with seasonal variation respectively, capacity C = 1000 kg/ day
and the exogenous parameters α, β, and γ presented in Table 4.3 , it is possible to
derive the investment cost per station for each hydrogen transportation state s(s ∈
{GH2, LH2}), as can be seen in Table 4.4.

ISs = 1.3 ∗ 600, 000EUR ∗ γ ∗



C

212kg/day

α

∗ (1 − β)
log

2

(

C∗n
212kg/day∗400

)

(4.36)

Parameters GH2 LH2
α[−] 0.7 0.6
β[−] 0.06 0.06
γ[−] 0.6 0.9

ECS [kWhel/kgH2
] 1.6 0.6

GCS cons. [kWhNG/kgH2
] 0 0

Depreciation years [a] 10 10
O&M [%] 5 5

Table 4.3: Hydrogen fuel stations parameters according to the hydrogen state [30].
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State IC [M€] - scenario A IC [M€] - scenario B
H2(g) 1.38 1.36
H2(l) 1.77 1.74

Table 4.4: Investment cost per hydrogen fuel station according to its state.

For heavy-duty trucks, the location of the HRS will be, preferentially, as close as
possible to highways, plus, the possible locations of the HRS are assumed to be the
locations of existing petrol fuel stations. Hence, OpenStreetMap was used to acquire
both the location of existing petrol fuel stations and highways in each county. At first,
the criteria to choose which petrol fuel stations would also become an HRS was proximity,
in other words, fuel stations were chosen from closest to farthest until the required number
of fuel stations was met. Then a second criterion was implemented, it ensured each HRS
could not be within a radius of x km to another HRS.

The span of the radius depends on the county as there are counties with a large area
and few HRS stations which is the case of Norbotten county while other counties such
as Stockholm are quite smaller in area however a lot more HRS were allocated there.
Therefore, the chosen radius in counties like Norbotten is larger than in counties like
Stockholm. Setting the radius was achieved through the following method: after setting
a certain radius, a map of the HRS in the respective county was plotted and visually
analysed. If any of the chosen HRS was far from any of the highways, the radius was
decreased until all HRS were lying next to highways and sufficiently apart from each
other. On the other hand, if two or more of the HRS were close to each other, the radius
was increased until they were sufficiently far apart and still in close proximity to highways.
Thus, the process was only concluded once a radius was set that ensures a reasonably
spatial HRS’ distribution while also ensuring that the HRS were still quite close to the
existing highways.

Regarding hydrogen fuel stations for passenger vehicles, these were distributed in
each county according to the following example. Four HRS were set to be deployed
in Stockholm County, and are spatially distributed by allocating a single HRS to each
municipality starting with the municipality with the highest population. In this case, as
there are only four HRS to be deployed, one HRS is allocated to the four municipalities
with the highest population in Stockholm’s County.

4.4.2 Hydrogen Production Data

Electrolysis utilizes electricity (”power”) to split water into hydrogen and oxygen (”gas”).
This power-to-gas process is at the center of long-term strategies for low-carbon hydrogen
supply in the European Union [69], and consequently, the study considered hydrogen
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production via electrolysis. Among the existing electrolysis technologies, proton exchange
membrane (PEM) electrolysis shows a high technology readiness level, high potential for
cost reduction and efficiency improvement [70] as well as high operational flexibility
[21]. Besides, green hydrogen project developers are mostly choosing proton exchange
membrane electrolysis over other technologies, such as alkaline technology [71], hence,
the study focused on PEM electrolysis.

It was assumed investment costs IE of 500 €/kWel, depreciation over 10 years,
O&M costs of 3% of investment costs and an electricity consumption of 47.6 kWhel/kgH2

,
based on [72]. For the centralized model, the minimum capacity of an electrolyser
HPCAPmin was set to 10MW and the maximum HPCAPmax to 100MW, whereas for
the decentralized model the minimum capacity was set to 2MW and maximum capacity
to 4MW. The energy density of hydrogen is 33.33 kWhH2

/kgH2
.

For the centralized and mixed models, the potential locations for deploying the
centralised electrolysis plants were considered to be the locations of transmission grid
substations.

4.4.3 Hydrogen Transportation data

The transportation module of the hydrogen supply chain has been developed considering
distribution via delivery trucks. Sweden doesn’t exhibit a pipeline infrastructure such as
the scope of other studies, like Germany for instance. Consequently, this model does not
include pipeline distribution, only distribution via delivery trucks.

Due to hydrogen’s low density, it is commonly transported in gaseous state or liq-
uefied instead. Conversion assumptions are adopted from [60] and are presented in table
4.5. The variable x denotes the desired output of hydrogen. Regarding the scenario
without seasonal variation, as the daily hydrogen demand is the same across all days,
the x is equal to that daily hydrogen demand. Nevertheless, the scenario with seasonal
variation intends to depict days with higher hydrogen demand than others, thus the con-
version facilities must be able to convert the amount of hydrogen corresponding to the
day where the demand is maximum. Hence, x is equal to the maximum daily hydrogen
demand.

In the next step, hydrogen is filled into trailers and transported to fueling stations via
delivery trucks. Fuel consumption of a delivery truck is set to 8 kgH2

/100 km. Besides
fuel costs, toll costs (0.15 €/km) were also included as well as labor costs of 20 €/hour
for the transportation, based on [55], [73]. The investment cost per truck was assumed
to be 160.000 €, depreciation over eight years, and 12% O&M costs. Moreover, trailer
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costs were assumed to be 660.000 € for H2(g) and 860.000 € for H2(l) [30].

The trailer’s maximum capacity is, according to the two different states, 1100 kgH2
,

4300 kgH2
, respectively [30]. For the purpose of this study, the trailer capacity for

gaseous state was assumed to carry a maximum of 1000 kgH2
, and for liquid state 4000

kgH2
. Furthermore, each truck only provides hydrogen to one fuel station, and the

driving distance between electrolyser p and HRS f must be within 12 hours. Although
the model simulates that a truck does not have to travel back every day in order to refill
the HRS, this constraint is important in order to ensure that there is sufficient time for
the truck to travel to the HRS facility and back within one day. For instance, regarding
the centralised design in scenario without seasonal variation, if hydrogen is transported
in gaseous state, the trailers have 1000 kg capacity and since the HRS have a 1000
kg/day capacity, then the trucks must be able to travel from the electrolyser facility to
the HRS and back within one day to ensure the HRS is supplied every day. If hydrogen
is transported in liquid state, the trailers have a 4000 kg capacity and thus are able to
remain at the HRS. However, every four days, the truck must travel back to electrolyser
facility, and back again to the HRS in order to ensure that the HRS is supplied with
hydrogen for the next day. Consequently, the model ensures that every day each HRS
is supplied with the respective demand, and besides, the number of trucks and trailers
required is the same number as HRS.

Investment Cost
[M€]

Depreciation
years

O&M
Elect. consum.

[kWh/kg]

Liquification 1.05 ∗ 108 ∗



x

50
tH2

day

0.66

20 4% 6.78

Evaporation 3 ∗ 103 ∗



x
tH2

day



10 3% 0.6

Table 4.5: Conversion assumptions, adopted from [30].

4.5 Electricity system model

The electricity market in Sweden has four zones, called bidding zones, which can have
different prices, namely SE1, SE2, SE3 and SE4. The electricity system was modelled to
simulate hourly electricity prices, according to each zone, which will be used as inputs for
the Hydrogen models. In addition, the model will be used later to measure the impact
of the hydrogen demand on electricity prices.

Nord Pool provides a map depicting the four different bidding zones in Sweden as
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can be seen in figure 4.4a. The bidding zones’ borders or areas are important in order to
assign each transmission grid node to the bidding zone it belongs to. There is no data
source that provides the bidding zones’ borders/areas in any way besides in a map format
as in the Nord Pool map. Thus, Global Mapper was used to acquire the bidding zones’
areas, as it can be seen in figure 4.4b, based in the Nord Pool map.

(a) (b)

Figure 4.4: Bidding zones in Sweden according to Nord Pool (a) and respective areas
acquired with Global Mapper (b).
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4.5.1 Transmission grid

The transmission grid is managed by Svenska kraftnät, which is a state-owned enterprise,
and among other things, it’s tasked with maintaining Sweden’s electricity transmission
grid. Other responsibilities of Svenska kraftnät include the development of the transmis-
sion grid in order to meet society’s demands for a secure, sustainable and cost-effective
supply of electricity. Thus, Svenska kraftnät is positioned in a way that plays an impor-
tant role in implementing national climate policies. Besides it is the country’s only TSO
[74].

The transmission grid was modelled via the PyPSA-eur model, which creates the
transmission grid model by extracting it from the ENTSO-E interactive map of the Eu-
ropean power system [75]. There are some limitations to modelling the transmission grid
from this ENTSO-E extract, such as:

• Geographical coordinates are transferred from the ENTSO-E map, which is known
to choose topological clarity over geographical accuracy. Hence coordinates will
not correspond exactly to reality.

• Voltage levels are typically provided as ranges by ENTSO-E, of which the lower
bound has been reported in this dataset.

• Line structure conflicts are resolved by picking the first structure in the set.
• Transformers are not present in the original ENTSO-E dataset, their presence has

been derived from the different voltages from the connected lines.
• The connection between generators and busses is derived as the geographically

nearest station at the lowest voltage level. This information is again not present in
the ENTSO-E dataset.

Since this study is being conducted for a 2030 scenario, future grid expansions should
be included in the model, which will be done according to [74]. Following [76], [77], we
approximate the transmission capacity of all 220 kV lines to be 490 MW, and that of all
380-400 kV lines to be 1700 MW. Multiple lines between two nodes are aggregated into
one by summing up the capacity value.

The transmission grid including the planned expansions for 2030 is depicted below.
In green, we can see the 220 kV lines and in red the 400 kV ones, the white dots represent
the grid’s nodes. There is not a major expansion of the grid, and it was mainly focused
near Stockholm as planned in [74]. The TSO proposes, however, to renew many of the
transmission cables, which are quite old, thus increasing the transmission capacity of the
grid.
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Figure 4.5: Transmission grid in Sweden, including expansions by 2030.

4.5.2 Hourly load demand in each bidding zone

The hourly load demand in each zone in 2030 was estimated through data made available
by ENTSO-E [78]. ENTSO-E offers hourly load demand forecasts for 2030 considering
three different scenarios, in this case, the ”EUCO30” scenario was chosen which assumes
that the 2030 climate and energy targets as agreed by the European Council in 2014 were
achieved. For Sweden, the scenario includes three different variations of hourly demand
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forecasts in each zone, each variation representing the climatic conditions of different
years, 1982, 1984 and 2007. The three variations are averaged as in equation 4.37, in
order to depict the load demand of an average climatic year, according to [79].

Loadh,zone,2030 =
1

3
∗(Loadh,zone,2030,1982+Loadh,zone,2030,1984+Loadh,zone,2030,2007)

(4.37)

The resulting total electricity demand in Sweden in 2030 is, based on the estimation
above, 159 TWh. The hourly load demand series acquired were already separated by
bidding zone.

4.5.3 Temporal distribution of electricity generation from RES

In this section, a detailed description will be provided of how the installed capacity of
wind, solar and hydroelectric energy in Sweden in 2030 was retrieved as well as the
respective hourly generation profiles.

Global Data produced a report stating that Sweden’s renewable energy capacity,
excluding hydropower, will reach 30.4 GW by 2030. More precisely, it shows solar and
wind power to grow by an annual compound growth rate (CAGR) of 16% and 8.3% over
the 11-year period [80].

In order to have full access to the report it has to be purchased, however, with
the information contained in the above paragraph, it is possible to compute the required
data, such as the solar and onshore wind installed capacity by 2030. Following the annual
compound growth rate formula and knowing the starting value it is possible to arrive at
the forecasted capacity for both solar and onshore wind technologies [81]. According to
the Swedish Wind Energy Association, the starting value for the wind power capacity
forecast is 9.06 GW for the year 2019 [82], which means that in equation 4.38, t is equal
to 11, resulting in a total installed capacity of 21.8 GW by 2030. Regarding solar energy,
the starting value is 0.698 GW [83], [84], again t = 11, yielding a total installed capacity
of 3.6 GW by 2030.

CAGR =



Vfinal

Vstart

1/t

− 1 (4.38)

Vstart = starting value, Vfinal = final value, t = time in years.
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The next step consisted of building the generation profile for both solar and wind
power plants. In this step, it was assumed that the temporal distribution of these variable
sources will not change significantly over the next years. Consequently, historical time
series from 2019, 2020 and 2021, which are available in [85], were used to build the
wind energy generation profiles for 2030. First, the hourly generation values of the
three years were averaged as in the equation below, although, 2020 was a leap year and
consequently the hourly values corresponding to the 29th of February were removed from
the data before averaging.

Generationh,avg19,20,21
=

(Generationh,2019 + Generationh,2020 + Generationh,2021)

3
(4.39)

Then, since the total electricity generation in 2030 will be different than in the
other years, the hourly generation values must be refactored. In order to perform the re-
factorization, the average of the total generation for the three years was calculated as well
as the total estimated generation for 2030 [79]. Technical progress is expected to increase
the capacity factor of wind turbines to 40% in 2025 and 45% in 2030 [86]. Nevertheless,
since wind turbines deployed in previous years such as 2015 present a capacity factor of
26%, it was assumed an average capacity factor of 35%. Thus, assuming a net capacity
of 21.8 GW and a capacity factor of 35%, the projected wind energy generation for 2030
resulted in 66.8 TWh. At last, the hourly generation for 2030 was refactored following
the equation below.

Generationh,2030 = Generationh,avg19,20,21
∗

TotalGeneration2030

TotalGeneration avg19,20,21

(4.40)

The hourly generation data imported from the ENTSO-E database did not, unfortu-
nately, present any data regarding solar production, hence, the generation profile of solar
energy was acquired with PVGIS [87].

It was assumed that the solar energy generation for 2030 would also be built based
on three reference years, and since the SARAH2 database only had data until 2020, the
chosen years were 2018, 2019 and 2020. For each year, the database only contained
the solar radiation of that year and the peak power was set to be the installed capacity
at that year, which was taken from [84]. Furthermore, it is important to highlight that
the chosen location of the PV facility was in the middle of Jönköping County, as it is
reasonably centred in the south of Sweden, accordingly to the assumption mentioned in
section 4.5.4. The annual electricity generation values prompted by the PVGIS tool do
not differ significantly from the actual electricity generated from solar energy.
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The same steps were followed for the estimated wind energy generation in 2030,
however this time the capacity factor was assumed to be 11% as it seems to be a
reasonable value since the capacity factors for the years 2018, 2019 and 2020 were 11%,
8% and 11% respectively. The estimated electricity generation from solar energy in 2030
was then 3.5 TWh.

Regarding hydropower, the total installed capacity nowadays, roughly 16 GW [88],
is expected to remain unchanged by 2030. Being an intermittent and variable energy
source, in order to depict its availability, the hydropower hourly generation profile was
computed by averaging the hourly values of the years 2017 to 2021 from the ENTSO-E
database. There was no need to do any refactorization as the installed capacity was the
same for the respective years. The resulting total hydropower generation forecasted for
2030 yields a possible maximum of 68 TWh.

4.5.4 Spatial distribution of electricity generation

The electricity generation must be spatially distributed and assigned to transmission grid
nodes. Nuclear power plants and fossil-based power plants are already assigned to the
respective transmission grid nodes through the PyPSA-Eur model. There are six nuclear
power plants operating in Sweden as of June 2022, and it is assumed that they will remain
as it is in 2030. Thus, meaning a total installed capacity of 6.8 GW, divided in 3.2 GW in
zone SE3 and 3.6 GW in zone SE4. Fossil-based power plants are located in zones SE3
and SE4 with respective capacities of 1.7 GW and 1.5GW. The bio-energy power plants in
Sweden included in the PyPSA-Eur model are very scarce and the total installed capacity
is very far from reality. Nevertheless, Energiföretagen, has divulged in the report [89] the
installed capacity of bio-energy power plants in each bidding zone of Sweden. This data
does present one limitation: on occasions when there is a great need for district heating
some of the capacity is diverted from electricity generation to heat generation. This fact
was not taken into account and it is assumed that the entire capacity is available at any
time for electricity generation. The bio-energy installed capacity is 272 MW, 682 MW,
2816 MW and 1549 MW for zones SE1, SE2, SE3 and SE4 respectively.

Despite knowing roughly how much wind capacity should be installed by now, there
is also a lack of available information regarding wind turbines’ locations, coordinate-wise,
and corresponding capacities. The most detailed available source is OpenStreetMap,
which is susceptible to incomplete and inaccurate information. Using the overpass-turbo
tool, wind turbines were filtered from OpenStreetMap, resulting in a total of 3882 wind
turbines. This number is not in accordance with the official source [90], which states that
by July 2021 more than 4000 had been deployed in Sweden. Even though there is this
discrepancy from OpenStreetMap, due to the lack of better sources, the wind turbines’
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locations from OpenStreetMap will be used to spatially distribute wind capacity.

Some wind turbines, besides providing coordinates, also indicate the corresponding
capacities. However, the vast majority don’t, which makes it impossible to know how
much wind capacity still needs to be distributed in order to reach the 2030 target.
Therefore, it was assumed that the wind turbines had been deployed by the end of
2021 resulting in a total capacity of 10.6 GW according to the CAGR formula. Thus, the
capacity for the wind turbines without known capacity was assumed to be 2.6 MW so the
sum of all wind turbines yielded the respective 10.6 GW. Afterwards, each wind turbine
was assigned to its closest node using the Haversine formula, that has been explained in
section 4.1,which allowed to compute how much capacity was assigned at each node.

There is still 11.2 GW of wind capacity left to allocate in order to reach the 21.8
GW set for 2030. Sweden’s transmission system operator, Svenska kraftnät, developed a
report for the period of 2022 to 2031, which states that it is currently working to connect
8 GW of onshore wind capacity to the grid, particularly in zones SE1 and SE2 [91].

Figure 4.6: Total applied power in the investigation phase divided by electricity areas[91].

The figure 4.6 shows how much wind capacity has been applied to connect to the
grid, onshore wind is depicted in green while offshore in blue. It clearly denotes that
zone SE2 has the most applications for onshore wind, followed by zones SE1 and SE3. In
order to allocate future wind capacity, in each zone, proportionally to the applications,
the application’s capacity in each zone was multiplied by 8 GW and then divided by the
total of onshore wind applications across every zone. Thus, yielding 5.4 GW, 1.6 GW and
0.98 GW in zones SE2, SE1 and SE3 respectively. The wind capacity at each zone was
distributed by scaling, evenly, the capacity of every node within each zone until meeting
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that value.

At this stage, only 3.2 GW were left to be distributed. It was assumed that this
capacity would regard only offshore wind and for zones SE3 and SE4 exclusively. It can
be observed in figure 4.7 that offshore wind farms are expected to be deployed in the
coming years. It was also assumed that the capacity was deployed evenly for both zones,
in other words, 1.6 GW of offshore wind capacity for each zone. As shown in the figure,
zone SE3 presents two different areas for the deployment of offshore wind, east and west,
both were assigned with a 0.8 GW capacity. Zone SE4 presents three different areas,
each assigned with 0.533 GW.

Figure 4.7: Applications for the connection of offshore wind power per electricity [91].
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At last, the hourly wind energy generation at each node was assigned proportionally
to the capacity at that same node. In other words, the installed wind capacity weight
at each node was calculated (installed wind capacity at node divided by overall installed
wind capacity) and multiplied by the hourly wind generation in 2030 described in the
previous section.

WindGenerationh,node,2030 =
WindCapacitynode,2030

TotalWindCapacity2030

∗ Generationh,2030 (4.41)

Concerning solar energy, the Swedish Energy Agency provides information regarding
how much solar energy is installed in each county and each municipality for the years
2016 and on-wards [92].

By having the installed capacity of each municipality, it is a reasonable assumption to
assign the capacity in each municipality to its closest node. According to data retrieved
above, the total installed capacity in Sweden in 2021 was 1.6 GW, therefore, 2 GW
are still left to be assigned. Currently, in Sweden there is a spatial imbalance in the
production and consumption of electricity, most of it is produced in the north region of
Norrland, while most of its consumption is done in the South, where most of Sweden’s
population lives [93]. Since solar energy presents more potential to be deployed in the
south of Sweden and much of the wind capacity was assumed to be deployed in the
north, adding the fact mentioned earlier, it is assumed that the 2 GW left to be allocated
will be done so in zones SE3 and SE4. Therefore, the need for increased grid connection
between zones is reduced and the chances of having prices differing so much between
zones are also reduced.

Concerning hydropower plants, according to the PyPSA-Eur model, there are 145
hydropower plants scattered throughout Sweden yielding a total installed capacity of 14
GW, which is considerably lower than what was found in other sources [94]. Bearing
in mind that the PyPSA-Eur model retrieves such data from openly available sources,
sometimes the information may be incomplete or inaccurate. However, since there was
not any data source with more complete information, the hydropower plants extracted
from PyPSA-Eur were evenly scaled until meeting the current capacity of 16.3 GW [94].

The hourly hydropower energy generation at each node was assigned proportionally
to the capacity at that same node. In other words, the installed hydro capacity weight
at each node was calculated (installed hydro capacity at node divided by overall installed
hydro capacity) and multiplied by the hourly hydropower generation in 2030 described in
the previous section 4.5.3.

The electricity generation, regardless of the source, was at last assigned to a zone,
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in other words, each transmission grid node was associated with a bidding zone and in
turn its electricity generation as well.

4.5.5 Marginal costs of electricity generation sources

The electricity system model also requires that the marginal costs of available power
plants are computed since they are required to run the electricity market model.

The marginal cost of electricity generation is given by the marginal cost of fuel plus
the variable operations and maintenance costs [95]. The marginal fuel costs (FC), as
well as variable operations and maintenance costs (VO&M) for the 6 different power
generation sources, were retrieved from [96], [97], yielding the following marginal cost
of electricity generation (MC) as it can be seen in Table 4.6. However, concerning
hydropower plants, it was not possible to find variable operation and maintenance costs
separate from annual O&M, hence the marginal cost was assumed to be 6 €/MWh as
in [98].

Technology [€/MWhth] VOM [€/MWh] MC [€/MWh]
Solar - 0 0
Wind - 0 0
Hydro - - 6

Nuclear 2 8 10
Biomass - - 32.5

Oil 50 3 53

Table 4.6: Marginal cost of the different electricity sources.

4.5.6 Electricity market model

The merit-order model was used to calculate the hourly electricity prices. The model aims
to minimize the marginal generational costs, for each hour in each bidding zone. The
constraints ensure that the electricity demand and supply are always met while taking
into account the availability of electricity generation from the different sources.

From the previous sections, it is known that each bidding zone has an associated
hourly load demand as well as generation from wind, solar and hydroelectric power.
Besides, it also has an associated capacity from nuclear, biomass and fossil-based power
plants as well as their respective marginal costs.
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The market model can thus be written as the following optimisation problem. The
objective is to minimize the generation costs.

minimize
∑

s λs(gsSE1
+ gsSE2

+ gsSE3
+ gsSE4

)

subject to dSE1 −
∑

s gsSE1
= ∆δSE1−SE2 : λSE1

dSE2 −
∑

s gsSE2
= −∆δSE1−SE2 + ∆δSE2−SE3 : λSE2

dSE3 −
∑

s gsSE3
= −∆δSE2−SE3 + ∆δSE3−SE4 : λSE3

dSE4 −
∑

s gsSE4
= −∆δSE3−SE4 : λSE4

−8990 ≤ ∆δSE1−SE2 ≤ 8990

−14580 ≤ ∆δSE2−SE3 ≤ 14580

−12880 ≤ ∆δSE3−SE4 ≤ 12880

Where,

λs stands for the marginal cost of the power source s.

gsSE1
stands for the generation of power source s, in zone SE1.

gsSE2
stands for the generation of power source s, in zone SE2.

gsSE3
stands for the generation of power source s, in zone SE3.

gsSE4
stands for the generation of power source s, in zone SE4.

λSE1 stands for the electricity price in bidding zone SE1.

λSE2 stands for the electricity price in bidding zone SE2.

λSE3 stands for the electricity price in bidding zone SE3.

λSE4 stands for the electricity price in bidding zone SE4.

∆δSE1−SE2 stands for the transmission capacity between zones SE1 and SE2.
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∆δSE2−SE3 stands for the transmission capacity between zones SE2 and SE3.

∆δSE3−SE4 stands for the transmission capacity between zones SE3 and SE4.

4.6 Sensitivity analysis

In order to understand the impacts of having major price differences between zones SE3,
SE4 and SE2, prices in zones SE3 and SE4 were doubled. Regarding the centralised
design, the objective of this sensitivity analysis is to understand how the optimisation of
the electrolysers’ locations will change as the HRS are located mainly in zones SE3 and
SE4. Concerning the decentralised model, it is an interesting analysis to see how much
more the overall supply chain cost will increase as the electrolysers are located at the
same site as the HRSs. At last, this analysis is also quite interesting to see how it affects
the mixed model, maybe in zones SE1 and SE2 production will be decentralised, whereas
for HRS in zone SE3 and SE4 the electrolysers’ facilities will be located in zone SE2.

Hydrogen demand was also increased in steps of 25% till 100% for the centralised
design in gaseous state as the supply chain’s cost was lower than in liquid state. The
same sensitivity analysis was conducted for the decentralised design. The purpose of this
sensitivity analysis is to investigate the impact of increasing the hydrogen demand on
electricity prices and the supply chains’ overall cost.
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Results

In the following section, the results will be presented, analysed and discussed. The struc-
ture of this section will begin with the electricity system, followed by the hydrogen supply
chain design and back to the electricity system model exploring the feedback effects.
The sensitivity analysis’s results are also described in this section and a contribution to
sustainability is presented at the end.

5.1 Electricity system model

After running the market model, the Swedish power mix for 2030 can be denoted and
compared to the one in 2021 in Figure 5.1. It can be clearly denoted that hydro remained
a major electricity generation source, alongside wind energy instead of nuclear as in 2021.
In fact, the wind energy share grew from 17% to around 42%, whereas nuclear decreased
from 30% to just 14%. Combined heat and power plants, which were mainly powered by
bio-fuels, decreased from around 8% to less than 1%. Fossil fuels were not used at all.
This means that by 2030, the Swedish electricity power industry should be almost fully
decarbonised and provide green electricity as for the considered scenario in the study.
Moreover, the average electricity price in €/MWh, is 4.28, 1.88, 8.21, 8.19 for zones
SE1, SE2, SE3 and SE4, respectively. Furthermore, in 2030 the installed capacities, per
source and per zone can be seen below. The total installed capacity is 57.1 GW, which
is much higher than the roughly 42 GW installed in 2021 [88].
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Figure 5.1: Swedish Power Mix in 2030 and 2021.

Figure 5.2: Installed capacity per source in each zone in 2030.

5.2 Hydrogen supply chain

The hydrogen models discussed in section methodolgy includes:

• the location of the HRSs.

• the optimized location of the electrolysers, in the case of the centralised models.

• their hourly hydrogen production rate, in other words, their capacity.
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• the optimized transportation volume between each electrolyser and hydrogen fuel
station, in the case of the centralised models.

• the resulting hydrogen price.

As mentioned, one of the inputs is the allocation of the HRSs, which can be seen in
figure 5.3a. Figure 5.3b portrays a map with the location of 139 charging stations to be
deployed in Sweden by autumn of 2023 the latest [99], [100]. It can be noted that there
are significantly more charging stations in the South of Sweden, where there is a higher
population density and many are located on highways. One could assume that as the
FCEV technology matures and FCVEs increase the hydrogen refuelling infrastructure will
develop following the charging infrastructure. By comparing both figures, it is possible
to see that the allocation of the HRS performed by the hydrogen supply chain model is
in accordance with such assumption.

(a) (b)

Figure 5.3: HRS allocation without seasonal variation. (a) Approved electric charging
stations (b) [99], [100].
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Tables 5.1 and 5.7 show the overall supply chain’s cost, in €/kgH2
, regarding every

model and both scenarios, respectively, as in figure 4.2 1. As it can be seen from the
pie charts from figure 5.4 to 5.9, the most significant costs are the production capital
costs and the fuel station capital costs. The overall cost is higher in the centralised
design than in the decentralised one. It can be denoted from the pie charts that this
is due to transportation costs, and there are additional conversion costs in the case
of the centralised LH2 supply chain design. The centralised model in liquid state is
always more expensive than in gaseous state due to conversion costs despite having lower
transportation operational costs. There is no difference between the mixed models and
the decentralised ones based on the designs used for the study, which means there is no
advantage in having centralised production with the considered assumptions. The overall
cost is higher in the scenario with seasonal variation as more hydrogen fuel stations
were deployed to meet days with higher hydrogen demand which led to higher stations
capital costs (SCC) and transportation capital costs (TCC). It is clear that increasing
the number of HRS increases the stations’ capital cost (SCC). The transportation capital
costs increase as the model states that an HRS is supplied by only one truck. Furthermore,
production capital costs and conversion capital costs increase as both the electrolysers
and conversion facilities must have enough capacity to handle higher daily hydrogen
demands than in the scenario without seasonal variation. It also possible to observe
from pie charts in Figures 5.4, 5.5, 5.7 and 5.8, that regarding the centralised design,
production capital costs are lower in gaseous state than in liquid state at the expense of
leading to higher production operational costs.

Scenario without seasonal variation
Type Centralised Mixed Decentralised
State H2(g) H2(l) H2(g) H2(g)

Price [€/kg] 2.00 2.63 1.48 1.48

Table 5.1: Hydrogen cost, in €/kg, for every model and scenario without seasonal varia-
tion.

Scenario with seasonal variation
Type Centralised Mixed Decentralised
State H2(g) H2(l) H2(g) H2(g)

Price [€/kg] 2.29 3.13 1.68 1.68

Table 5.2: Hydrogen cost, in €/kg, for every model and scenario with seasonal variation.

1The centralised design was run with a mipgap of 15 %, whereas both decentralised and mixed designs
with a mipgap of 1%.
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Figure 5.4: Hydrogen cost component, in €/kg, regarding the centralised model without
seasonal variation in gaseous state.

Figure 5.5: Hydrogen cost component, in €/kg, regarding the centralised model without
seasonal variation in liquid state.
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Figure 5.6: Hydrogen cost component, in €/kg, regarding the decentralised model with-
out seasonal variation.

Figure 5.7: Hydrogen cost component, in €/kg, regarding the centralised model with
seasonal variation in gaseous state.
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Figure 5.8: Hydrogen cost component, in €/kg, regarding the centralised model with
seasonal variation in liquid state.

Figure 5.9: Hydrogen cost component, in €/kg, regarding the decentralised model with
seasonal variation.
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Figures 5.10a and 5.10b depict the hydrogen supply chain infrastructure for the
centralised design without seasonal variation. The white dots represent the electrolysers,
the green dots represent the HRSs and the red lines the connections established. It can
be observed from the figures that in the design in liquid state there are no electrolysers
in zone SE3, contrary to the design in gaseous state. This can be explained due to lesser
transportation operational costs as trailers carrying hydrogen in liquid state carry up to
four times more hydrogen than trailers carrying hydrogen in gaseous state. Thus, it pays
off to move more hydrogen production to zone SE2 where the electricity prices are lower.

Electrolysers that supply a greater number of HRSs are bigger in size than electroly-
sers that supply fewer HRSs. In figure 5.10b, it can be seen that two major electrolysers
are located in SE2 and supply all the HRSs in SE3. The installed capacity of those two
electrolysers is 99 MW and 22 MW. Furthermore, by analysing the hourly production
data, it was possible to observe that having seasonal variation increased the electrolysis
total installed capacity. In fact, in scenario without seasonal variation, the electrolysis
total installed capacity was 190 MW and 249 MW for gaseous and liquid states respec-
tively. Whereas in scenario with seasonal variation, electrolysis total installed capacity
was 303 MW and 325 MW for gaseous and liquid states respectively. This increase can
be explained since in both scenarios the annual hydrogen demand is the same, thus in
scenario with seasonal variation, there are days with higher demand than in scenario
without seasonal variation. Consequently, the electrolysis total installed capacity must
be higher on those days than in scenario without seasonal variation.

In the decentralised design without seasonal variation, the size of the electrolysers
was the same for every HRS, roughly 1.8 MW, and they were operational every hour.
Regarding the decentralised model with seasonal variation, the electrolysers’ installed
capacities were also the same for every HRS, however, in this scenario, the installed ca-
pacity was slightly higher, roughly 2MW. Also, the electrolysers were not operational the
entire time, in fact, the capacity factor was slightly above 78%. Moreover, concerning
the centralised design in gaseous state without seasonal variation, the number of elec-
trolysers was 16, with sizes ranging from 10 MW to 26 MW and a capacity factor of 100
%. Regarding the same design for the scenario with seasonal variation, the number of
electrolysers was 18, with sizes ranging from 10 MW to 70 MW and a capacity factor
ranging from 77% to 80%. Concerning the centralised design in liquid state, the elec-
trolysers’ sizes ranged from 10 MW to 99 MW with capacity factors from 70% to 80%,
however, the number of electrolysers increased from 9 to 19 when seasonal variation was
accounted for.
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(a) (b)

Figure 5.10: Electrolysers’ locations and connections to the HRSs they supply - centralised
design in gasesous state (a) and in liquid state (b) without seasonal variation.
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5.3 Feedback Analysis - Electricity System

As mentioned in section 4, the hydrogen production prompted by the hydrogen models
represents in fact an electricity demand. This extra electricity can have impacts on the
electricity system, namely, driving prices higher. The goal of this subsection is to evaluate,
quantitatively, the changes in the electricity system.

The feedback procedure mentioned in section 4.2.1 was conducted for every scenario
and every model, excluding the mixed one as it was the same as the decentralised one,
and the increase of the average prices can be seen in Tables 5.3 and 5.4. It can be
concluded that hydrogen demand does have a significant impact on electricity prices. In
addition, for the centralised model, the impact on the prices is mainly on zones SE2, SE3
and SE4, whereas, for the decentralised model the impact is mainly in zones SE3 and
SE4, which makes sense since this is where most of the electrolysers are located.

scenario without seasonal variation
design Centralized Decentralized

elec. price H2(g) H2(l) H2(g)
SE1 4.28 4.37 2.10% 4.28 0.00% 4.31 0.70%
SE2 1.88 1.94 3.19% 2.34 24.47% 1.92 2.13%
SE3 8.21 8.40 2.31% 8.44 2.80% 8.36 1.83%
SE4 8.19 8.38 2.32% 8.42 2.81% 8.34 1.83%

Table 5.3: Increase of electricity price, in €/MWh, regarding scenario without seasonal
variation.

scenario with seasonal variation
design Centralized Decentralized

elec. price H2(g) H2(l) H2(g)
SE1 4.28 4.41 3.04% 4.28 0.00% 4.32 0.93%
SE2 1.88 2.02 7.45% 2.35 25.00% 1.92 2.13%
SE3 8.21 8.49 3.41% 8.47 3.17% 8.37 1.95%
SE4 8.19 8.47 3.42% 8.45 3.17% 8.35 1.95%

Table 5.4: Increase of electricity price, in €/MWh, regarding scenario with seasonal
variation.
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5.4 Sensitivity Analysis Results

Concerning the centralised design in gaseous state, production operational costs decreased
since more hydrogen was produced in zone SE2, which led to an increase in transportation
operational costs. Regarding the centralised design in liquid state, the increase in the
overall cost was mainly due to an increase in production operational costs from the
electrolysers in zone SE4. Transportation operational costs remained the same. In short,
the centralised design in gaseous state increased transportation costs (moved hydrogen
production from SE3 to SE2) in order to decrease production operational costs and
achieve a minimum overall cost. Since the centralised design in liquid sate had already
most of its electrolysers located in SE2, which is the zone with lower electricity prices,
transportation operational costs remained the same, however, production operational
costs increased due to the electrolysers located in SE4. Table 5.5 shows the changes
in costs due to the sensitivity analysis regarding the centralised design. These changes
can be further analysed, concerning the centralised design in gaseous state, from figures
5.10a and 5.11a which show that the electrolysers located in SE3 no longer exist when
the electricity prices are doubled in zones SE3 and SE4. In fact, the HRSs that were
supplied by those electrolysers are now supplied by either one of the two electrolysers
located above Stockholm, in zone SE2. Concerning the centralised design in liquid state
without seasonal variation, no major difference can be seen between figures 5.10b and
5.11b.

H2(g) H2(l)
without

sens. analysis
with sens.
analysis

without
sens. analysis

with sens.
analysis

Sum 2.00 2.24 2.63 2.76
PCC 0.40 0.46 0.52 0.51
CCC 0.00 0.00 0.37 0.37
TCC 0.29 0.29 0.29 0.29
SCC 0.52 0.52 0.67 0.67
POC 0.38 0.35 0.22 0.32
COC 0.00 0.00 0.15 0.17
TOC 0.14 0.30 0.10 0.10
SOC 0.27 0.32 0.31 0.33

Table 5.5: Hydrogen supply chain cost changes regarding the centralised design, in
€/kgH2

, for the sensitivity analysis with doubled electricity prices in zones SE3 and
SE4.
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The same sensitivity analysis was also carried out for both the decentralised and
mixed designs regarding scenario without seasonal variation. Contrary to the centralised
design, the decentralised does not have the option to shift its production facilities to
bidding zones with cheaper prices. Therefore, production operational costs increased
much more than in the centralised design, actually doubling, leading to an increase in
the overall cost of 0.36 €/kgH2

,as can be seen in Table 5.6. Regarding the mixed design,
it is quite interesting to observe that now there are transportation costs. This can be
explained since with this difference in electricity prices, particularly between zones SE3
and SE2, it payed off to have some centralised production in zone SE2 supplying four
HRSs in zone SE3.

Decentralised Mixed
without

sens. analysis
with sens.
analysis

without
sens. analysis

with sens.
analysis

Sum 1.48 1.83 1.48 1.83
PCC 0.35 0.35 0.35 0.54
CCC 0.00 0.00 0.00 0.00
TCC 0.00 0.00 0.00 0.04
SCC 0.53 0.53 0.53 0.52
POC 0.36 0.72 0.36 0.50
COC 0.00 0.00 0.00 0.00
TOC 0.00 0.00 0.00 0.01
SOC 0.24 0.24 0.24 0.23

Table 5.6: Hydrogen supply chain cost changes reagrding the decentralised and mixed
designs, in €/kgH2

, for the sensitivity analysis with doubled electricity prices in zones
SE3 and SE4.

From this sensitivity analysis, it can be concluded that the centralised model is less
sensitive to a scenario where the electricity prices in zones SE3 and SE4 are considerably
higher than in zone SE2. The decentralised scenario is more sensitive since most of the
HRSs are located in SE3 and SE4, hence this is also where the electrolysers are located.
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(a) (b)

Figure 5.11: Electrolysers’ locations and connections to the HRSs they supply, with
doubled prices in SE3 and SE4 - centralised design in gasesous state (a) and in liquid
state (b) without seasonal variation.
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From tables 5.7 and 5.8 it is possible to conclude that by increasing the hydrogen de-
mand the centralised supply chain’s overall cost remains close to the base case. Whereas
it can be seen in tables 5.9 and 5.10 that the decentralised supply chain’s overall cost
decreases steadily. This decrease is explained since there are learning effects in the capital
cost of the fuel stations, thus, even though more fuel stations have to be deployed, the
marginal cost decreases.

H2(g) - without seasonal variation
0% 25% 50% 75% 100%

Sum 2.00 2.06 2.00 1.97 2.03
PCC 0.40 0.44 0.47 0.48 0.48
CCC 0.00 0.00 0.00 0.00 0.00
TCC 0.29 0.28 0.28 0.28 0.28
SCC 0.52 0.49 0.48 0.47 0.47
POC 0.38 0.33 0.39 0.37 0.41
COC 0.00 0.00 0.00 0.00 0.00
TOC 0.14 0.24 0.08 0.07 0.07
SOC 0.27 0.28 0.30 0.30 0.32

Table 5.7: Impact of increased hydrogen demand on the supply chain’s overall cost, in
€/kgH2

, regarding the centralised design in gaseous state without seasonal variation.

H2(g) - with seasonal variation
0% 25% 50% 75% 100%

Sum 2.29 2.29 2.20 2.20 2.22
PCC 0.51 0.51 0.51 0.55 0.55
CCC 0.00 0.00 0.00 0.00 0.00
TCC 0.36 0.36 0.35 0.36 0.36
SCC 0.61 0.61 0.59 0.58 0.58
POC 0.32 0.32 0.35 0.36 0.38
COC 0.00 0.00 0.00 0.00 0.00
TOC 0.23 0.23 0.14 0.06 0.06
SOC 0.26 0.26 0.26 0.29 0.29

Table 5.8: Impact of increased hydrogen demand on the supply chain’s overall cost, in
€/kgH2

, regarding the centralised design gaseous state with seasonal variation.
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Decentralised without seasonal variation
0% 25% 50% 75% 100%

Sum 1.48 1.44 1.43 1.42 1.41
PCC 0.35 0.35 0.35 0.35 0.35
SCC 0.53 0.49 0.48 0.47 0.46
POC 0.36 0.36 0.37 0.37 0.36
SOC 0.24 0.24 0.24 0.24 0.24

Table 5.9: Impact of increased hydrogen demand on the supply chain’s overall cost, in
€/kgH2

, regarding the decentralised design without seasonal variation.

Decentralised with seasonal variation
0% 25% 50% 75% 100%

Sum 1.63 1.62 1.60 1.59 1.59
PCC 0.46 0.46 0.46 0.46 0.46
SCC 0.63 0.61 0.60 0.58 0.58
POC 0.32 0.32 0.32 0.32 0.32
SOC 0.22 0.22 0.22 0.22 0.22

Table 5.10: Impact of increased hydrogen demand on the supply chain’s overall cost, in
€/kgH2

, regarding the decentralised design with seasonal variation.

As mentioned, in the centralised design in gaseous state, the electricity prices were
mainly impacted on zones SE3 and SE4. Besides, in the decentralised design, the elec-
trolysers are located in the same site as the HRSs, and since the vast majority are located
in SE3 and SE4 that is where the highest electricity loads should occur. This conclusion
can be confirmed in tables 5.13 and 5.14, as the prices in SE1 and SE2 only increase
slightly, and prices in SE3 and SE4 increase much more.

H2(g) - without seasonal variation
electricity

price
0% 25% 50% 75% 100%

SE1 4.28 4.37 4.48 4.35 4.42 4.42
SE2 1.88 1.94 2.00 2.08 2.14 2.14
SE3 8.21 8.40 8.45 8.53 8.58 8.63
SE4 8.19 8.38 8.43 8.50 8.56 8.61

Table 5.11: Impact of increased hydrogen demand on the electricity prices, in €/MWh,
regarding the centralised design in gaseous state without seasonal variation.
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Decentralised without seasonal variation
electricity

price
0% 25% 50% 75% 100%

SE1 4.28 4.39 4.41 4.43 4.35 4.32
SE2 1.88 2.00 2.02 1.97 2.05 2.09
SE3 8.21 8.46 8.49 8.56 8.59 8.66
SE4 8.19 8.44 8.47 8.53 8.57 8.64

Table 5.12: Impact of increased hydrogen demand on the electricity prices, in €/MWh,
regarding the centralised design in gaseous state with seasonal variation.

Decentralized without seasonal variation
electricity

price
0% 25% 50% 75% 100%

SE1 4.28 4.32 4.31 4.31 4.32 4.32
SE2 1.88 1.92 1.91 1.91 1.92 1.92
SE3 8.21 8.36 8.42 8.46 8.49 8.54
SE4 8.19 8.34 8.39 8.43 8.46 8.51

Table 5.13: Impact of increased hydrogen demand on the electricity prices, in €/MWh,
regarding the decentralised design without seasonal variation.

Decentralized with seasonal variation
electricity

price
0% 25% 50% 75% 100%

SE1 4.28 4.31 4.30 4.31 4.32 4.31
SE2 1.88 1.92 1.90 1.90 1.91 1.92
SE3 8.21 8.37 8.37 8.40 8.50 8.46
SE4 8.19 8.35 8.34 8.37 8.47 8.43

Table 5.14: Impact of increased hydrogen demand on the electricity prices, in €/MWh,
regarding the decentralised design with seasonal variation.

5.5 Limitations

There are some limitations in this work. Regarding the electricity system model, it does
not portray:
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• any type of cross-border power exchange.

• uncertainity of renewable energy sources and electricity demand.

• ramping up time of the generation sources as well as other technical specifications
of the different technologies.

• changes in fuel costs.

• implementation of policies leading to changes in the marginal costs.

As can be observed, electricity prices are very low, which would change if the model
included uncertainity from RES. The intraday market would be interesting to explore in
order to see how the market would adjust to such changes. Furthermore, these limita-
tions lead to nonexistent negative prices, which would be very interesting to incorporate,
particularly for studying a hydrogen supply chain with storage.

Regarding the hydrogen model, including time-flexible operation improves the model’s
accuracy, however, at the expense of making it a more demanding optimisation problem
that may require a computer with very high specifications. For the centralised and mixed
designs, the optimisation was set to have an allowed gap of 15%. With such an allowed
gap the centralised models usually took more than a day to run. In order to run the
optimisations it was required to use a computer with an available RAM of 256 GB.

Furthermore, among the assumptions in the centralised design, it was assumed that
the potential locations for electrolysers to be deployed were transmission grid substations.
This assumption seems very reasonable as the electrolysers’ size must be between 10 and
100 MW, which generates loads that require connection to large power transformers.

5.6 Contribution to sustainability

In order to tackle the current environmental crisis, it is urgent that all sectors reduce their
greenhouse gas emissions substantially and swiftly. Alternative fuels, that do not release
greenhouse gas emissions into the atmosphere, must replace fossil fuel transportation to
achieve that goal.

FCEVs powered by hydrogen do not release greenhouse gas emissions, and if hydro-
gen is produced from renewable energy sources then the environmental impact of these
vehicles becomes even more sustainable. As mentioned, the development of an adequate
infrastructure is pivotal for the penetration of this technology.
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By analysing different hydrogen supply chain designs and how they are intertwined
with the electricity system, this study provides a methodology which showcases the cost
minimal supply chain design according to the electricity system. Consequently, this study
provides the necessary tools to efficiently plan the development of the FCEVs’ infras-
tructure. This may prove to be crucial in the acceptance of FCEVs in Sweden and thus
bring Sweden one step closer to its climate goals. Moreover, it also evaluates how the
hydrogen supply chain impacts the electricity system.
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Conclusions

The average electricity prices in Sweden for zones SE1, SE2, SE3 and S4 are, in €/MWh,
4.28, 1.88, 8.21, 8.19 respectively. The electricity is mainly generated from wind and
hydropower (around 42% each), followed by nuclear (14%), solar (2%) and then bio-
energy (0.3%). The main changes in the power mix are the huge increase in wind power
generation, the decrease in nuclear power generation, and particularly, the Swedish power
mix is solely made up of RES as can be seen in Figure 5.1.

The hydrogen supply chain design that leads to a lower overall cost is the decen-
tralised design, with a cost of 1.48 and 1.68 €/kgH2

concerning scenarios without and
with seasonal variation respectively. It is cheapest by a margin of 0.52 and 0.61 €/kgH2

to the centralised design in gaseous state, in what concerns the scenario without and
with seasonal variation, respectively. It is important to highlight that for the centralised
design the achieved solution was just below 15% of the optimal solution, whereas for
the decentralised design the solution was quite close to the optimal solution. Therefore,
taking that into account, the difference between the optimal solutions is 0.30 and 0.36
€/kgH2

, concerning scenarios without and with seasonal variation, respectively.

The scenario with seasonal variation leads to higher costs in the supply chain as
more hydrogen fuel stations were deployed to meet days with higher hydrogen demand.
This led to higher production capital costs (PCC) and fuel station capital costs (SCC)
regarding every design, transportation capital costs (TCC) in the case of the centralised
design, and conversion capital costs (CCC) in the case of the centralised design in liquid
state.

It was also concluded that the centralised model is less sensitive to a scenario where
the electricity prices in zones SE3 and SE4 are considerably higher than in zone SE2.
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The decentralised scenario is more sensitive since most of the HRSs are located in SE4
and, particularly, SE3, thus the electrolysers as well. In addition, Increasing the hydrogen
demand leads to a slightly lower supply chain overall cost concerning the decentralised
design.

It can be concluded that hydrogen demand does have a significant impact on elec-
tricity prices. Furthermore, concerning the centralised model, the impact on the prices
is mainly on zones SE2, SE3 and SE4, whereas, for the decentralised model the impact
is mainly in zones SE3 and SE4, which makes sense since there is where most of the
electrolysers are located. Moreover, the impact on the electricity prices from increasing
the hydrogen demand is substantially more significant in the centralised model, which can
be explained as the optimisation didn’t achieve the optimal solution by 15% and thus
resulted in unnecessary loads. As mentioned, in the centralised design, the hydrogen
production was mainly focused on zone SE2, which is the one with the lowest electricity
prices, and transported to the HRSs in the other zones. Besides, in the decentralised
design, the electrolysers are located in the same site as the HRSs, and since the vast
majority are located in SE3 and SE4 that is where the highest electricity occurred.

Concerning future work, the electricity system model should be broadened in order to
reduce the current limitations and to allow studying the synergies between the hydrogen
supply chain designs and the electricity system in more detail. The hydrogen supply
chain could include storage, which could lead to reductions in the overall supply chain
and in electricity redispacth costs (if comprehended in the electricity system model).
For instance, including storage could allow demand flexibility solutions to be explored.
Moreover, this study’s approach provides great geographical granularity at the expense of
considering Sweden as a closed system with no power or hydrogen exchanges with foreign
entities. In other words, it does not comprehend the imports and exports of electricity
or hydrogen. Geographic extension to a European scope could be interesting to model,
however, it would need significant extra modelling effort.
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