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Abstract  
 

Carbon dioxide (CO2) emissions from the energy production industry and the 
transportation sector globally negatively affect the environment. A prominent example is the 
interconnection of carbon with the greenhouse effect. Countries have agreed to mitigate their 
emissions and try to fulfill the target of 1.5 oC average temperature increase by 2030, but in 
order to do so the global emissions of CO2 from fossil fuels and industrial processes will still 
lead up to the astonishing amount of 40 Gtons of CO2 each year until 2100.  

It is apparent that processes that try to take advantage of the emitted CO2 creating valuable 
products with negative emissions are highly desired. One of these is mineral carbonation, where 
CO2 and minerals dissolve in an alkaline solution and form stable products. Many factors affect 
the rate at which mineral carbonation happens. The effect of the particle size of the mineral in 
the process will be investigated, along the CO2 dissolution rate through the overall gas-liquid 
mass transfer coefficient (kLa), in order to get a better understanding of the process. 

Experiments were conducted with a batch reactor provided by Paebbl AB and a 
mathematical model was developed in Matlab. The experimental and numerical results, in 
regards to the particle size, were then compared for the cases of three resistances. This model 
can be developed further for use in a continuous mineralization process. The results revealed 
that increasing the particle size of olivine leads to a significant increase in the time required for 
total conversion, irrespective of the resistance type. The modelled resistances were found to 
inadequately describe the process, suggesting a simultaneous and uniform effect of all three 
resistances on olivine mineralization, in addition to the effect of other possible limitations such 
as impurities and by-products. Mineralization experiments with 20μm particles and a duration 
of 1 hour led to 34.4% conversion, whereas experiments with 10μm particles and a duration of 
2 hours resulted in 46.7% conversion. Finally, the initial investigation of the mass transfer 
limitations in a system of CO2 and water led to an average kLa coefficient of 191 h-1, suggesting 
that the CO2 dissolution rate is not the limiting factor. However, the impact of lower stirring 
rates remains unexplored due to the absence of appropriate instrumentation and the behaviour 
of the (CO2 + olivine) system should also be studied. Future research should aim to address 
these limitations. 
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Sammanfattning 
 

Koldioxidutsläpp (CO2) från energiproduktionsindustrin och transportsektorn globalt 
påverkar miljön negativt. Länder har enats om att minska utsläppen för att nå målet om en 
genomsnittlig temperaturökning på 1,5 °C till 2030. Trots detta förväntas de globala utsläppen 
av CO2 från fossila bränslen och industriella processer vara cirka 40 Gton per år fram till 2100. 

För att dra nytta av CO2-utsläppen och skapa värdefulla produkter med negativa utsläpp är 
mineralkarbonatisering en önskvärd process. Denna process innebär att CO2 och mineraler 
löses upp i en alkalisk lösning och bildar stabila produkter. Faktorer som partikelstorlek hos 
mineralerna och CO2-lösningshastigheten påverkar mineralkarbonatiseringens hastighet. 

Experiment utfördes med en batchreaktor från Paebbl AB och en matematisk modell 
utvecklades i Matlab. Resultaten jämfördes för olika partikelstorlekar i tre motståndsfall. Större 
partikelstorlek hos olivin visade sig öka tiden för total konvertering, oavsett motståndstyp. De 
modellerade motstånden beskrev inte tillräckligt processen och indikerade att alla tre motstånd 
har en samtidig och enhetlig effekt på olivinmineralisering, utöver eventuella begränsningar 
som föroreningar och biprodukter. Mineraliseringsexperiment med 20 μm partiklar under en 
timme gav 34,4% omvandling, medan 10 μm partiklar under två timmar gav 46,7% 
omvandling. En inledande undersökning av massöverföringsbegränsningar visade att CO2-
lösningshastigheten inte är den begränsande faktorn, utan lägre omrörningshastigheter och 
beteendet hos (CO2 + olivin)-systemet behöver ytterligare studeras. Framtida forskning bör 
fokusera på att lösa dessa begränsningar. 
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1. Introduction 
 

Greenhouse gases such as carbon dioxide (CO2) are responsible for global warming. 
Normally, part of the light from the sun (radiant energy) is absorbed by the Earth’s surface and 
the rest is reflected. When carbon dioxide is released into the atmosphere though, some of the 
reflected energy is absorbed by CO2 molecules or other particles and this results in entrapment 
of heat, thus increasing the temperature [1]. Of course, global warming is just the tip of the 
iceberg and triggers a chain reaction of many negative effects such as the melting of ice glaciers, 
sea level rise and endangerment of natural ecosystems and human society [2]. 

 

1.1 Background  

Global warming is not something new. The effect of CO2 on global temperature has been 
studied extensively for centuries and some insight on the matter is provided in Figure 1 below. 

 
Figure 1. Correlation between increase of global temperature and atmospheric levels of CO2 [1] 

The 20th century has been marked by anthropogenic activities that led to an increase of 
greenhouse gas emissions into the atmosphere. These were mainly the exploitation of fossil 
fuels [3]. Unfortunately, the trend does not seem to stop with new record-breaking levels of 
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CO2 being recorded in the atmosphere every year. It is only in the past few years that actions 
have started being implemented on a universal scale to combat climate change. The most 
prominent examples are the Paris Agreement and the European Green Deal that were signed in 
2016 and 2019 respectively [4, 5]. By taking a closer look on these treaties though, it becomes 
apparent that the measures stated in these only aim to reduce CO2 emissions by at least 55% by 
2030 and reach net-zero carbon emissions by 2050. Until then, emissions of greenhouse gases 
will still occur, thus increasing the global temperature even further. Nonetheless, when 
exploring the scenarios presented in the Paris Agreement, there is an excess of 40 Gtons of CO2 
that will be emitted in the following decades from industries and burning of fossil fuels, even 
when trying to fulfil the target of 1.5 oC average temperature increase by 2030 [4]. 

Scientists have issued warnings that, if the levels of CO2 keep increasing, it could lead to 
irreversible climate change [3]. This dire situation and need for change sparked profound 
interest in the science society to find new ways to mitigate the negative effects of climate change 
with methods producing negative emission materials being highly desired. Research led to the 
development of novel methods that can be categorized in two fields. These are Carbon Capture 
and Storage (CCS) and Carbon Capture Utilization (CCU). Figure 2 provides an overall scheme 
of carbon capture and the respective main methods involved in each case. 

 
Figure 2. Main methods in the fields of CCS and CCU [6]. 
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In the field of Carbon Capture and Storage (CCS) a stream of carbon dioxide that usually 
derives from industrial sources is treated and transported to a location for long-term storage. 
This technology is considered crucial for reducing greenhouse gas emissions and combating 
climate change, while taking cost-effectiveness into account [7, 8]. It must be noted that Figure 
2 provides a brief overview of carbon capture methods and storage options and that there are 
many other available. Two examples would be the storage of CO2 by enhanced gas recovery 
(EGR) and storage in depleted gas and oil fields [8]. In the case of EGR, CO2 is injected in 
underground reservoirs of crude oil that could not be otherwise extracted, thus displacing it. 
The gas injection of CO2 basically increases the ability of oil to flow [9]. Of course, this crude 
oil can then be used for fuel production that will release new CO2 emissions into the 
atmosphere. Unfortunately, most of the available methods of carbon storage such as ocean 
storage have not reached commercial stage yet and are only being implemented on a smaller 
scale due to lower technology readiness level (TRL) [8]. On the other hand, the carbon capture 
methods that have reached commercial stage are geological storage, saline formations and CO2-
enhanced oil recovery (EOR), but they will not be discussed further as it is beyond the scope of 
this thesis. 

Nonetheless, the success of a CCS project is always interconnected with the availability of 
safe geological storage. It is possible that the stored CO2 could seep into various pathways such 
as wells, geological faults or fractures. This could result in the movement of CO2 into shallow 
geological formations or even into the atmosphere. The potential of contaminating underground 
water, soil, rivers and air would be high and such a contamination could very well cause harm 
to the ecosystem and pose a risk to human health as well [8, 10].  

It becomes apparent that CCS – although beneficial – provides a short-term solution to the 
problem of greenhouse gas emissions, since there is no permanent CO2 removal taking place. 
Additionally, the implementation of CCS technologies – but also that of CCU – is currently 
accompanied by high energy requirements and initial investment cost (CAPEX, OPEX) [11].  

The second innovative field, Carbon Capture Utilization (CCU) is fairly new compared to 
CCS, is growing rapidly and can be a long-term solution to the problem. It consists of processes 
designed to capture carbon dioxide (CO2) emissions that are generated from industrial processes 
and reuse them in various applications such as fertilizer or ammonia production. [6]. Captured 
CO2 comes from industrial activities such as fossil-fuelled power plants and refineries before it 
is released in the atmosphere and is mainly used as a raw material for chemicals and fuels 
production, thus reducing the levels of CO2 in the atmosphere. It is apparent that CCS and CCU 
are not synonymous, since CCU does not intend to permanently store carbon dioxide 
underground [12]. The concept of CCU, similarly to CCS, is relatively premature, because 
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although the stages of CO2 capture, transportation, utilization and storage are known, 
combining these components together successfully is complicated and they have never been 
united as a system previously [13]. This might scare off potential investors or parties involved, 
but it is balanced out by the fact that CCU has the potential to create economic opportunities 
by providing new revenue streams from value-added end products for industries that produce 
carbon emissions and most importantly, mitigate the negative effects of climate change bringing 
the globe closer to a sustainable future.  

Two characteristic examples of CCU applications are the transformation of captured CO2 
into alcohols, such as methanol, that can be used as a biofuel or its transformation in commercial 
products such as plastics or reactants for various chemical processes [12]. Even on this case 
though, CO2 emissions will re-enter the atmosphere at some point. Another option is biological 
fixation, where algae and plants are utilized to absorb CO2 and convert it to biomass [14, 15]. 

Mineralization is the final process included in the CCU field and perhaps the most 
promising one. More specifically, carbon mineralization can be described as the process by 
which carbon dioxide is converted into solid inorganic carbonates (minerals) [16]. 
Mineralization is one of the few processes in CCU where an exothermic reaction takes place 
and therefore does not require a large input of energy [17]. It must be noted that CO2 
mineralization is a process that occurs naturally, although slowly. Presence of CO2 in water or 
moist air causes hydrolysis and leads to sequestration of about 30 Gt of CO2 from the 
atmosphere each century into rocks, thus changing their molecular structure (chemical 
weathering) [18]. 

In general, resources containing Calcium (Ca2+) or Magnesium (Mg2+) are needed for 
mineralization leading to calcium and magnesium carbonates respectively [16]. Magnesium 
oxide-based silicates though are abundant in nature and as a result they are favoured for the 
mineralization process. More specifically, two subgroups of magnesium silicates are preferred 
due to the large amounts available. These are olivine (Mg,Fe)SiO4 and serpentine 
(Mg3Si2O5(OH)4) [19]. The produced minerals are practically stable and the thermodynamic 
mechanism will be discussed later on. This means that the captured CO2 cannot escape back 
into the atmosphere. 

Since the process is thermodynamically downhill, CO2 sequestration is attractive to be 
industrialized and utilized for production of enhanced products or replacement of existing ones. 
The use of CO2 in industrial processes though is limited, but not something entirely new. It first 
started being used in the 18th century for carbonating beverages, for accelerating the hardening 
of cementitious materials (19th century) and more recently for producing pharmaceuticals and 
constructing materials [18]. Based on literature data, the second most produced product 
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globally, after clean water, is concrete. For each tonne of cement used in it, approximately 880 
kg of CO2 are emitted into the atmosphere. As a result, cement production is responsible for 
5% of global CO2 emissions [8]. 

For cement production, the main material is usually limestone (CaCO3), which causes high 
CO2 emissions when it reacts, but can be produced by mineral carbonation. Concrete is 
produced by mixing water, cement and aggregates such as sand. If CO2 is added to the mixture, 
then the cement reacts with it, resulting in mineralization and permanent storage inside the 
concrete. Essentially in this case, concrete can be seen as a liquid rock that transforms CO2 into 
stone [20]. Thus, through mineralization by using CO2 as a feedstock, carbonated concrete can 
be produced, which can subsequently replace traditional concrete in construction projects. This 
process not only reduces carbon emissions, but also produces a more sustainable building 
material with negative carbon footprint. 

It is apparent that there are plenty of commercial opportunities for mineralization that can 
even involve mineralization of wastes to remove them from landfill and convert them into 
products with added value. Changes in commercial environments and regulations are bound to 
happen though and must be followed by life-cycle assessments (LCA) to confirm that the 
process is viable. Other challenges that CCU faces in general, include the high cost of 
technology and the need for further research and development. The technology is still in its 
early stages and requires significant investment to become commercially viable. Additionally, 
the availability of carbon capture technologies and the accessibility of CO2 sources vary 
significantly by region, making it difficult to implement CCU on a large scale [18]. 

With that being said, carbon capture and utilization (CCU) remains still a promising 
technology that has great potential to reduce carbon emissions, while generating economic 
benefits. By converting CO2 emissions into useful products, CCU offers a more sustainable 
solution to climate change, unlike traditional carbon capture and storage (CCS). Nevertheless, 
additional research and development are required in order to make CCU more cost-effective 
and scalable. As the globe continues to face the challenges of climate change, CCU, and more 
importantly CO2 mineralisation, represent an important step towards the creation of a more 
sustainable future. 

 

. 
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1.2 Aim and Objectives 

The aim of this study is to investigate the process of mineral carbonation of olivine with 
CO2 in a batch reactor (BR) both experimentally and within a simulation environment that is 
solved numerically, by introducing an appropriate reaction model where the degree of 
conversion is calculated. The derived results will be compared between different particle sizes 
and suggestions for optimisation will be provided. Reaction limitations, such as mass transfer 
and diffusion, which depend on parameters such as pressure and temperature, are also of 
interest. 

The main objective of the project is that an analysis of the results, in addition to a written 
master thesis, is carried out, reported together with the state-of-the-art and with the student 
showing mastery of knowledge on the topic. 

The three main research questions being investigated and answered are: 

How does the particle size affect the conversion of olivine during the process carbonation of 
olivine with CO2 in a batch reactor in a simulation environment? 

Are numerical and experimental results in regards to olivine conversion comparable? If not, 
why? 

How does the CO2 dissolution rate vary under different conditions? Is it fast enough? 

 

1.3 Delimitations 

The delimitations of this study are as follows: 

• The project focuses on CO2 mineralization with olivine as the raw material. Analysis 
and experiments using other raw materials is omitted.  

• The process of CO2 mineralization has not been investigated thoroughly yet and the 
effect of many parameters remains unknown. Furthermore, the thesis has been 
conducted in collaboration with Paebbl AB and contains background literature that is 
confidential and cannot be fully shared, thus limiting the scope of the project. 

• No energy survey for the process has been performed due to limited data available.  
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1.4 Assumptions 

This paragraph focuses on the main assumptions that were necessary during this project 
and presents short descriptions for each one in the form of a Table below. 

 
Table 1. Required assumptions for this project 

Assumption Description 

Raw material is pure olivine 
Without impurities there are no spatial 
or temporal variations in density and 

reaction rate 
Spherical particles of olivine of constant 

size 
The Shrinking Core Model (SCM) can 

be applied 
Reaction occurs across a sharp front 

between raw material and product and 
not along a diffuse front 

SCM can be applied 

Raw material is little porous 
SCM becomes more applicable 
compared to other models, e.g. 

Continuous Reaction Model 
No temperature gradients within the 

particles 
Reaction rate is uniform around the 

particle and SCM can be applied 

Reaction occurs at operating 
temperature 

Minimal conversion that can happen 
during the heat-up of the reactor can be 

omitted 
Concentration of CO2 at the gas side of 
the gas-liquid interface is equal to bulk 

concentration of CO2 in solution 

Eliminates transfer resistance within 
gas-liquid interface 
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2. Technical Background 
 

In this chapter, a more detailed depiction of the mineral carbonation process is presented. 
Mineralization is dependent on many parameters, some of which are beyond the scope of this 
project. The focus will remain on some key factors that play a role in the process. Mineral and 
CO2 dissolution are discussed, followed by a presentation of parameters that can increase the 
rate of the process. Additionally, a section explaining the chemical reaction is included in this 
chapter and the reaction models that were implemented in this project follow. For a more 
detailed description of these, please refer to Appendix A. Finally, the simulation software that 
was used during this project is explained. 

 

2.1  Minerals 

The term “mineral” is used for every naturally occurring solid compound that has 
distinctive chemical and physical properties, crystal structure and chemical composition [21]. 
During mineral carbonation, CO2 is fixated by using a suitable feedstock, such as alkaline and 
alkaline-earth oxides. Such oxides are calcium oxide (CaO) and magnesium oxide (MgO). 
These oxides are present as naturally occurring silicate rocks. A type of silicate rock that 
contains calcium oxide is wollastonite, whereas a silicate rock that contains magnesium oxide 
is olivine or serpentine [22]. It is thus apparent that even alkaline waste materials are suitable 
for mineralization, one of the being cement kiln waste [23]. This project focused on the mineral 
carbonation of CO2 with olivine. 

 

2.1.1 Olivine 
Olivine ((Fe,Mg)2SiO4)  is a silicate that usually appears with an unusual green colour of 

the magnesium-iron olivine series [24]. It has great potential for use in mineral carbonation 
since it is abundant in nature and has a widespread distribution in various geographical 
locations. Olivine is environmentally friendly and poses no threat to human health, but it reacts 
less rapidly compared to other minerals such as wollastonite. To put into perspective the 
abundancy of olivine, fixation of CO2 from all coal plants globally could be achieved by olivine 
and olivine reservoir tanks would still be available for exploitation [25, 26]. 
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2.2  Dissolution of Olivine and Effect of Parameters 

Before olivine can be used in the process of CO2 sequestration it must be dissolved in a 
solution. This is because under ambient conditions, mineral carbonation takes place extremely 
slow [27]. Due to this reason the reaction has to be sped up, if the carbon sequestration process 
is to become environmentally and economically viable. When it comes to mineral dissolution, 
there are many factors that come into play in regards to rate improvement of the process. Among 
the most important ones are temperature, pH, ions presence and, in the case of olivine, the 
amorphous silica layer that impedes the rate of mineral dissolution and reaction [28]. The 
amorphous silica layer, although presenting unique interest, is beyond the scope of this project 
and not investigated due to time constraints. 

 

2.2.1 Mechanism of Mineral Dissolution 

Magnesium is the main alkaline metal contained in olivine and it can be leached by proton 
activity. This means that magnesium undergoes a chemical reaction due to interaction of 
protons. This can be visualized by the following reaction [29]: 

𝑀𝑀𝑀𝑀2𝑆𝑆𝑆𝑆𝑂𝑂4 + 4𝐻𝐻+ → 2𝑀𝑀𝑀𝑀2+ + 𝑆𝑆𝑆𝑆𝑂𝑂2 + 𝐻𝐻2𝑂𝑂   (2.1) 

According to the literature [30], the leaching process of magnesium cations (Mg2+) from 
olivine that is not yet converted, exactly like in the case of wollastonite mineral (Ca2+), can be 
separated into three stages. The first step involves the diffusion of protons (H+) through the 
silica layer on the particle surface towards the unconverted olivine core. The diffusion of 
protons affects the pH of the solution, which is a measurement determining how acidic or basic 
a solution is [31]. The second step is characterized by the release of magnesium from the olivine 
structure matrix, which leaves solid silica as a by-product. The third and final step consists of 
the diffusion of magnesium cations, where H2O is a by-product, through the silica layer, moving 
towards the solid/liquid interface. The magnesium cations can thereby react with carbonates at 
this solid-liquid interface or in the bulk solution leading to the formation of magnesite [32]. 

 

2.2.2 Effect of Temperature 

The dissolution rate of olivine increases as temperature is increased [32]. Nonetheless, the 
effect of temperature is two-fold. Based on the Van’t Hoff equation of the Henry constant for 
carbon dioxide, which will be explained in detail later on, the temperature cannot be increased 
indefinitely to boost the mineral dissolution. The reason for this is that the solubility of carbon 
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dioxide decreases at higher temperatures. It is obvious that these two phenomena are acting in 
opposition to each other and as a result, there is an optimum temperature of operation, which is 
different for each kind of mineral. In the case of olivine, the optimal temperature for the 
carbonation process is 175 oC [25]. With that being said, pressure can also be adjusted to boost 
the rate, since increasing CO2 pressure leads to higher solubility of CO2, although temperature 
is a more important parameter. 

 

2.2.3 Effect of pH 

By taking a look at the leaching reaction of the main component of olivine (Eq. 2.1), it 
becomes apparent that if the solution becomes more acidic, this corresponds to an increase of 
proton concentration and these extra protons lead to a higher removal of Mg2+ ions from the 
structure of olivine. This is also backed up by the Le Chatelier principle [33]. One way to 
decrease the pH of the solution is by increasing CO2 pressure. This will become clearer in the 
following sections, where the mechanism of carbon dioxide dissolution will be explained. 

  

2.2.4 Effect of Ions 

It was mentioned before that the mineral dissolution rate can be increased by lowering the 
pH (more acidic). At some point though, the pH is so low that even the formed carbonate is 
dissolved. This value of pH varies depending on the kind of carbonate [33]. Literature studies 
have shown that there is a specific range of pH values that favour carbonation, which can be 
achieved by adding a buffer agent, NaHCO3, which keeps the solution pH within that range. 
Essentially, NaHCO3 acts as a catalyst [34]. 

 

2.3  Dissolution of Carbon Dioxide and Effect of Parameters 

2.3.1 Mechanism of Carbon Dioxide Dissolution 

In order for carbon dioxide to react with forsterite (Mg2SiO4) it must dissolve in water. To 
do so, carbon dioxide has to be transferred from the bulk of the gas to the gas-liquid interface 
and diffuse through the liquid film into the bulk of the liquid. For faster and more efficient 
dissolution, the area in the gas-liquid interface (interfacial area, a) has to be increased. Smaller 
bubbles of carbon dioxide correspond to more surface area per unit volume and as a result, the 
interfacial area for mass transfer is increased. The concentration of dissolved carbon dioxide is 
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correlated with its partial pressure above the solution by Henry’s Law and Henry’s constant, 
kH, which is temperature-dependent [35]. 

It is important to mention that the interfacial area is part of a term called overall mass 
transfer coefficient (kLa), which determines the rate at which a gas transfers between the gas 
and the liquid phase [36]. The mineral carbonation reaction might not be reaction controlled – 
at least under specific conditions – but mass transfer limited by the kLa. This represents one of 
the key questions of the dissertation that will be investigated and will be explained thoroughly 
throughout the following chapters.  

 

2.3.2 Effect of Temperature 

The temperature dependence of Henry’s Law constant can be expressed as a form of the 
Van’t Hoff equation as [37]: 

𝑘𝑘𝐻𝐻(𝑇𝑇) = 𝑘𝑘𝐻𝐻,298𝐾𝐾 ∗ 𝑒𝑒𝑒𝑒𝑒𝑒 �−𝐶𝐶 ∗ �
1
𝑇𝑇
−

1
298

��   (2.2) 

Where: 

𝑘𝑘𝐻𝐻(𝑇𝑇) = Henry’s constant at a specific temperature T in Kelvin, [Pa*m3/mol] 

𝑘𝑘𝐻𝐻,298𝐾𝐾 = Henry’s constant at 298 K (25 oC), [Pa*m3/mol] 

𝐶𝐶 = constant which is specific for each gas, [K] 

 

Henry’s Law states that the amount of a dissolved gas, in this case CO2, in a liquid is 
directly proportional to its partial pressure and is given by the following equation [38]: 

𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠,𝐶𝐶𝐶𝐶2 = 𝑘𝑘𝐻𝐻,𝐶𝐶𝐶𝐶2 ∗ 𝑃𝑃𝐶𝐶𝐶𝐶2,𝑔𝑔   (2.3) 

With these two Equations, and values for the CO2 constants [35], the solubility of carbon 
dioxide in water can be calculated for a wide range of temperatures and pressures. 
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2.3.3 Effect of pH 

In order to better understand the influence of pH on the dissolution of carbon dioxide, the 
reaction pathway of CO2 has to be explained. 

𝐶𝐶𝑂𝑂2 + 𝐻𝐻2𝑂𝑂 ↔ 𝐻𝐻2𝐶𝐶𝑂𝑂3   (2.4)  

𝐻𝐻2𝐶𝐶𝑂𝑂3 ↔ 𝐻𝐻+ +  𝐻𝐻𝐶𝐶𝑂𝑂3− (↔ 2𝐻𝐻+ +  𝐶𝐶𝑂𝑂32−)  (2.5) 

𝐻𝐻𝐶𝐶𝑂𝑂3− ↔ 𝐻𝐻+ +  𝐶𝐶𝑂𝑂32−   (2.6) 

At first, carbon dioxide reacts with water and forms carbonic acid. Afterwards, carbonic 
acid dissociates twice. From this reaction path it becomes evident that there is an equilibrium 
between carbonic acid and protons. The lower the pH of the solution, the more protons that are 
present, which then drive the reaction towards the undissociated side. Consequently, this 
impedes carbonation, since less carbonic ions are readily available. Nonetheless, the pH is 
mainly affected by the dissolution of carbon dioxide, when high pressure is applied. Increasing 
the partial pressure of CO2 though, can have adverse effects for carbonation. By increasing the 
partial pressure of CO2 pressure, more bicarbonate will dissolve, thus lowering the pH. At some 
pH the carbonate starts to dissolve and the reaction is shifted backwards. Similar to temperature, 
an optimum pressure can also be determined for the mineralization process. 

 

2.4  Chemical Reaction of Carbonation 

2.4.1 Mechanism 

In the case of mineralization, the overall reaction pathway can be written thoroughly as: 

𝐶𝐶𝑂𝑂2 + 𝐻𝐻2𝑂𝑂 ↔ 𝐻𝐻2𝐶𝐶𝑂𝑂3   (2.4)  

𝐻𝐻2𝐶𝐶𝑂𝑂3 ↔ 𝐻𝐻+ +  𝐻𝐻𝐶𝐶𝑂𝑂3− (↔ 2𝐻𝐻+ +  𝐶𝐶𝑂𝑂32−)  (2.5) 

𝐻𝐻𝐶𝐶𝑂𝑂3− ↔ 𝐻𝐻+ +  𝐶𝐶𝑂𝑂32−   (2.6) 

1
2

 𝑀𝑀𝑀𝑀2𝑆𝑆𝑆𝑆𝑂𝑂4 + 2𝐻𝐻+ ↔ 𝑀𝑀𝑀𝑀2+ + 𝐻𝐻2𝑂𝑂 +  
1
2

 𝑆𝑆𝑆𝑆𝑂𝑂2   (2.7) 

𝑀𝑀𝑀𝑀2+ + 𝐶𝐶𝑂𝑂32− ↔ 𝑀𝑀𝑀𝑀𝐶𝐶𝑂𝑂3   (2.8) 

As discussed before, the CO2 dissolution rate is affected by pH. Protons take part in the 
first four steps of the reaction path and different amount of each carbon species exists for every 
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pH value. For example, for pH values lower than 4, carbonic acid is almost exclusively present, 
whereas at pH=8 and pH>12 there is a maximum of HCO3

– and CO3
2– ions, respectively [39].  

Many models exist to solve complex problems. For this case, an applicable model would 
be the Shrinking Core Model (SCM). Of course, the carbonation rate might be reaction rate 
limited or mass transfer limited and these cases will be investigated in the following chapters. 

 

2.4.2 Thermodynamics 

Figure 3 shows the possibilities of carbon utilization accompanied by the associated energy 
state. 

 

Figure 3. Conventional CCS energy requirements and energy state for carbonation                               
[Courtesy of Pol Knops, Green Chemicals] 

The olivine mineralization reaction can be expressed per 1 mol of CO2 as [40]: 

𝐶𝐶𝑂𝑂2 + 1
2

 𝑀𝑀𝑀𝑀2𝑆𝑆𝑆𝑆𝑂𝑂4 → 𝑀𝑀𝑀𝑀𝐶𝐶𝑂𝑂3 +  1
2

 𝑆𝑆𝑆𝑆𝑂𝑂2, 𝛥𝛥𝐻𝐻 = − 88 𝑘𝑘𝑘𝑘
𝑚𝑚𝑠𝑠𝑠𝑠

    (2.9)  

The reason that the conversion of carbon dioxide to a carbonate such as olivine is 
exothermal (indicated by the sign “-” in Reaction above) is because the carbonate form has the 
lowest level of energy that a carbon compound can achieve. This is verified also by Figure 3. 
As a result, the formation of carbonates is thermodynamically favoured and they tend to be 

Chemical reaction
Coal

Gaseous CO2

Solid Carbonate

ΔH = 11,1 MJ/kg CO2
80%

ΔH = 2,7 MJ/kg CO2
20%

“The ground energy state of carbon
is a mineral carbonate”

Olivine :
Mg2SiO4 + 4CO2 + 2H2O => 2Mg2+ + 4HCO3

- + SiO 2

Mg2SiO4 + 2CO2 => 2MgCO 3 + SiO2

[∆H = -239.2 kJ/mol]
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chemically stable and rather benign from an environmental point of view [41]. This is an 
important requirement for tackling the problem of the ever-increasing CO2 emissions. 

 

2.4.3 Overall Reaction Rate 

From the analysis presented above, it is obvious that mineralization is a process that is 
affected by many parameters, some of which have an antagonizing effect, such as the pH. 
Although research has shown that the mineral dissolution reaction time can be reduced by using 
low pH [42], on the other hand, carbonate precipitation is boosted by higher pH values. 
Nonetheless, experiments have shown that both steps can be combined into one single step 
process [26]. The temperature and additives in the solution must be closely monitored, since 
carbon dioxide dissolution is also of great importance.  

 

2.5 Reaction model 

The Shrinking Core Model (SCM) is a useful tool to explain situations where solid particles 
are gradually being consumed, either due to dissolution or reaction. Consequently, there is a 
reduction in the amount of material, thus resulting in a "shrinking" effect [43]. It must be taken 
into account that the model’s theory – as with the second model that will be explained in the 
next paragraph – was originally developed concerning the gas phase. Nonetheless, it can still 
be applied in the case of liquids although with different coefficients.  

In the Shrinking Core Model in liquids, diffusion through the liquid is usually slower. 
Carbon dioxide is transferred from the gas phase into the liquid and it diffuses from the bulk 
liquid to the film around the liquid and it finally reaches and diffuses through the external silica 
layer of the particle, which is porous, towards the unreacted core where the chemical reaction 
occurs. The core is shrinking and the reaction comes to an end when the whole particle is 
converted. As the chemical reaction takes place, the products (carbonate and silica) precipitate 
around the unreacted core or diffuse through the product layer and silica and precipitate on the 
external surface of the particle. In each case for the SCM, it is assumed that the particle size is 
constant and the concentration of CO2 in the bulk liquid is at equilibrium and equal to the gas 
concentration at the gas – liquid interface. 

During mineral carbonation, where CO2 is the gaseous reactant, the reaction is of the 
following type 𝑎𝑎𝑎𝑎(𝑀𝑀) + 𝑏𝑏𝑏𝑏(𝑠𝑠) → 𝑠𝑠𝑠𝑠𝑠𝑠𝑆𝑆𝑠𝑠 𝑒𝑒𝑝𝑝𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝. In more detail, the SCM consists of five 
steps [43]: 
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• The first one is the diffusion of the gaseous reactant A through the liquid film, that is 
surrounding the particle, to the surface of the solid particle.  

• The second one is the penetration and diffusion of reactant A through the area of product 
to the surface of the unreacted core.  

• The third step consists of the reaction of A with the solid (unreacted core).  
• The fourth step is the diffusion of gaseous products through the product layer back to 

the outer surface of the solid.  
• The fifth and final step consists of the diffusion of the gaseous products through the 

liquid film.  
 

This mechanism can be visualized in Figure 4 (shown for the case of a gas phase).  

 
Figure 4. Shrinking core model for spherical particle and concentration profile of reactant [43] 

It must be noted that the reaction can be limited by gas diffusion through the liquid film 
layer, by the reaction rate or by diffusion through the product layer. For each one of these cases 
the concentration profile in Figure 4 changes accordingly. This model has been used extensively 
in the literature and as an example, the equations used for the case of product layer diffusion 
resistance are presented below. All equations for each case are contained in the Matlab code. 

Considering that the olivine reaction is irreversible with no gaseous products (Eq. 2.9), the 
last two steps that were presented for the mechanism of the shrinking core model can be 
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discredited as rate-determining. The assumption has been made that the particles are spherical 
(Table 1). One of the cases that will be modelled with the help of the simulating software is the 
shrinking core model with product layer diffusion control. Governing Equations for all cases 
were added in the simulation workspace. For the aforementioned case for example, based on 
the literature, two Equations are presented [43]: 

𝜏𝜏 =
𝜌𝜌𝐵𝐵 ∗ 𝑅𝑅𝑝𝑝2

6 ∗ 𝑏𝑏 ∗ 𝐶𝐶𝐴𝐴𝑔𝑔 ∗ 𝐷𝐷
  (2.10) 

𝑝𝑝
𝜏𝜏

= 1 − 3 ∗ �
𝑅𝑅
𝑅𝑅𝑝𝑝
�
2

+ 2 ∗ �
𝑅𝑅
𝑅𝑅𝑝𝑝
�
3

= 1 − 3 ∗ (1 − 𝑋𝑋𝐵𝐵)
2
3 + 2 ∗ (1 − 𝑋𝑋𝐵𝐵)   (2.11) 

Where: 

𝜏𝜏 = time for complete disappearance of particle, [sec] 

𝜌𝜌𝐵𝐵 = density of olivine, [kg/m3] 

𝑅𝑅𝑝𝑝 = initial radius of the particle, [m] 

𝑏𝑏 = constant for the reaction (in this case b = 1), [ – ] 

𝐶𝐶𝐴𝐴𝑔𝑔 = concentration of reactant A on surface of product layer (= bulk concentration of A in 
solution), [mol/m3] 

𝐷𝐷 = effective diffusivity coefficient (through product layer) of CO2, [m2/sec] 

𝑅𝑅 = radius of the unreacted core, [m] 

𝑋𝑋𝐵𝐵 = conversion of reactant B (in this case B = olivine), [ – ] 

 

With the help of Equations 2.10 & 2.11, the conversion of olivine over time can be found 
when diffusion through the product layer is the rate-limiting step. With this relation known, the 
segregated model could be applied in future developments of the project in order to derive 
results for the case of a continuous stirred tank reactor (CSTR), which is useful when scaling 
up from a batch reactor (BR). A description of the segregated model and a mass balance will 
be presented in Chapter 2.7. It must be noted that in these cases, olivine is considered without 
impurities. 
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2.6 Residence Time Distribution (RTD) 

The Residence Time Distribution can be defined as the probability distribution of the time 
that a molecule or group of molecules spend in the reactor. The particles entering a CSTR 
reactor for example, do not stay inside the reactor for the same duration. Part of them stay for 
a shorter duration than others. Molecules close to the wall move slower, because of friction and 
diffusion in the liquid that causes them to move backwards or forward.  

RTD is of great importance when designing a process and during operation. The reason for 
this is because when the RTD function is well-defined, the process can be optimized. Different 
RTD functions have been developed for each case of reactor such as CSTR and Plug Flow 
Reactors (PFRs). One of the ways that the RTD function can be determined is by measuring the 
system response for a short tracer pulse and the tracer concentration at the exit (for a closed 
system) [43, 44, 45]. 

The RTD function has been investigated extensively and for the case of a CSTR, the following 
Equations are of importance. The mean residence time is given by: 

𝜏𝜏̅ =
𝑉𝑉
𝐹𝐹

 [𝑠𝑠𝑒𝑒𝑝𝑝]   (2.13) 

Where: 

𝑉𝑉 = volume of the reactor, [m3] 

𝐹𝐹 = volumetric flow rate, [m3/s] 

 

In the case of a perfectly mixed CSTR, the RTD function is given by [44]: 

𝐸𝐸(𝑝𝑝) =
1
𝜏𝜏̅
∗ 𝑒𝑒−

𝑡𝑡
𝜏𝜏�    (2.14) 

Where 𝐸𝐸(𝑝𝑝) corresponds to the residence time distribution function (RTD), [s-1]. 
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2.7 Complete Segregation Model and Mass Balance for CSTR 

As mentioned in Chapter 2.5.1, when considering the case of a CSTR, “perfect mixing” is 
not a good option and thus, a non-ideal approach is adopted. This produces results that are 
closer to the real-life case scenario. The reaction in this case is not simply first order and for 
this reason knowledge of RTD is not sufficient to calculate conversion. The degree of mixing 
of molecules is also of great importance in this case. The model that can be chosen to account 
for the mixing of molecules inside the CSTR reactor is the complete segregation model. Here, 
all molecules that fall into the same age group of the RTD function is assumed to stick together 
as they travel through the reactor. Mixing with other groups of molecules of different age groups 
occurs only at the exit of the reactor [44]. With the help of this model, a mean conversion of 
olivine exiting the reactor can be calculated. This will come in handy when developing the mass 
balance for the case of the CSTR reactor. 

The mean conversion with the complete segregation model is given by [44]: 

𝑋𝑋� = � 𝑋𝑋(𝑝𝑝) ∗ 𝐸𝐸(𝑝𝑝) 𝑠𝑠𝑝𝑝
∞

0
   (2.15) 

Where: 

𝑋𝑋� = the mean conversion of the particles, [–] 

𝑋𝑋(𝑝𝑝) = function of conversion of a single particle over time t, [–] 

 

In a CSTR, there is inflow and outflow of reactants and/or products. As a result, a mass 
balance for the continuous process can be written. The expression of X(t) in the “Reaction term” 
in the mass balance can change accordingly, as it depends on the chosen model used for the 
problem. This mass balance can be solved analytically with the simulation software (Matlab) 
and at a later stage, when more data are known, the code can be improved for higher accuracy, 
when transitioning from a batch mineralization process to a continuous one. The code 
“ScaleUp” is provided in Appendix B. Equation 2.16 is written in terms of accumulation for 
the case of conversion in a CSTR with the Shrinking Core Model, when chemical reaction is 
the controlling step. The derivation of Equation 2.16 is given in Appendix A. 

𝑠𝑠𝑋𝑋
𝑠𝑠𝑝𝑝

=
3 ∗ 𝑀𝑀𝑝𝑝𝑀𝑀𝑔𝑔2𝑆𝑆𝑆𝑆𝐶𝐶4 ∗ 𝑅𝑅(𝑇𝑇) ∗ (1 − 𝑋𝑋)

2
3

𝑝𝑝𝑝𝑝 ∗ 𝜌𝜌𝑝𝑝
+
𝐹𝐹𝑠𝑠𝑠𝑠𝑆𝑆𝑜𝑜𝑆𝑆𝑜𝑜𝑜𝑜,𝑆𝑆𝑜𝑜 ∗ 𝑋𝑋𝑆𝑆𝑜𝑜𝑆𝑆𝑡𝑡𝑆𝑆𝑖𝑖𝑠𝑠 − 𝐹𝐹𝑠𝑠𝑜𝑜𝑡𝑡 ∗ 𝑋𝑋�

𝑉𝑉
   (2.16) 
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2.8 Gas-Liquid Mass Transfer Coefficient (kLa) 

It was previously mentioned that the CO2 dissolution rate is of great importance for the 
mineralization process and it could be the reason hindering the reaction. The kLa is 
interconnected with the gas-liquid mass transfer rate and is needed when designing the scale-
up of a gas-liquid stirred tank reactor (STR) [36]. In order to reliably correlate kLa over a wide 
range of geometric configurations and operating parameters, an equation containing the relative 
dispersion term (N/Ncd), where N is the impeller speed [rev/s] and Ncd corresponds to the 
minimum impeller speed for complete dispersion of the sparged gas [rev/s] is frequently used 
[36]. Mixing at any impeller speed lower than Ncd leads to inefficient dispersion of the gas and 
thus, inefficient carbonation, because of the lack of CO2. Based on the literature [36]:  

𝑘𝑘𝐿𝐿𝑎𝑎 = 3.35 ∗ �
𝑁𝑁
𝑁𝑁𝑐𝑐𝑐𝑐

�
1.464

∗ 𝑉𝑉𝐺𝐺   (2.17) 

Where:  

𝑘𝑘𝐿𝐿𝑎𝑎 = overall volumetric gas–liquid mass transfer coefficient, [s-1] 

𝑉𝑉𝐺𝐺 = superficial gas velocity, [m/s] 

It must be noted that due to the early development of the pilot lab and the lack of measuring 
instruments of the CO2 concentration in the gas and liquid phase and lack of mass flowmeter, 
Equation 2.17, which is usually used for industrial processes, could not be used. Nonetheless, 
Equation 2.17 could be used at a later stage of the process development to provide more accurate 
results. 

Furthermore, another possible way of getting insight in regards to the kLa is through the 
pH of the solution. A linear relationship between pH and CO2 solubility should exist though. 
An equation for this case in regards to CO2 solubility in water has been proposed in the literature 
for different temperatures and pressures [46]: 

𝑒𝑒𝐻𝐻 = 𝑎𝑎 ∗ 𝑒𝑒𝑒𝑒 + 𝑏𝑏   (2.18) 

Where: 

𝑎𝑎,𝑏𝑏 = constants of the equation 

𝑒𝑒𝑒𝑒 = − log(𝑒𝑒), where x stands for the mole fraction of CO2 
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Experiments of dilution in the system (CO2 + H2O) will be conducted to verify Equation 
2.18. If verified, then some insight of the kLa can be gained by conducting experiments with 
pH measurements and by implementing Equation 2.19 [47]: 

𝑘𝑘𝐿𝐿𝑎𝑎 = 3.39 + 7.96 ∗ 𝑇𝑇∗ + 15.7 ∗ 𝑄𝑄∗ + 18.8 ∗ 𝑅𝑅𝑃𝑃𝑀𝑀∗ + 6.46 ∗ 𝑄𝑄∗2 + 8.25 ∗ 𝑇𝑇∗ ∗ 𝑄𝑄∗   (2.19) 

Where: 

* = represents dimensionless terms 

𝑇𝑇∗ = 𝑇𝑇−27.5
7.432

 with T in oC 

𝑄𝑄∗ = 𝑄𝑄−1.1
0.5351

 with Q in L/min 

𝑅𝑅𝑃𝑃𝑀𝑀∗ = 𝑅𝑅𝑅𝑅𝑀𝑀−375
133.8

  

 

The gas-liquid mass transfer in a continuous process can be formulated by the overall mass 
balance of CO2 in the liquid phase of the slurry (mixture olivine and water). This is the 
following: 

𝑘𝑘𝐿𝐿𝑎𝑎 ∗ �𝑝𝑝𝐶𝐶𝐶𝐶2
∗ − 𝑝𝑝�̅�𝐶𝐶𝐶2� ∗ 𝑓𝑓𝐿𝐿 ∗ 𝑉𝑉𝑆𝑆𝐿𝐿 − 𝑅𝑅� ∗ 𝑓𝑓𝐿𝐿 ∗ 𝑉𝑉𝑆𝑆𝐿𝐿 − 𝐹𝐹𝑠𝑠𝑜𝑜𝑡𝑡 ∗ 𝑓𝑓𝐿𝐿 ∗ 𝑝𝑝�̅�𝐶𝐶𝐶2 = 0   (2.20) 

Where: 

𝑘𝑘𝐿𝐿 = mass transfer coefficient, [m/s] 

𝑎𝑎 = specific interfacial area between gas and liquid phase, [m2/m3] 

𝑝𝑝𝐶𝐶𝐶𝐶2 = concentration of dissolved CO2 in the liquid phase, [mol/m3] 

𝑝𝑝𝐶𝐶𝐶𝐶2
∗  = concentration of CO2 in the liquid phase at the gas-liquid interface of the bubbles under 

thermodynamic equilibrium with the gas phase, [mol/m3] 

𝑝𝑝�̅�𝐶𝐶𝐶2 = concentration of CO2 in the bulk of the liquid phase of the slurry, [mol/m3] 

𝑓𝑓𝐿𝐿 = liquid fraction in the slurry, [m3 liquid/m3 slurry] 

𝑉𝑉𝑆𝑆𝐿𝐿 = volume of slurry in the reactor, [m3] 

𝑅𝑅� = average reaction rate of CO2 to carbonate in the slurry, [mol/m3.s] 

𝐹𝐹𝑠𝑠𝑜𝑜𝑡𝑡 = volumetric flow rate of the product slurry at the outlet of the reactor, [m3/s] 
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Equation 2.20 is characterized by 4 terms. The first one corresponds to the dissolving rate. 
Here, the driving force is the difference in concentrations of carbon dioxide between the liquid 
interfacial area and the bulk of the liquid. The second term represents the reaction of carbon 
dioxide to carbonate. The third term corresponds to the exit flow of dissolved CO2 in the liquid 
phase of the outlet stream. Finally, the fourth term stands for the accumulation rate of dissolved 
CO2 in the liquid phase of the slurry. 

There are many experiments that can be performed at a later stage based on Equation 2.20 in 
order to simplify it and get an accurate result in regards to the gas-liquid mass transfer 
limitations under different process conditions and not only count on the kLa measurements, 
which cannot singlehandedly exclude these limitations. 
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3. Materials and Methods 
 

3.1 Olivine 

The olivine mineral used in this report was provided by GreenSand AB. The specific 
olivine material is characterized by a density of 3300 kg/m3 and contains a small amount of 
Fe2SiO4, which also reacts with CO2, but for the purpose of this project it is disregarded in the 
model implementation. More details for the material and information regarding the safety 
handling are provided in the safety sheet, which is presented in Appendix C. 

The olivine material is presented below. 

 

Figure 5. Collection and sampling of raw olivine (left) and reacted, dried olivine (right) 
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3.2 Experimental Setup and Procedure 

Many types of reactors can be used for carbonation with different advantages and 
disadvantages.  In this case, a high temperature batch autoclave reactor was used for conducting 
the experiments with different olivine particle sizes. In the case of the CO2 dissolution 
experiments, a prototype plexiglass batch reactor was provided by Paebbl AB and operated 
under atmospheric pressure. The two reactors have similar dimensions so that the establishment 
of the basis in regards to the kLa measurements can be better approximated both during this and 
in future projects. The two reactors can be seen in Figure 6. 

   

 

 

 

 

 

 

 

 

 

 

 

 

• High Temperature Autoclave Reactor 

Based on reported data from the literature and the analysis presented above, the process of 
mineral carbonation of olivine with CO2 should ideally be chosen to work under a pressure of 
80 bar and temperature 175 oC. This coincides with similar findings found the literature, where 
other setups were used [48]. Due to safety concerns, a lower pressure and temperature                   
was chosen in this case (20 bar, 150 oC respectively). Nonetheless, it must be noted that during 
the reaction the pressure reaches 40 – 50 bar depending on olivine particle size due to the 

Figure 6. High temperature autoclave (left) and replica used for 
the mass transfer coefficient (kLa) estimations (right) 
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temperature increase in the reactor. The temperature affects the process more than the pressure. 
Higher pressures lead to shorter times required to reach a specific conversion. The reaction rate 
equation that was implemented in the simulation has temperature as the varying parameter and 
is derived through interpolation of pressure ranges from the literature.  

The chemicals used in the high temperature autoclave are water (H2O), sodium bicarbonate 
(NaHCO3), oxalic acid dihydrate (C2H2O4•2H2O), ascorbic acid (C6H8O6) and a slurry mixture 
of olivine with water. In terms of the experimental procedure, the first step consists of the 
chemical mixture preparation. Olivine mixture is prepared by mixing approximately 470 gr of 
raw olivine with 170 gr of H2O. The mixture is added into the reactor. Afterwards, 3.8 L of H2O 
is poured into the autoclave chamber. 215 gr of NaHCO3 are subsequently added gently in the 
chamber. Finally, 20 gr of oxalic acid dihydrate and 7 gr ascorbic acid are inserted into the 
reactor. The reactor is closed and sealed. A stirrer is connected to the reactor and before 
releasing CO2 gas into the gas cap of the chamber at 20 bar, the stirring speed is set at 300 rpm. 
Subsequently, the cooling water feed is enabled and the temperature of the heating instrument 
(Unistat 405) is set at 150 oC. The pressure rises slowly inside the chamber due to the 
temperature increase and it can reach up to 45 – 50 bar depending on the particle size used. A 
sign that the reaction has started is the pressure drop observed, since the CO2 concentration in 
the gas cap is decreasing, directly related to the CO2 concentration in the solution through 
Henry’s Law and the formation of product. The duration of the whole process is 3 h 
(approximately half an hour heating, 1 hour reaction and 1.5 hours cooling). The product mix 
can be seen in Figure 7. 

 
Figure 7. Collected product from the reactor before removing additives 

Due to its weight, the product precipitates at the bottom. The dark-coloured liquid contains 
water and additives, which is then disposed. Afterwards, the product is inserted into a dryer 
overnight at 125 oC. This way most of the water that is left, evaporates. 
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Figure 8. End product before (left) and after drying (right) 

      

The next step is the placing sample of the dried product in a furnace at 900 oC for 2 hours. 
This way the Loss on Ignition (LOI) method can be utilized in order to calculate the conversion 
degree.  

 
Figure 9. Furnace operated at 900 oC for the LOI method 

LOI is a common technique used for determining the percentage of combustible 
compounds present in a sample. High temperatures are required and the weight loss of the 
sample due to combustion of these compounds is measured. More specifically, if the product 
of mineralization (MgCO3) undergoes Loss on Ignition, it is transformed into magnesium oxide 
(MgO) and CO2 is also released. Nonetheless, it is important to mention that one limitation of 
this method is that non-volatile compounds can also be lost during the process. The olivine 
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contains also some very small quantities of crystal water, which can be released during the 
process. 

It is important to highlight that at the time of the experiments, approval of operation for 
the high temperature autoclave was given, but not for commercial state due to safety concerns. 
The autoclave was operated at lower temperatures and pressures and due to this fact, the 
conversion of olivine was not the highest possible. Furthermore, due to a failure of the safety 
valve at the bottom of the high temperature autoclave reactor that led to a leak of CO2, the 
experiments had to stop and not all of the olivine particle sizes were tested.4 runs were 
performed in total, two of which for reproducibility of results.  

It is good to remember that the vessel operates at temperatures and pressures that exceed 
the ambient conditions by a lot. Although the raw material is not explosive or toxic, leaks from 
such a high temperature autoclave can possibly lead to explosion or damages and safety is 
always the first priority in such industrial processes, which is also stated in the Standard 
Operating Procedure manual (SOP). 

 

• Plexiglass Reactor 

The operating procedure in this case is much safer and simpler. At first, the reactor was 
filled in with tap water (~20 oC) at about the same height as the high temperature autoclave 
reactor. Afterwards, a pH-meter was inserted in the reactor and water inflow and outflow were 
enabled, reaching steady state. Subsequently, CO2 at approximately 1 bar pressure was injected 
into the reactor and the stirring speed (initially set at 0) of a pitch-blade impeller was increased 
until bubbles of CO2 (minimum dispersion) were formed in the liquid phase. It must be noted 
that although the system of (CO2+H2O) makes it easy to observe the formation of bubbles, but 
it still remains a visual determination, thus not 100% accurate. When bubbles started forming, 
minimum dispersion was achieved and the water outflow was collected in a beaker, while time 
measurements were also recorded to calculate the volumetric flow. The pH of the collected 
sample water was measured as soon as it was collected. The whole process was repeated with 
clean water between runs and with different volumetric flows and stirring speeds. Prior to these 
experiments, coarse olivine was injected into water and stirring speed was increased. A visual 
observation confirmed that the mixing approached ideal state. 
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3.3 Simulation Software 

Matlab is a programming language and numerical computing environment that was 
developed by Mathworks. This software enables the user to solve numerically, simulate and 
even visualize results of complex systems. The reactor model in this dissertation was developed 
and simulated using the Matlab 2022a version [49]. 

For the current model, input parameters such as temperature, concentration and density of 
olivine are inserted into one file, which is named “Model”. This file executes the differential 
equation system solver (ODE function). The solver accuracy can be adjusted. The solver 
computes the result of the system of differential equations numerically in space and time and 
Figures of conversion versus time can be constructed. Additionally, another Matlab file was 
constructed containing the code for the scale-up of the process. This file is named “ScaleUp” 
and corresponds to the case of a continuous process with a 500L reactor. This code serves as a 
simulation example, where the effect of SCM resistances on conversion can be extrapolated to 
the case of a continuous process. For more information regarding the reaction model and the 
scale-up of the process in Matlab, please refer to Appendix B. 

 
Figure 10. The interface of Matlab 
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4. Results and Discussion 
 

Chapter 4 focuses on the presentation and discussion of the results of the project. Firstly, 
a comparison is made between the results of the simulation in regards to the effect of olivine 
particle size. Afterwards, the experimental data are compared to the developed model. 
Following this, insight is provided in regards to the findings regarding the CO2 dissolution rate 
experiments. Finally, limitations of the project and potential areas for investigation are 
proposed. 

4.1 Mineralization under different Olivine Particle Sizes 

As mentioned before, the three resistances that can potentially play a role in the process 
are Product Layer Diffusion Resistance, Reaction Rate Resistance and Film Diffusion 
Resistance. Each one of those was modelled for 4 cases of pure olivine particles with the 
following radius: 

• 10 um 
• 20 um 
• 50 um 
• 100 um 

It should be mentioned here, that raw olivine material with 100um particle size is 
considered coarse and is not actively being used in the process developed by Paebbl AB. For a 
better visual understanding of the process, Paebbl AB provided pictures of the raw and 
carbonated material, both of which can be seen in Figure 11 below. 

                                                                                    
Figure 11. Raw olivine (left) and mineralized CO2 with olivine under the microscope – grey spots 

(right) [Courtesy of Paebbl AB] 
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In Figure 12, the results regarding the Product Layer Diffusion resistance are presented. 

 
Figure 12. Effect of particle size on the conversion of olivine under Product Layer Diffusion resistance 

It is apparent that olivine particle size greatly affects the time required for total conversion. 
Just by increasing the olivine particle size by 100% (10um to 20um), the time required for total 
conversion is increased by approximately 4 times. This effect becomes even stronger when 
addressing larger particles. Taking into comparison 10um and 50um particles, it can be seen 
that the total time for conversion is increased by about 21 times. This can be explained, simply 
by the fact that as CO2 reacts with the olivine, product is formed around the unreacted core. The 
bigger the particle, the thicker this product layer becomes, thus making it harder for CO2 to 
reach the unreacted core, through the means of the diffusion coefficient. 

The orange and yellow points represent the experimental result of 20um particles (1h 
process) and 10um particles (2h process), respectively. Based on the results, it is quite evident 
that the experimental and modelling results for both particle sizes (represented by the blue and 
yellow lines) are vastly different. The 20um particle reached only 34.4% conversion after a 1 
hour process, whereas, based on the model, conversion is rapid and should be equal to 100% 
for the same time. Similarly, for the 10um particles, conversion reached only 46.7% after 2 
hours. This type of resistance cannot be proposed as the governing mechanism of the process. 
Interestingly enough though, the experimental results follow the pattern of the modelled curve 
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for the case of 100um particles, although a comparison cannot be made at this point. Reasons 
that might be responsible for the presented differences will be discussed in the conclusions. 

When the Chemical Reaction is considered the resistance, a similar trend is followed. 

 

Figure 13. Effect of particle size on the conversion of olivine under Chemical Reaction resistance 

Just like in the case of Product Layer Diffusion resistance, the greater the particle size, the 
longer the time required for full conversion of a particle becomes. The differences though in 
this case are first of all, that the time required for full conversion of an olivine particle and 
particle size are proportional. For example, a 10um olivine particle needs approximately 0.5 
hours to reach 100% conversion, whereas 20um and 100um particles need 1 hour and 5 hours, 
respectively. This is also apparent by the literature equations of the model, which are included 
in the Matlab code. The second finding is interesting and regards the time required for total 
conversion. When compared to the Product Layer Diffusion resistance case of a particle of the 
same size, it is evident that in this case a 10um olivine particle will require approximately 43% 
more time to react completely. As the particle size is increased this relationship starts to favour 
the Chemical Reaction resistance. Based on the Model, a 20um particle will require 
approximately the same time (1 hour) for 100% conversion in these two cases, whereas bigger 
particles need less time for full conversion, when Chemical Reaction is the controlling step in 
the process. Another interesting takeaway is the fact that when the Product Layer Diffusion is 
the controlling step, at the beginning of the process fast conversion can be achieved, at least 
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theoretically. This will also be further discussed in the conclusions. When it comes to the 
experimental results, it is apparent from Figure 13 that the experimental and modelling results 
are once again greatly different. 

The final resistance that was modelled considers the case of the Film Diffusion Control, 
meaning that the liquid film around the particle, accompanied by steep concentration gradients 
of CO2 gas within that, is the limiting step. Due to the form of the literature equations, the 
modelled case here results in linear lines. In this case, when implementing the model, the bulk 
concentration of dissolved CO2 in the solution is required. The required input was provided by 
Paebbl AB and inserted in the Matlab code, while also taking into account the assumption that 
there is no transfer resistance for CO2 present in the gas-liquid interface of the solution as 
previously mentioned (Table 1), due to higher diffusivity in the gas phase. 

In general, when compared to the other models, this case presents the fastest times, when 
it comes to time required for total conversion of the particles. Furthermore, the time required 
for full conversion presents a proportional relationship with particle size as in the case of 
Chemical Reaction resistance. Nonetheless, this third case cannot singlehandedly describe the 
experimental process, as can be seen by the in Figure 14 below.  

 
Figure 14. Effect of particle size on the conversion of olivine under Film Diffusion resistance 
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4.2 CO2 Dissolution Rate (kLa) 

 

As stated before, an initial estimation of the CO2 dissolution rate and determination 
whether or not it is a limiting factor in the process can be made through the overall mass transfer 
coefficient (kLa). At this stage, experiments were conducted with CO2 and water in the 
plexiglass reactor. This is partly because of lack of available instruments for more accurate and 
complex experiments and due to the fact that some basic understanding has to be acquired by 
laying the foundation of experimentation before moving to more complex problems. 
Nonetheless, the system of CO2 and water gives a rough initial idea in regards to the possible 
mass transfer limitations.  

The plexiglass reactor has similar dimensions to the high temperature autoclave reactor in 
order to provide a better approximation of the kLa through experimentation. This reactor was 
chosen as a suitable solution for experimentation also due to the nature of the process (high 
pressure and temperature), which would not be possible in the high temperature autoclave. 

Based on literature data, there is a linear relationship between pH and CO2 dissolution in 
water [46], described by Equation 2.18: 

𝑒𝑒𝐻𝐻 = 𝑎𝑎 ∗ (𝑒𝑒𝑒𝑒) + 𝑏𝑏 

This linear correlation was verified in this case, as can be seen in Figure 15 below. 

 
Figure 15. Correlation of pH and solubility of CO2 (mol/kg) in water at 20 oC 
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With this linear correlation verified, the quick reduction of pH of water during 
experimentation can be beneficial for acquiring some insight in regards to the kLa. The faster 
the drop of pH in solution, the faster the dissolution of CO2 becomes. 

Equation 2.19 can be utilized to get an estimate of the kLa in every experimental case, thus 
making it possible to calculate the average kLa. Computed values should not be taken as fully 
applicable in the real-life case scenario of the process. Although Equation 2.19 was derived 
based on same type of impeller as the one inside the plexiglass reactor, the dimensions of the 
reactor described in the literature were smaller and it is known that properties of the system 
affect the kLa measurements. Nonetheless, utilizing Equation 2.19 still holds value, since some 
insight can be gained regarding kLa. An example of calculation is presented below. The same 
procedure was followed for the other calculations based on the values presented in Table 2.  

 

Table 2. Parameters required for determination of average kLa 

Experiment 
No. 

Stirring 
Speed 
(RPM) 

Volumetric 
Flowrate 
(mL/sec) 

pH T (oC) 

1 1650 74 5.90 20 
2 1340 45 5.53 20 
3 1250 23 5.32 20 
4 980 7 5.30 20 
5 1150 72 5.91 20 
6 1360 7.5 5.32 20 

 

For the case of Experiment 1: 

𝑘𝑘𝐿𝐿𝑎𝑎 = 3.39 + 7.96 ∗ 𝑇𝑇∗ + 15.7 ∗ 𝑄𝑄∗ + 18.8 ∗ 𝑅𝑅𝑃𝑃𝑀𝑀∗ + 6.46 ∗ 𝑄𝑄∗2 + 8.25 ∗ 𝑇𝑇∗ ∗ 𝑄𝑄∗   

𝑘𝑘𝐿𝐿𝑎𝑎 = 3.39 + 7.96 ∗ �20−27.5
7.432

�+ 15.7 ∗ �
74∗ 60

1000−1.1

0.5351
 � + 18.8 ∗ �1650−375

133.8
� + 6.46 ∗

�
74∗ 60

1000−1.1

0.5351
 �
2

+ 8.25 ∗ �20−27.5
7.432

� ∗ �
74∗ 60

1000−1.1

0.5351
 �  

𝑘𝑘𝐿𝐿𝑎𝑎 = 335 ℎ−1 
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Table 3. Dimensionless parameters required for determination of average kLa 

Experiment 
No. 

T* Q* RPM* Q*2 T*Q* Estimated kLa 
(h-1, Eq. 2.19) 

1 -1.01 4.44 9.53 19.7 -4.48 335 
2 -1.01 2.7 7.21 7.29 -2.72 198 
3 -1.01 1.38 6.54 1.90 -1.39 141 
4 -1.01 0.42 4.52 0.176 -0.423 84.5 
5 -1.01 4.32 5.79 18.7 -4.36 257 
6 -1.01 0.45 7.36 0.203 -0.454 138 

 

The mean value of kLa for our system is equal to 192 h-1. This value is lower than the kLa 
reported for diffusion of O2, which has been reported to reach even up to 200 h-1 at lower stirring 
rates. This makes sense, since the diffusion coefficient of O2 is higher than that of CO2 in water 
[47]. It must be noted that Equation 2.19, which was used for obtaining these results, gives a 
good approximation at stirring rates up to 600 RPM, but it was assumed that the accuracy level 
was not affected above that, partly due to the lack of literature data to support otherwise. An 
interesting finding is that the greatest change in pH occurs between the highest (Experiment 1) 
and lowest (Experiment 4) stirring rates and flowrates. This change in pH is still small and 
within the margins of experimental error. Thus, in all cases the stirring speeds and flowrates 
were proved to be adequate in regards to the transfer of CO2 from the gas to the liquid phase 
and almost equally efficient, as proven by the low pH values of the water outflows. 
Furthermore, Experiments 5 and 6 provide similar results as Experiments 1 and 4, respectively, 
suggesting that the flowrate has a greater impact in the mass transfer, with lower stirring rates 
being adequate for CO2 to get sucked into the liquid phase. It must be noted that the observations 
of this phenomenon were visual, thus adding greater risk for error. The effect of lower stirring 
rates could not be investigated, due to the lack of instrumentation. 

With the current data and results available, the kLa value cannot be considered small 
enough, so that CO2 dissolution becomes the limiting factor for the process. Better experimental 
design with proper instrumentation, such as mass flowmeters and submerged CO2 sensors in 
liquids, can be implemented in the future to get a better understanding and more accurate and 
concrete results should be derived by utilizing the overall mass balance presented in Chapter 
2.8 (Equation 2.20), since from kLa alone it cannot be directly concluded that the gas-liquid 
mass transfer is not limiting. This way it can be validated that at different process rates the 
concentration at the bulk remains close to the interface concentration. Furthermore, 
experimental design accounting for the same slurry mixture used in the high temperature 
autoclave should be developed. 
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5. Conclusions 
 

In conclusion, several limitations are identified through this project, as will be discussed 
below, but also important insight is gained. In regards to the effect of the olivine particle size 
in mineralization, it was observed that increasing the particle size, significantly increased the 
time required for total conversion regardless of the resistance type. The modelled resistances 
cannot describe the process accurately, thus hinting towards a uniform effect of all three of 
them on mineralization of olivine simultaneously. The rapid conversion in the case of the 
Product Layer Diffusion control could also be due to a possibly smaller diffusion coefficient 
than the one implemented in the model based on the available literature. Reaction rate and film 
diffusion resistances might be more evident in the beginning of the process, when a small or no 
product layer exists around the unreacted core. Resistance from the product layer can become 
significant as the product layer grows. Nonetheless, it should be noted that more data must be 
acquired to better understand the process and limitations, such as the porosity of the material, 
the actual impurities and their effect on conversion limitation, but also the effect of the by-
product silica (SiO2), which exists on the product layer, in cavities and pores and which is most 
likely also hindering the process. 

When it comes to the experimental results, mineralizing 20um particles under 1 hour led 
to 34.4% conversion, whereas mineralizing 10um particles under 2 hours led to a conversion of 
46.7%. Although this is an increase of about 12% in terms of conversion, a thorough 
investigation of energy requirements (such as milling energy input) should be conducted in the 
future to assess whether or not smaller particles sizes is a sustainable and economically viable 
choice. Furthermore, due to time limitations, experimental delays and safety concerns it is 
suggested for future projects more experiments to be conducted with different particles sizes 
and under longer process times in order to get a better idea of the process. 

Experiments with CO2 and water in a plexiglass reactor provided initial insights into the 
mass transfer limitations. These experiments in regards to the possible CO2 dissolution rate 
limitation for the process, through the overall mass transfer coefficient (kLa), suggest that the 
kLa is not small enough to make CO2 dissolution the limiting factor in the process. The results 
indicated that the stirring speed and flowrate were adequate for efficient transfer of CO2 from 
the gas to the liquid phase with the calculated average kLa value being equal to 192 h-1, which 
is lower than that reported for O2. Due to the lack of instrumentation, the impact of lower stirring 
rates could not be fully explored. Future research should aim to address these limitations, 
explore other improved experimental designs, while also utilizing the Equations presented in 
this report and a (CO2 + olivine) system.  
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Appendix A – SCM Scale Up 
 

The analytical calculations for the shrinking core model with chemical reaction control are 
presented in this section. The governing equations for the case of the shrinking particle model 
that were used in the simulation are also included. Appendix A comprises additionally of the 
mass balance in regards to the case of the CSTR. 

 

Reactor balance for Batch reactor, Constant Volume applied on SCM with Chemical 
Reaction Control 

The general mass balance equation can be written generally as “Accumulation = In – Out + 
Generation”. More specific though, by taking into account the conservation of mass, the 
material balance for a batch reactor can be written as: 

𝑠𝑠
𝑠𝑠𝑝𝑝
�𝑝𝑝𝑆𝑆

.

𝑉𝑉
𝑠𝑠𝑉𝑉 = 𝐹𝐹𝑆𝑆𝑜𝑜 ∗ 𝑝𝑝𝑆𝑆,𝑆𝑆𝑜𝑜 − 𝐹𝐹𝑠𝑠𝑜𝑜𝑡𝑡 ∗ 𝑝𝑝𝑆𝑆,𝑠𝑠𝑜𝑜𝑡𝑡 + �𝑅𝑅𝑆𝑆

.

𝑉𝑉
𝑠𝑠𝑉𝑉   (𝑎𝑎1) 

Where: 

F = volumetric flow rate, �𝑚𝑚
3

𝑠𝑠𝑜𝑜𝑐𝑐
� 

i = every component present in the reactor, including inerts that do not take part in any reaction 

c = concentration of reactant, �𝑚𝑚𝑠𝑠𝑠𝑠
𝑚𝑚3 � 

R = reaction rate (units depend on order of reaction) 

V = volume of reactor, [𝑚𝑚3] 

Assuming that the batch reactor is well-stirred and that the entire reactor is the reactor volume 
and taking into account that in a batch reactor there is no inflow or outflow (Fin = Fout = 0), 
Equation A1 can be transformed into: 

𝑠𝑠(𝑝𝑝𝑆𝑆 ∗ 𝑉𝑉)
𝑠𝑠𝑝𝑝

= 𝑅𝑅𝑆𝑆 ∗ 𝑉𝑉  (𝑎𝑎2) 

 

For constant reactor volume or if the volume of the reactor does not change significantly during 
operation, Equation A2 is simplified to: 
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𝑠𝑠𝑝𝑝𝑆𝑆
𝑠𝑠𝑝𝑝

= 𝑅𝑅𝑆𝑆  (𝑎𝑎3) 

The shrinking core model with constant particle size with chemical reaction control was chosen. 
In this case, the modified reaction rate is proportional to the surface of the unreacted core of the 
particle. 

The reaction of interest is: 

𝐶𝐶𝑂𝑂2 +
1
2

 𝑀𝑀𝑀𝑀2𝑆𝑆𝑆𝑆𝑂𝑂4 → 𝑀𝑀𝑀𝑀𝐶𝐶𝑂𝑂3 +  
1
2

 𝑆𝑆𝑆𝑆𝑂𝑂2 

𝑎𝑎(𝑔𝑔) + 𝑏𝑏𝑏𝑏(𝑠𝑠) → 𝑠𝑠𝑠𝑠𝑠𝑠𝑆𝑆𝑠𝑠 𝑒𝑒𝑝𝑝𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑠𝑠 

Where: 

A = CO2, B = Mg2SiO4, C = MgCO3 and D = SiO2 

Reaction rewritten with 1 mol of Mg2SiO4 as base of calculations: 

 2𝐶𝐶𝑂𝑂2 + 𝑀𝑀𝑀𝑀2𝑆𝑆𝑆𝑆𝑂𝑂4 → 2𝑀𝑀𝑀𝑀𝐶𝐶𝑂𝑂3 + 𝑆𝑆𝑆𝑆𝑂𝑂2 

As previously mentioned, the rate is directly proportional to the available surface of unreacted 
core disregarding any ash layer (product). 

−2
𝑠𝑠𝑁𝑁𝐴𝐴
𝑠𝑠𝑝𝑝

= −
𝑠𝑠𝑁𝑁𝐵𝐵
𝑠𝑠𝑝𝑝

= 𝑅𝑅(𝑇𝑇) ∗ 𝑎𝑎(𝑝𝑝𝑐𝑐)   (𝑎𝑎4) 

Where: 

𝑝𝑝𝑐𝑐 = the radius of the unreacted core, [𝑚𝑚] 

𝑎𝑎(𝑝𝑝𝑐𝑐) = surface area of unreacted core, [𝑚𝑚2] 

 

We know as well from Levenspiel [43], that for this case: 

𝑡𝑡
𝜏𝜏

= 1 − 𝑟𝑟𝑐𝑐
𝑟𝑟𝑝𝑝

= 1 − (1 − 𝑋𝑋𝐵𝐵)1/3  𝑟𝑟𝑐𝑐
𝑟𝑟𝑝𝑝

= (1 − 𝑋𝑋𝐵𝐵)1/3  �𝑟𝑟𝑐𝑐
𝑟𝑟𝑝𝑝
�
3

= 1 − 𝑋𝑋𝐵𝐵   ( 𝑎𝑎5) 

Where 𝑋𝑋𝐵𝐵 is the conversion of the particle [-] and 𝑝𝑝𝑝𝑝 is the radius of the unreacted particle [m]. 

The total moles (𝑁𝑁𝑡𝑡𝑠𝑠𝑡𝑡) in an unreacted particle and the remaining number of unreacted moles 
in a particle (𝑁𝑁) are correlated by the following equation: 

𝑁𝑁 = 𝑁𝑁𝑡𝑡𝑠𝑠𝑡𝑡 ∗ (1 − 𝑋𝑋𝐵𝐵) [𝑚𝑚𝑠𝑠𝑠𝑠𝑒𝑒𝑠𝑠]  (𝑎𝑎6) 
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Furthermore, the particles are considered spherical: 

𝑉𝑉𝑝𝑝 =
4 ∗ 𝜋𝜋 ∗ 𝑝𝑝𝑝𝑝3

3
 (𝑎𝑎7) 

𝜌𝜌𝑝𝑝 =
𝑚𝑚𝑝𝑝

𝑉𝑉𝑝𝑝
=
𝑁𝑁𝑡𝑡𝑠𝑠𝑡𝑡 ∗ 𝑀𝑀𝑝𝑝𝑝𝑝

𝑉𝑉𝑝𝑝
=
𝑁𝑁𝑡𝑡𝑠𝑠𝑡𝑡 ∗ 𝑀𝑀𝑝𝑝𝑀𝑀𝑔𝑔2𝑆𝑆𝑆𝑆𝐶𝐶4 + ∑ 𝑁𝑁𝑆𝑆𝑚𝑚𝑝𝑝𝑜𝑜𝑟𝑟𝑆𝑆𝑡𝑡𝑖𝑖,𝑆𝑆 ∗ 𝑀𝑀𝑝𝑝𝑆𝑆𝑚𝑚𝑝𝑝𝑜𝑜𝑟𝑟𝑆𝑆𝑡𝑡𝑖𝑖,𝑆𝑆

𝑜𝑜
𝑆𝑆=0

𝑉𝑉𝑝𝑝
   (𝑎𝑎8) 

Where 𝑉𝑉𝑝𝑝 is the volume of a spherical particle [𝑚𝑚3], 𝜌𝜌𝑝𝑝 is the density of the spherical particle 
(𝑘𝑘𝑔𝑔
𝑚𝑚3), 𝑀𝑀𝑝𝑝𝑀𝑀𝑔𝑔2𝑆𝑆𝑆𝑆𝐶𝐶4 is equal to the molar mass of magnesium silicate ( 𝑘𝑘𝑔𝑔

𝑚𝑚𝑠𝑠𝑠𝑠
) and i every component 

that acts as an impurity. 

It must be noted that at this point and given the scope of the thesis and the limited data, the term 
of impurities can be neglected (∑ 𝑁𝑁𝑆𝑆𝑚𝑚𝑝𝑝𝑜𝑜𝑟𝑟𝑆𝑆𝑡𝑡𝑖𝑖,𝑆𝑆 ∗ 𝑀𝑀𝑝𝑝𝑆𝑆𝑚𝑚𝑝𝑝𝑜𝑜𝑟𝑟𝑆𝑆𝑡𝑡𝑖𝑖,𝑆𝑆

𝑜𝑜
𝑆𝑆=0 = 0) and is assumed that the 

liquid phase is saturated with CO2. 

As a result, by combining Equations A7 & A8: 

𝑁𝑁𝑡𝑡𝑠𝑠𝑡𝑡 =
4 ∗ 𝜋𝜋 ∗ 𝑝𝑝𝑝𝑝3 ∗ 𝜌𝜌𝑝𝑝
3 ∗ 𝑀𝑀𝑝𝑝𝑀𝑀𝑔𝑔2𝑆𝑆𝑆𝑆𝐶𝐶4

  (𝑎𝑎9) 

Additionally, based on Equation A5:  

𝑎𝑎(𝑝𝑝𝑐𝑐) = 4 ∗ 𝜋𝜋 ∗ 𝑝𝑝𝑐𝑐2 = 4 ∗ 𝜋𝜋 ∗ 𝑝𝑝𝑝𝑝2 ∗ (1 − 𝑋𝑋𝐵𝐵)
2
3   (𝑎𝑎10) 

Afterwards Equation A9 is substituted into Equation A6: 

𝑁𝑁 = 𝑁𝑁𝑡𝑡𝑠𝑠𝑡𝑡 ∗ (1 − 𝑋𝑋𝐵𝐵) =
4 ∗ 𝜋𝜋 ∗ 𝑝𝑝𝑝𝑝3 ∗ 𝜌𝜌𝑝𝑝
3 ∗ 𝑀𝑀𝑝𝑝𝑀𝑀𝑔𝑔2𝑆𝑆𝑆𝑆𝐶𝐶4

∗ (1 − 𝑋𝑋𝐵𝐵)   (𝑎𝑎11) 

By substituting Equation A10 into Equation A4: 

−
𝑠𝑠𝑁𝑁
𝑠𝑠𝑝𝑝

= 𝑅𝑅(𝑇𝑇) ∗ 𝑎𝑎(𝑝𝑝𝑐𝑐) = 𝑅𝑅(𝑇𝑇) ∗ 4 ∗ 𝜋𝜋 ∗ 𝑝𝑝𝑝𝑝2 ∗ (1 − 𝑋𝑋𝐵𝐵)
2
3   (𝑎𝑎12) 

 

Conversion X, for example for magnesium silicate (Mg2SiO4), can be written as: 

𝑋𝑋 =
𝑁𝑁𝑆𝑆𝑜𝑜𝑆𝑆𝑡𝑡𝑆𝑆𝑖𝑖𝑠𝑠 − 𝑁𝑁𝑓𝑓𝑆𝑆𝑜𝑜𝑖𝑖𝑠𝑠

𝑁𝑁𝑆𝑆𝑜𝑜𝑆𝑆𝑡𝑡𝑆𝑆𝑖𝑖𝑠𝑠
=
𝑁𝑁𝑡𝑡𝑠𝑠𝑡𝑡𝑖𝑖𝑠𝑠 − 𝑁𝑁
𝑁𝑁𝑡𝑡𝑠𝑠𝑡𝑡𝑖𝑖𝑠𝑠

   (𝑎𝑎13) 

Using Equations A4, A6, A9 & A13: 
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𝑐𝑐𝑑𝑑
𝑐𝑐𝑡𝑡

= 𝑐𝑐�𝑑𝑑𝑡𝑡𝑡𝑡𝑡𝑡∗(1−𝑋𝑋𝐵𝐵)�
𝑐𝑐𝑡𝑡

= −𝑁𝑁𝑡𝑡𝑠𝑠𝑡𝑡 ∗
𝑐𝑐𝑋𝑋
𝑐𝑐𝑡𝑡
 −𝑐𝑐𝑑𝑑

𝑐𝑐𝑡𝑡
= 4∗𝜋𝜋∗𝑟𝑟𝑝𝑝3∗𝜌𝜌𝑝𝑝

3∗𝑀𝑀𝑟𝑟𝑀𝑀𝑀𝑀2𝑆𝑆𝑆𝑆𝑂𝑂4
∗ 𝑐𝑐𝑋𝑋
𝑐𝑐𝑡𝑡

   (𝑎𝑎14) 

By combining Equations A12 & A14: 

−𝑐𝑐𝑑𝑑
𝑐𝑐𝑡𝑡

= 𝑅𝑅(𝑇𝑇) ∗ 4 ∗ 𝜋𝜋 ∗ 𝑝𝑝𝑝𝑝2 ∗ (1 − 𝑋𝑋𝐵𝐵)
2
3 = 4∗𝜋𝜋∗𝑟𝑟𝑝𝑝3∗𝜌𝜌𝑝𝑝

3∗𝑀𝑀𝑟𝑟𝑝𝑝
∗ 𝑐𝑐𝑋𝑋
𝑐𝑐𝑡𝑡

                                                                 

𝑐𝑐𝑋𝑋
𝑐𝑐𝑡𝑡

=
3∗𝑀𝑀𝑟𝑟𝑀𝑀𝑀𝑀2𝑆𝑆𝑆𝑆𝑂𝑂4∗𝑅𝑅(𝑇𝑇)∗(1−𝑋𝑋)

2
3

𝑟𝑟𝑝𝑝∗𝜌𝜌𝑝𝑝
   (𝑎𝑎15) 

The above equation correlates to the reaction/generation part of the mass balance for a batch 
reactor. Of course, in the beginning olivine has not reacted and a boundary condition is 
𝑋𝑋𝑆𝑆𝑜𝑜𝑆𝑆𝑡𝑡𝑆𝑆𝑖𝑖𝑠𝑠 = 0. 

 

From Batch Reactor data to a CSTR Case 

When moving to a CSTR case from a BR, the appropriate RTD function and model of molecule 
mixing have to be taken into consideration, in this case the complete segregation model. 

The mean residence time and mean conversion are given respectively by: 

𝜏𝜏̅ =
𝑉𝑉
𝐹𝐹

 [𝑠𝑠𝑒𝑒𝑝𝑝]  (2.13) 

𝑋𝑋� = � 𝑋𝑋(𝑝𝑝) ∗ 𝐸𝐸(𝑝𝑝) 𝑠𝑠𝑝𝑝
∞

0
   (2.15) 

The RTD function for a CSTR: 

𝐸𝐸(𝑝𝑝) =
1
𝜏𝜏̅
∗ 𝑒𝑒−

𝑡𝑡
𝜏𝜏�    (2.14) 

Given the volume V of the reactor and the volumetric flow F �𝑚𝑚
3

𝑠𝑠𝑜𝑜𝑐𝑐
�, we can add the “In – Out” 

term as well, taking into account the inflow and outflow. 

Mass balance for reacting olivine: 

𝑠𝑠𝑋𝑋
𝑠𝑠𝑝𝑝

=
3 ∗ 𝑀𝑀𝑝𝑝𝑀𝑀𝑔𝑔2𝑆𝑆𝑆𝑆𝐶𝐶4 ∗ 𝑅𝑅(𝑇𝑇) ∗ (1 − 𝑋𝑋)

2
3

𝑝𝑝𝑝𝑝 ∗ 𝜌𝜌𝑝𝑝
+
𝐹𝐹𝑠𝑠𝑠𝑠𝑆𝑆𝑜𝑜𝑆𝑆𝑜𝑜𝑜𝑜,𝑆𝑆𝑜𝑜 ∗ 𝑋𝑋𝑆𝑆𝑜𝑜𝑆𝑆𝑡𝑡𝑆𝑆𝑖𝑖𝑠𝑠 − 𝐹𝐹𝑠𝑠𝑜𝑜𝑡𝑡 ∗ 𝑋𝑋𝑓𝑓𝑆𝑆𝑜𝑜𝑖𝑖𝑠𝑠

𝑉𝑉
   (𝐸𝐸𝐸𝐸.𝑎𝑎15) 

In the beginning olivine has not reacted and a boundary condition is 𝑋𝑋𝑆𝑆𝑜𝑜𝑆𝑆𝑡𝑡𝑆𝑆𝑖𝑖𝑠𝑠 = 0. 

Furthermore, 𝑋𝑋𝑓𝑓𝑆𝑆𝑜𝑜𝑖𝑖𝑠𝑠 = 𝑋𝑋�. 
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Appendix B – Matlab Codes 
 

• Model 
 

% Model for Mineralisation of CO2, Paebbl AB 
 
% Type of reaction: A+B-> C+D 
% CO2 + 0.5*Mg2SiO4 --> MgCO3 + 0.5*SiO2 
 
% Below follow 3 cases that can control the conversion of olivine in a Batch 
Reactor 
% Shrinking Particle Model with:  A. Product/Ash Layer Diffusion Control 
%                                 B. Chemical Reaction Control 
%                                 C. Film Diffusion Control 
  
 
% A. Product/Ash Layer Diffusion Control 
% 10um, 20um, 50 & 100um particle size comparison 
 
 
% Given values 
 
r0_A1 = 10*(10^(-6)); % r0 = the radius of the unreacted particle of olivine [m] 
r0_A2 = 20*(10^(-6)); 
r0_A3 = 50*(10^(-6)); 
r0_A4 = 100*(10^(-6)); 
rho0 = 3300; % density of olivine [kg/m^3] 
 
C_CO2bulk=60; % Bulk concentration of dissolved CO2 in solution, [kg/m^3] 
(provided by Paebbl AB) 
C_CO2g=C_CO2bulk; 
D_e_CO2= 10^-12; % Effective diffusion coefficient of CO2 through product/ash 
layer, [m^2/s] 
 
% Time required for complete dissapearance of a particle, [s] 
 
tau_totalA1=rho0*(r0_A1^2)/(6*1*C_CO2g*D_e_CO2); 
tau_totalA2=rho0*(r0_A2^2)/(6*1*C_CO2g*D_e_CO2); 
tau_totalA3=rho0*(r0_A3^2)/(6*1*C_CO2g*D_e_CO2); 
tau_totalA4=rho0*(r0_A4^2)/(6*1*C_CO2g*D_e_CO2); 
 
% Define the functions 
 
fA1 = @(tA1,X_B1_A1) tA1/tau_totalA1 -1 + 3*(1-X_B1_A1)^(2/3) - 2*(1-X_B1_A1); 
fA2 = @(tA2,X_B1_A2) tA2/tau_totalA2 -1 + 3*(1-X_B1_A2)^(2/3) - 2*(1-X_B1_A2); 
fA3=  @(tA3,X_B1_A3) tA3/tau_totalA3 -1 + 3*(1-X_B1_A3)^(2/3) - 2*(1-X_B1_A3); 
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fA4 = @(tA4,X_B1_A4) tA4/tau_totalA4 -1 + 3*(1-X_B1_A4)^(2/3) - 2*(1-X_B1_A4); 
 
% Set the time interval and initial condition 
t0 = 0; X_B10 = 0; 
t1f_A1 = tau_totalA1; 
t1f_A2 = tau_totalA2; 
t1f_A3 = tau_totalA3; 
t1f_A4 = tau_totalA4; 
 
% Call the ODE solver function ode89 
 
%10um 
optionsA1 = odeset('RelTol',1e-12,'AbsTol',1e-16); 
[tA1,X_B1_A1] = ode89(fA1, [t0, t1f_A1], X_B10, optionsA1); 
 
%20um 
optionsA2 = odeset('RelTol',1e-12,'AbsTol',1e-16); 
[tA2,X_B1_A2] = ode89(fA2, [t0, t1f_A2], X_B10, optionsA2); 
 
%50 
optionsA3 = odeset('RelTol',1e-12,'AbsTol',1e-16); 
[tA3,X_B1_A3] = ode89(fA3, [t0, t1f_A3], X_B10,optionsA3); 
 
%100 
optionsA4 = odeset('RelTol',1e-12,'AbsTol',1e-16); 
[tA4,X_B1_A4] = ode89(fA4, [t0, t1f_A4], X_B10,optionsA4); 
 
% Remove the imaginary part of X_B1 using the real function 
X_B1_A1 = real(X_B1_A1); 
X_B1_A2 = real(X_B1_A2); 
X_B1_A3 = real(X_B1_A3); 
X_B1_A4 = real(X_B1_A4); 
 
% Define the time range for the polynomial fit 
t_A1_fit = tA1(tA1<=1*t1f_A1); % Use 100% of the time range 
t_A2_fit = tA2(tA2<=1*t1f_A2); % Use 100% of the time range 
t_A3_fit = tA3(tA3<=1*t1f_A3); % Use 100% of the time range 
t_A4_fit = tA4(tA4<=1*t1f_A4); % Use 100% of the time range 
 
% Filter the X_B1 values for the selected time range 
X_B1_A1_fit = X_B1_A1(tA1<=1*t1f_A1); 
X_B1_A2_fit = X_B1_A2(tA2<=1*t1f_A2); 
X_B1_A3_fit = X_B1_A3(tA3<=1*t1f_A3); 
X_B1_A4_fit = X_B1_A4(tA4<=1*t1f_A4); 
 
% Fit a polynomial equation to the model 
pA1 = polyfit(t_A1_fit, X_B1_A1_fit, 9); % Use a ninth-order polynomial 
pA2 = polyfit(t_A2_fit, X_B1_A2_fit, 8); % Use a eigth-order polynomial 
pA3 = polyfit(t_A3_fit, X_B1_A3_fit, 9); % Use a ninth-order polynomial 
pA4 = polyfit(t_A4_fit, X_B1_A4_fit, 12); % Use a twelfth-order polynomial 
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% Evaluate the polynomial over the time range 
X_B1_A1_fit = polyval(pA1, t_A1_fit); 
X_B1_A2_fit = polyval(pA2, t_A2_fit); 
X_B1_A3_fit = polyval(pA3, t_A3_fit); 
X_B1_A4_fit = polyval(pA4, t_A4_fit); 
 
% Plot the result 
figure(1) 
plot(tA1, X_B1_A1, 'o', t_A1_fit, X_B1_A1_fit,tA2, X_B1_A2, 'o', t_A2_fit, 
X_B1_A2_fit,tA3, X_B1_A3, 'o', t_A3_fit, X_B1_A3_fit,tA4, X_B1_A4, 'o', t_A4_fit, 
X_B1_A4_fit) 
hold on 
 
% Experimental points for conversion 
Experimental_t1 = 3600; % 1h process with 20um particles 
Experimental_X1 = 0.344; 
Experimental_t2 = 7200; % 2h process with 10um particles 
Experimental_X2 = 0.467;  
plot(Experimental_t1, Experimental_X1, 'o', 'MarkerSize', 6, 'LineWidth', 
2,'Color', [1, 0.5, 0]) 
plot(Experimental_t2, Experimental_X2, 'o', 'MarkerSize', 6, 'LineWidth', 2) 
 
title('SCM Model of Conversion of Mg_2SiO_4 with Product Layer Diffusion Control', 
'FontSize', 14, 'FontWeight', 'bold'); 
xlabel('Time [s]') 
ylabel('X_B') 
legend('Model - 10um', 'Polynomial fit - 10um','Model - 20um','Polynomial fit - 
20um','Model - 50um','Polynomial fit - 50um','Model - 100um','Polynomial fit - 
100um','Experiment 1h - 20um','Experiment 2h - 10um') 
ylim([0, 1.01]) % Set y-axis limits to start from 0 
 
set(gca,'XTick',0:1000:tau_totalA4) 
 
% Convert the polynomial coefficients to a string with a custom format 
formatSpec = '%+g*t^%d'; % Custom format for polynomial terms 
 
%10um 
cA1 = flip(pA1); % Reverse the order of the coefficients 
eqnA1 = ''; % Initialize equation string 
for i = length(cA1):-1:1 
    if cA1(i) ~= 0 
        term = sprintf(formatSpec, cA1(i), i-1); 
        eqnA1 = [eqnA1 term]; % Add term to equation string 
    end 
end 
eqnA1 = strtrim(eqnA1); % Remove leading space 
 
% Display the equation 
fprintf('Polynomial fit equation: %s\n', eqnA1) 
% Evaluate the fitted polynomial at t = 300 sec 
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t_valA1 = 300; % Set the time value 
X_B1_valA1 = polyval(pA1, t_valA1); % Evaluate the fitted polynomial 
 
% Display the result 
fprintf('At t = %d, X_B = %f\n', t_valA1, X_B1_valA1); 
 
gA1=eqnA1; 
 
%20um 
 
cA2 = flip(pA2); % Reverse the order of the coefficients 
eqnA2 = ''; % Initialize equation string 
for i = length(cA2):-1:1 
    if cA2(i) ~= 0 
        term = sprintf(formatSpec, cA2(i), i-1); 
        eqnA2 = [eqnA2 term]; % Add term to equation string 
    end 
end 
eqnA2 = strtrim(eqnA2); % Remove leading space 
 
% Display the equation 
fprintf('Polynomial fit equation: %s\n', eqnA2) 
 
% Evaluate the fitted polynomial at t = 500 sec 
t_valA2 = 500; % Set the time value 
X_B1_valA2 = polyval(pA2, t_valA2); % Evaluate the fitted polynomial 
 
% Display the result 
fprintf('At t = %d, X_B = %f\n', t_valA2, X_B1_valA2); 
 
gA2=eqnA2; 
 
%50um 
 
cA3 = flip(pA3); % Reverse the order of the coefficients 
eqnA3 = ''; % Initialize equation string 
for i = length(cA3):-1:1 
    if cA3(i) ~= 0 
        term = sprintf(formatSpec, cA3(i), i-1); 
        eqnA3 = [eqnA3 term]; % Add term to equation string 
    end 
end 
eqnA3 = strtrim(eqnA3); % Remove leading space 
 
% Display the equation 
fprintf('Polynomial fit equation: %s\n', eqnA3) 
 
% Evaluate the fitted polynomial at t = 1000 sec 
t_valA3 = 1000; % Set the time value 
X_B1_valA3 = polyval(pA3, t_valA3); % Evaluate the fitted polynomial 
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% Display the result 
fprintf('At t = %d, X_B = %f\n', t_valA3, X_B1_valA3); 
 
gA3=eqnA3; 
 
%100um 
 
cA4 = flip(pA4); % Reverse the order of the coefficients 
eqnA4 = ''; % Initialize equation string 
for i = length(cA4):-1:1 
    if cA4(i) ~= 0 
        term = sprintf(formatSpec, cA4(i), i-1); 
        eqnA4 = [eqnA4 term]; % Add term to equation string 
    end 
end 
eqnA4 = strtrim(eqnA4); % Remove leading space 
 
% Display the equation 
fprintf('Polynomial fit equation: %s\n', eqnA4) 
 
% Evaluate the fitted polynomial at t = 2000 sec 
t_valA4 = 2000; % Set the time value 
X_B1_valA4 = polyval(pA4, t_valA4); % Evaluate the fitted polynomial 
 
% Display the result 
fprintf('At t = %d, X_B = %f\n', t_valA4, X_B1_valA4); 
 
gA4=eqnA4; 
 
 
% B. Chemical Reaction Control 
% 10um, 20um, 50 & 100um particle size comparison 
 
% Set temperature of process 
 
Temperature = 425; %K 
 
% Rate of reaction (Pressure is supposed to be 80Bar-Conversion will be corrected 
below) 
 
if (Temperature >= 298) && (Temperature <338) 
    Rate = (430+(Temperature-298)/(338-298)*(31600-430))*10^(-11); 
elseif (Temperature>=338) && (Temperature<363) 
    Rate = (31600+(Temperature-338)/(363-338)*(100000-31600))*10^(-11); 
elseif (Temperature>=363) && (Temperature<423) 
    Rate = (100000+(Temperature-363)/(423-363)*(1580000-100000))*10^(-11); 
elseif (Temperature>=423) && (Temperature<458) 
    Rate = (1580000+(Temperature-423)/(458-423)*(6500000-1580000))*10^(-11); 
elseif (Temperature>=458 && Temperature<=550) 
    Rate = (6500000-(Temperature-458)/(550-458)*6500000)*10^(-11); 
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else 
    Rate = 0; 
end 
 
tau_total2B1=rho0*r0_A1/(1*Rate); 
tau_total2B2=rho0*r0_A2/(1*Rate); 
tau_total2B3=rho0*r0_A3/(1*Rate); 
tau_total2B4=rho0*r0_A4/(1*Rate); 
 
f2B1 = @(tB1,X_B2_B1) (tB1/tau_total2B1) -1 + (1-X_B2_B1)^(1/3); 
f2B2 = @(tB2,X_B2_B2) (tB2/tau_total2B2) -1 + (1-X_B2_B2)^(1/3); 
f2B3 = @(tB3,X_B2_B3) (tB3/tau_total2B3) -1 + (1-X_B2_B3)^(1/3); 
f2B4 = @(tB4,X_B2_B4) (tB4/tau_total2B4) -1 + (1-X_B2_B4)^(1/3); 
 
% Set the time interval and initial condition 
 
t0 = 0; X_B20 = 0;  
t2fB1 = tau_total2B1; 
t2fB2 = tau_total2B2; 
t2fB3 = tau_total2B3; 
t2fB4 = tau_total2B4; 
 
%10um 
% Call the ODE solver function ode23s 
optionsB1 = odeset('RelTol',1e-8,'AbsTol',1e-10); 
[tB1,X_B2_B1] = ode23t(f2B1, [t0, t2fB1], X_B20, optionsB1); 
 
%20um 
optionsB2 = odeset('RelTol',1e-8,'AbsTol',1e-10); 
[tB2,X_B2_B2] = ode23t(f2B2, [t0, t2fB2], X_B20, optionsB2); 
 
%50um 
optionsB3 = odeset('RelTol',1e-8,'AbsTol',1e-10); 
[tB3,X_B2_B3] = ode23t(f2B3, [t0, t2fB3], X_B20, optionsB3); 
 
%100um 
optionsB4 = odeset('RelTol',1e-8,'AbsTol',1e-10); 
[tB4,X_B2_B4] = ode23t(f2B4, [t0, t2fB4], X_B20, optionsB4); 
 
%The conversion below accounts for 80 bar. Process was operated at 20 bar 
% where evidence suggest that conversion is approximately 50% less compared to 
80bar 
% Correction : Multiply x2 experimental conversion 
 
% Remove the imaginary part of X_B1 using the real function 
X_B2_B1 = real(X_B2_B1); 
X_B2_B2 = real(X_B2_B2); 
X_B2_B3 = real(X_B2_B3); 
X_B2_B4 = real(X_B2_B4); 
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% Define the time range for the polynomial fit 
t_B1_fit = tB1(tB1<=1*t2fB1); % Use 100% of the time range 
t_B2_fit = tB2(tB2<=1*t2fB2); % Use 100% of the time range 
t_B3_fit = tB3(tB3<=1*t2fB3); % Use 100% of the time range 
t_B4_fit = tB4(tB4<=1*t2fB4); % Use 100% of the time range 
 
% Filter the X_B2 values for the selected time range 
X_B2_B1_fit = X_B2_B1(tB1<=1*t2fB1); 
X_B2_B2_fit = X_B2_B2(tB2<=1*t2fB2); 
X_B2_B3_fit = X_B2_B3(tB3<=1*t2fB3); 
X_B2_B4_fit = X_B2_B4(tB4<=1*t2fB4); 
 
% Fit a polynomial equation to the model 
pB1 = polyfit(t_B1_fit, X_B2_B1_fit, 3); % Use a third-order polynomial 
pB2 = polyfit(t_B2_fit, X_B2_B2_fit, 3); % Use a third-order polynomial 
pB3 = polyfit(t_B3_fit, X_B2_B3_fit, 3); % Use a third-order polynomial 
pB4 = polyfit(t_B4_fit, X_B2_B4_fit, 3); % Use a third-order polynomial 
 
% Evaluate the polynomial over the time range 
X_B2_B1_fit = polyval(pB1, t_B1_fit); 
X_B2_B2_fit = polyval(pB2, t_B2_fit); 
X_B2_B3_fit = polyval(pB3, t_B3_fit); 
X_B2_B4_fit = polyval(pB4, t_B4_fit); 
 
% Plot the result 
figure(2) 
plot(tB1, X_B2_B1, 'o', t_B1_fit, X_B2_B1_fit,tB2, X_B2_B2, 'o', t_B2_fit, 
X_B2_B2_fit,tB3, X_B2_B3, 'o', t_B3_fit, X_B2_B3_fit,tB4, X_B2_B4, 'o', t_B4_fit, 
X_B2_B4_fit) 
hold on 
 
% Experimental points for conversion 
Experimental_t1 = 3600; % 1h process with 20um particles 
Experimental_X1 = 0.344; 
Experimental_t2 = 7200; % 2h process with 10um particles 
Experimental_X2 = 0.467;  
plot(Experimental_t1, Experimental_X1, 'o', 'MarkerSize', 6, 'LineWidth', 
2,'Color', [1, 0.5, 0]) 
plot(Experimental_t2, Experimental_X2, 'o', 'MarkerSize', 6, 'LineWidth', 2) 
 
title('SCM Model of Conversion of Mg_2SiO_4 with Chemical Reaction Control', 
'FontSize', 14, 'FontWeight', 'bold'); 
xlabel('Time [s]') 
ylabel('X_B') 
legend('Model - 10um', 'Polynomial fit - 10um','Model - 20um','Polynomial fit - 
20um','Model - 50um','Polynomial fit - 50um','Model - 100um','Polynomial fit - 
100um','Experiment 1h - 20um','Experiment 2h - 10um') 
ylim([0, 1.01]) % Set y-axis limits to start from 0 
 
set(gca,'XTick',0:1000:tau_total2B4) 
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% Convert the polynomial coefficients to a string with a custom format 
formatSpec = '%+g*t^%d'; % Custom format for polynomial terms 
 
%10um 
cB1 = flip(pB1); % Reverse the order of the coefficients 
eqnB1 = ''; % Initialize equation string 
for i = length(cB1):-1:1 
    if cB1(i) ~= 0 
        term = sprintf(formatSpec, cB1(i), i-1); 
        eqnB1 = [eqnB1 term]; % Add term to equation string 
    end 
end 
eqnB1 = strtrim(eqnB1); % Remove leading space 
 
% Display the equation 
fprintf('Polynomial fit equation: %s\n', eqnB1) 
 
% Evaluate the fitted polynomial at t = 300 sec 
t_valB1 = 300; % Set the time value 
X_B2_valB1 = polyval(pB1, t_valB1); % Evaluate the fitted polynomial 
 
% Display the result 
fprintf('At t = %d, X_B = %f\n', t_valB1, X_B2_valB1); 
 
gB1=eqnB1; 
 
%20um 
 
cB2 = flip(pB2); % Reverse the order of the coefficients 
eqnB2 = ''; % Initialize equation string 
for i = length(cB2):-1:1 
    if cB2(i) ~= 0 
        term = sprintf(formatSpec, cB2(i), i-1); 
        eqnB2 = [eqnB2 term]; % Add term to equation string 
    end 
end 
eqnB2 = strtrim(eqnB2); % Remove leading space 
 
% Display the equation 
fprintf('Polynomial fit equation: %s\n', eqnB2) 
 
% Evaluate the fitted polynomial at t = 500 sec 
t_valB2 = 500; % Set the time value 
X_B2_valB2 = polyval(pB2, t_valB2); % Evaluate the fitted polynomial 
 
% Display the result 
fprintf('At t = %d, X_B = %f\n', t_valB2, X_B2_valB2); 
 
gB2=eqnB2; 
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%50um 
 
cB3 = flip(pB3); % Reverse the order of the coefficients 
eqnB3 = ''; % Initialize equation string 
for i = length(cB3):-1:1 
    if cB3(i) ~= 0 
        term = sprintf(formatSpec, cB3(i), i-1); 
        eqnB3 = [eqnB3 term]; % Add term to equation string 
    end 
end 
eqnB3 = strtrim(eqnB3); % Remove leading space 
 
% Display the equation 
fprintf('Polynomial fit equation: %s\n', eqnB3) 
 
% Evaluate the fitted polynomial at t = 1000 sec 
t_valB3 = 1000; % Set the time value 
X_B2_valB3 = polyval(pB3, t_valB3); % Evaluate the fitted polynomial 
 
% Display the result 
fprintf('At t = %d, X_B = %f\n', t_valB3, X_B2_valB3); 
 
gB3=eqnB3; 
 
%100um 
 
cB4 = flip(pB4); % Reverse the order of the coefficients 
eqnB4 = ''; % Initialize equation string 
for i = length(cB4):-1:1 
    if cB4(i) ~= 0 
        term = sprintf(formatSpec, cB4(i), i-1); 
        eqnB4 = [eqnB4 term]; % Add term to equation string 
    end 
end 
eqnB4 = strtrim(eqnB4); % Remove leading space 
 
% Display the equation 
fprintf('Polynomial fit equation: %s\n', eqnB4) 
 
% Evaluate the fitted polynomial at t = 2000 sec 
t_valB4 = 2000; % Set the time value 
X_B2_valB4 = polyval(pB4, t_valB4); % Evaluate the fitted polynomial 
 
% Display the result 
fprintf('At t = %d, X_B = %f\n', t_valB4, X_B2_valB4); 
 
gB4=eqnB4; 
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% C. Film Diffusion Control 
% 10um, 20um, 50 & 100um particle size comparison 
 
% Time required for complete disappearance of a particle, [s] 
 
tau_total3C1=rho0*r0_A1/(3*1*Rate); 
tau_total3C2=rho0*r0_A2/(3*1*Rate); 
tau_total3C3=rho0*r0_A3/(3*1*Rate); 
tau_total3C4=rho0*r0_A4/(3*1*Rate); 
 
% Define the functions 
f3C1 = @(tC1,X_C3_C1) tC1/tau_total3C1 - X_C3_C1; 
f3C2 = @(tC2,X_C3_C2) tC2/tau_total3C2 - X_C3_C2; 
f3C3 = @(tC3,X_C3_C3) tC3/tau_total3C3 - X_C3_C3; 
f3C4 = @(tC4,X_C3_C4) tC4/tau_total3C4 - X_C3_C4; 
 
% Set the time interval and initial conditions 
 
t0 = 0; X_C30 = 0;  
t3fC1 = tau_total3C1; 
t3fC2 = tau_total3C2; 
t3fC3 = tau_total3C3; 
t3fC4 = tau_total3C4; 
 
%10um 
% Call the ODE solver function ode89 
optionsC1 = odeset('RelTol',1e-8,'AbsTol',1e-10); 
[tC1,X_C3_C1] = ode89(f3C1, [t0, t3fC1], X_C30, optionsC1); 
 
%20um 
optionsC2 = odeset('RelTol',1e-8,'AbsTol',1e-10); 
[tC2,X_C3_C2] = ode89(f3C2, [t0, t3fC2], X_C30, optionsC2); 
 
%50um 
optionsC3 = odeset('RelTol',1e-8,'AbsTol',1e-10); 
[tC3,X_C3_C3] = ode89(f3C3, [t0, t3fC3], X_C30, optionsC3); 
 
%100um 
optionsC4 = odeset('RelTol',1e-8,'AbsTol',1e-10); 
[tC4,X_C3_C4] = ode89(f3C4, [t0, t3fC4], X_C30, optionsC4); 
 
% Remove the imaginary part of X_C3 using the real function 
X_C3_C1 = real(X_C3_C1); 
X_C3_C2 = real(X_C3_C2); 
X_C3_C3 = real(X_C3_C3); 
X_C3_C4 = real(X_C3_C4); 
 
% Define the time range for the polynomial fit 
t_C1_fit = tC1(tC1<=1*t3fC1); % Use 100% of the time range 
t_C2_fit = tC2(tC2<=1*t3fC2); % Use 100% of the time range 
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t_C3_fit = tC3(tC3<=1*t3fC3); % Use 100% of the time range 
t_C4_fit = tC4(tC4<=1*t3fC4); % Use 100% of the time range 
 
% Filter the X_B2 values for the selected time range 
X_C3_C1_fit = X_C3_C1(tC1<=1*t3fC1); 
X_C3_C2_fit = X_C3_C2(tC2<=1*t3fC2); 
X_C3_C3_fit = X_C3_C3(tC3<=1*t3fC3); 
X_C3_C4_fit = X_C3_C4(tC4<=1*t3fC4); 
 
% Fit a polynomial equation to the model 
pC1 = polyfit(t_C1_fit, X_C3_C1_fit, 3); % Use a third-order polynomial 
pC2 = polyfit(t_C2_fit, X_C3_C2_fit, 3); % Use a third-order polynomial 
pC3 = polyfit(t_C3_fit, X_C3_C3_fit, 3); % Use a third-order polynomial 
pC4 = polyfit(t_C4_fit, X_C3_C4_fit, 3); % Use a third-order polynomial 
 
% Evaluate the polynomial over the time range 
X_C3_C1_fit = polyval(pC1, t_C1_fit); 
X_C3_C2_fit = polyval(pC2, t_C2_fit); 
X_C3_C3_fit = polyval(pC3, t_C3_fit); 
X_C3_C4_fit = polyval(pC4, t_C4_fit); 
 
% Plot the result 
figure(3) 
plot(tC1, X_C3_C1, 'o', t_C1_fit, X_C3_C1_fit,tC2, X_C3_C2, 'o', t_C2_fit, 
X_C3_C2_fit,tC3, X_C3_C3, 'o', t_C3_fit, X_C3_C3_fit,tC4, X_C3_C4, 'o', t_C4_fit, 
X_C3_C4_fit) 
hold on 
 
% Experimental points for conversion 
Experimental_t1 = 3600; % 1h process with 20um particles 
Experimental_X1 = 0.344; 
Experimental_t2 = 7200; % 2h process with 10um particles 
Experimental_X2 = 0.467;  
plot(Experimental_t1, Experimental_X1, 'o', 'MarkerSize', 6, 'LineWidth', 
2,'Color', [1, 0.5, 0]) 
plot(Experimental_t2, Experimental_X2, 'o', 'MarkerSize', 6, 'LineWidth', 2) 
 
title('SCM Model of Conversion of Mg_2SiO_4 with Film Diffusion Control', 
'FontSize', 14, 'FontWeight', 'bold'); 
xlabel('Time [s]') 
ylabel('X_B') 
legend('Model - 10um', 'Polynomial fit - 10um','Model - 20um','Polynomial fit - 
20um','Model - 50um','Polynomial fit - 50um','Model - 100um','Polynomial fit - 
100um', 'Experiment 1h - 20um','Experiment 2h - 10um') 
ylim([0, 1.01]) % Set y-axis limits to start from 0 
 
set(gca,'XTick',0:200:7200) 
 
% Convert the polynomial coefficients to a string with a custom format 
formatSpec = '%+g*t^%d'; % Custom format for polynomial terms 
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%10um 
cC1 = flip(pC1); % Reverse the order of the coefficients 
eqnC1 = ''; % Initialize equation string 
for i = length(cC1):-1:1 
    if cC1(i) ~= 0 
        term = sprintf(formatSpec, cC1(i), i-1); 
        eqnC1 = [eqnC1 term]; % Add term to equation string 
    end 
end 
eqnC1 = strtrim(eqnC1); % Remove leading space 
 
% Display the equation 
fprintf('Polynomial fit equation: %s\n', eqnC1) 
 
% Evaluate the fitted polynomial at t = 300 sec 
t_valC1 = 300; % Set the time value 
X_C3_valC1 = polyval(pC1, t_valC1); % Evaluate the fitted polynomial 
 
% Display the result 
fprintf('At t = %d, X_B = %f\n', t_valC1, X_C3_valC1); 
 
gC1=eqnC1; 
 
%20um 
 
cC2 = flip(pC2); % Reverse the order of the coefficients 
eqnC2 = ''; % Initialize equation string 
for i = length(cC2):-1:1 
    if cC2(i) ~= 0 
        term = sprintf(formatSpec, cC2(i), i-1); 
        eqnC2 = [eqnC2 term]; % Add term to equation string 
    end 
end 
eqnC2 = strtrim(eqnC2); % Remove leading space 
 
% Display the equation 
fprintf('Polynomial fit equation: %s\n', eqnC2) 
 
% Evaluate the fitted polynomial at t = 500 sec 
t_valC2 = 500; % Set the time value 
X_C3_valC2 = polyval(pC2, t_valC2); % Evaluate the fitted polynomial 
 
% Display the result 
fprintf('At t = %d, X_B = %f\n', t_valC2, X_C3_valC2); 
 
gC2=eqnC2; 
 
%50um 
 
cC3 = flip(pC3); % Reverse the order of the coefficients 
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eqnC3 = ''; % Initialize equation string 
for i = length(cC3):-1:1 
    if cC3(i) ~= 0 
        term = sprintf(formatSpec, cC3(i), i-1); 
        eqnC3 = [eqnC3 term]; % Add term to equation string 
    end 
end 
eqnC3 = strtrim(eqnC3); % Remove leading space 
 
% Display the equation 
fprintf('Polynomial fit equation: %s\n', eqnC3) 
 
% Evaluate the fitted polynomial at t = 1000 sec 
t_valC3 = 1000; % Set the time value 
X_C3_valC3 = polyval(pC3, t_valC3); % Evaluate the fitted polynomial 
 
% Display the result 
fprintf('At t = %d, X_B = %f\n', t_valC3, X_C3_valC3); 
 
gC3=eqnC3; 
 
%100um 
 
cC4 = flip(pC4); % Reverse the order of the coefficients 
eqnC4 = ''; % Initialize equation string 
for i = length(cC4):-1:1 
    if cC4(i) ~= 0 
        term = sprintf(formatSpec, cC4(i), i-1); 
        eqnC4 = [eqnC4 term]; % Add term to equation string 
    end 
end 
eqnC4 = strtrim(eqnC4); % Remove leading space 
 
% Display the equation 
fprintf('Polynomial fit equation: %s\n', eqnC4) 
 
% Evaluate the fitted polynomial at t = 2000 sec 
t_valC4 = 2000; % Set the time value 
X_C3_valC4 = polyval(pC4, t_valC4); % Evaluate the fitted polynomial 
 
% Display the result 
fprintf('At t = %d, X_B = %f\n', t_valC4, X_C3_valC4); 
 
gC4=eqnC4; 
 
 
display(gA1) 
display(gA2) 
display(gA3) 
display(gA4) 
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display(gB1) 
display(gB2) 
display(gB3) 
display(gB4) 
 
display(gC1) 
display(gC2) 
display(gC3) 
display(gC4) 
 

 
 

• ScaleUp 
 

% Scale Up of the Process - Example based on seggregation model 
% 5L to 500L for Olivine particle size = 10um 
 
% A+B-> C+D 
% CO2 + 0.5*Mg2SiO4 --> MgCO3 + 0.5*SiO2 
 
clear 
clc 
 
% Given values 
V_reactor = 5*10^-1; % Volume of CSTR reactor [m^3] 
F=0.001; % Volumetric flow rate [m^3/sec] 
tau_mean=V_reactor/F; % Mean residence time [sec^-1] 
 
syms E t 
E=(1/tau_mean)*exp(-t/tau_mean); 
 
display(E) 
 
% g(t)=X(t)*E(t), where X(t) is represented by gA (Product Layer Diffusion 
% Control), gB (Chemical Reaction Control) and gC (Film Diffusion Control) 
% for the cases of 10um and 50um 
 
syms t 
 
%10um 
gA1(t) = ((+1.00769e-24*t^9-4.6702e-21*t^8+9.22525e-18*t^7-1.01322e-
14*t^6+6.77048e-12*t^5-2.83282e-09*t^4+7.38331e-07*t^3-
0.00011722*t^2+0.0118545*t^1-0.0263607*t^0)*E); 
gB1(t) = ((+1.78739e-10*t^3-9.54368e-07*t^2+0.00169621*t^1-0.00369213*t^0)*E); 
gC1(t) = ((-6.23142e-12*t^3+6.30055e-09*t^2+0.0016901*t^1-0.00154775*t^0)*E); 
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%50um 
gA3(t) = ((+2.64657e-37*t^9-3.03361e-32*t^8+1.47885e-27*t^7-3.99699e-
23*t^6+6.54768e-19*t^5-6.68279e-15*t^4+4.22296e-11*t^3-1.61961e-
07*t^2+0.000406065*t^1+0.046903*t^0)*E); 
gB3(t) = ((+1.43495e-12*t^3-3.81838e-08*t^2+0.000338616*t^1-0.000784564*t^0)*E); 
gC3(t) = ((-2.64336e-15*t^3+1.3397e-11*t^2+0.00033837*t^1-0.000330581*t^0)*E); 
 
 
% Initial condition 
a = 0; 
 
%10um 
gA1_fun = matlabFunction(gA1); % Convert g functions to a function handle 
gB1_fun = matlabFunction(gB1);  
gC1_fun = matlabFunction(gC1);  
 
%50um 
gA3_fun = matlabFunction(gA3); % Convert g functions to a function handle 
gB3_fun = matlabFunction(gB3);  
gC3_fun = matlabFunction(gC3);  
 
%10um Mean Conversion 
X_meanA1 = integral(gA1_fun, a, inf) 
X_meanB1 = integral(gB1_fun, a, inf) 
X_meanC1 = integral(gC1_fun, a, inf) 
 
%50um Mean Conversion 
X_meanA3 = integral(gA3_fun, a, inf) 
X_meanB3 = integral(gB3_fun, a, inf) 
X_meanC3 = integral(gC3_fun, a, inf) 
 
if X_meanA1 < 0 
    X_meanA1 = 0; 
elseif X_meanA1 > 1 
    X_meanA1 = 1; 
end 
 
if X_meanB1 < 0 
    X_meanB1 = 0; 
elseif X_meanB1 > 1 
    X_meanB1 = 1; 
end 
 
if X_meanC1 < 0 
    X_meanC1 = 0; 
elseif X_meanC1 > 1 
    X_meanC1 = 1; 
end 
 
if X_meanA3 < 0 



 
 

 

 

62 
 
 

 

 

    X_meanA3 = 0; 
elseif X_meanA3 > 1 
    X_meanA3 = 1; 
end 
 
if X_meanB3 < 0 
    X_meanB3 = 0; 
elseif X_meanB3 > 1 
    X_meanB3 = 1; 
end 
 
if X_meanC3 < 0 
    X_meanC3 = 0; 
elseif X_meanC3 > 1 
    X_meanC3 = 1; 
end 
 
X_meanA1 
X_meanB1 
X_meanC1 
X_meanA3 
X_meanB3 
X_meanC3 
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Appendix C – Safety Sheet 
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