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Abstract

Enzymes are natures catalysts that increase the rate of a chemical reaction. The
increased rate of a reaction is required to be able to sustain life. Despite the
huge impact of enzymes, they are not perfect catalysts. Enzyme and protein
engineering is the discipline in which proteins are characterized and engineered to
have improved inherent properties. Interesting properties of an enzyme to improve
include stability and activity. The aim of this work is to understand how proteins
and enzymes function and use a variety of different protein engineering techniques
to enhance the properties of different proteins. In this work proteins and enzymes
are engineered to increase our knowledge of the target proteins for downstream
biomedical applications. A mix between rational and semi-rational engineering
is applied in this work. In paper I and paper II, the method used is ancestral
sequence reconstruction. A method that utilizes the evolutionary relationship
between homologous sequences. In paper I the method was applied to a terpene
cyclase, which cyclizes a precursor terpene into potential interesting drug leads.
The result was a hyperstable enzyme variant. In paper II the technique was applied
to the SARS-CoV-2 Spike protein. The protein is responsible for the virus SARS-
CoV-2 to enter human cells. The work yielded a stable spike protein that readily
expresses and can be utilized as a vaccine lead. In paper III, the aim was to
understand human oxidosqualene cyclase (hOSC). A terpene cyclase essential in
cholesterol synthesis. The enzyme hOSC was rationally engineered to change the
driving force of the reaction. Through targeted mutations the reaction changed
from entropy driven to enthalpy driven. Finally, in paper IV, a rationally engineered
PETase, which is capable of degrading PET polymers into monomers, was proven
to be active in human serum and verifies the proof-of-concept of degrading plastic
in human blood. To summarize, the results in this thesis show the applicability
of different enzyme engineering techniques to stabilize or change the function of
proteins and the potential of engineered proteins in medical applications.

Keywords
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Sammanfattning
Enzymer är naturens katalysatorer vilka höjer hastigheten av kemiska reaktioner.
En ökad hastighet av en reaktion är nödvändig för att upprätth̊alla liv. Trots
enzymers och proteiners stora p̊averkan p̊a reaktionshastigheter s̊a är de inte per-
fekta katalysatorer. Enzym- och proteindesign är en vetenskap där enzymer och
proteiner karaktäriseras och designas för att förbättra vissa egenskaper hos dem.
Egenskaper hos enzymer s̊a som stabilitet och aktivitet är intressanta att förbättra.
Syftet med det här arbetet är att först̊a hur proteiner och enzymer fungerar,
samt deras egenskaper för olika applikationer i ett senare skede, exempelvis inom
biomedicin. En blandning av rationell och semi-rationell enzym- och proteindesign
används i det här arbetet. I artikel I och II används metoden ancestral sekven-
srekonstruering. Metoden nyttjar de evolutionära sambanden mellan homologa
sekvenser. I artikel I användes metoden p̊a ett terpencyklas, ett enzym som ska-
par ringstrukturer hos en terpenföreg̊angare, vilket resulterar i molekyler som kan
vara intressanta för användning i läkemedel. Resultatet blev en hyperstabil enzym-
variant. I artikel II användes metoden p̊a SARS-CoV-2 Spike protein. Proteinet
är ansvarigt för att viruset SARS-CoV-2 kan ta sig in i mänskliga celler. Arbetet
resulterade i ett stabilt spike protein som lätt uttrycks med potentiell användning
i vaccintillverkning. I artikel III var syftet att först̊a humant oxidoskvalencyklas
(hOSC). hOSC är ett terpencyklas som är nödvändig i syntesen av kolesterol.
Enzymet designades för att ändra den drivande kraften hos reaktionen. Genom
riktade mutationer ändrades reaktionen fr̊an att vara entropidriven till att vara
entalpidriven. Slutligen, i artikel IV visades hur ett designat PETase, som bryter
ned PET polymerer till monomerer, är aktivt i mänskligt serum och bekräftar att
nedbrytning av plast i mänskligt blod är möjligt. Sammanfattningsvis, resultaten
i den här avhandlingen visar hur olika enzymdesignstekniker kan appliceras för
att stabilisera eller ändra funktioner hos proteiner och potentialen av designade
enzymer i medicinska applikationer.

Nyckelord
Proteinteknik, Förfäders sekvensrekonstruktion, Terpencyklas
SARS-CoV-2, Spike protein, PET, PETas, rationell proteinteknik



Popular Scientific summary

Proteins are essential because they ensure that reactions and interactions happen
at rate that can sustain life. Interactions include receptor binding, and trans-
port of chemicals throughout a cell. Chemical reactions include synthesis of new
molecules, providing energy for certain processes and many more. A reaction can
take years to occur in nature uncatalyzed. However, enzymes catalyze a chemical
reaction so that it becomes viable to sustain life. Enzymes lower the energy barrier
which needs to be overcome for a reaction to occur. While enzymes ensure that
life can occur, they are no perfect catalysts. Enzymes, and proteins in general,
evolved through time to perform a specific task. However, the selection pressure
applied by evolution only requires a protein to be fit enough to survive. To utilize
proteins for industrial or pharmaceutical applications, the natural enzyme often
does not comply with the needs. Proteins can then be improved with protein en-
gineering. In this work, two approaches are used to enhance proteins. The first is
rational engineering. In rational engineering a mutation is introduced in a protein
based on the structure. The second approach is semi-rational engineering in the
form of ancestral sequence reconstruction (ASR). ASR is a technique that uses
the evolutionary relationship between homologous sequences to create a putative
ancestral variant of the enzyme of choice. It is a technique that utilizes evolution
and the divergence between proteins through time. At every position in an enzyme
there are 20 different amino acid possibilities. ASR assesses which amino acid is
most likely to have existed in the sequence of a common ancestor. Ancestral se-
quences are interesting proteins because they often display a higher stability and
promiscuity than the extant variant. It sometimes is attributed to warmer plane-
tary temperatures during early stages of life, where enzymes were required to be
stable at increased temperatures. Another explanation is that enzymes evolved
into many different variants, to be able to do so, ancestral sequences must be able
to accept many mutations. Stable enzymes can accept more mutations and thus
ancestral sequences would be more stable.

In this work, in paper I, ASR was used on a terpene cyclase to create a hyper stable
variant. The enzyme of choice was an ent-copalyl synthase, PtmT2. This particu-
lar enzyme is inherent to Streptomyces platensis and cyclizes a precursor molecule
of two antibacterial molecules, Platencin (PTN) and Platensimycin (PTM). The
ancestral PtmT2 displays an increase in thermostability of 40°C, from 45°C to
85°C. Through simulations it was determined that part of the increased stability
in the enzyme was due to a loop. When the stabilizing Proline mutation in the
loop was removed, the enzyme lost 2.7-fold activity and activity at higher temper-
atures. The ancestral enzyme was useful to provide structural information on the
extant enzyme. In paper II ASR was applied on a viral protein, the spike protein
of SARS-CoV-2, which is responsible for cell infection through interactions with
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receptors on human cells. The need for a vaccine against SARS-CoV-2 was ex-
tremely high at the start of the pandemic, however, the spike protein was unstable
and difficult to express. To create a stable spike protein, it was subjected to ASR.
The ancestral spike protein was highly stable compared to the extant spike pro-
tein and expressed in high yields. Additionally, the ancestral spike protein evokes
an immune response. Similarly, the ancestral protein binds to antibodies raised
against the extant SARS-CoV-2 spike protein. ASR provided a quick avenue to
create potential vaccine leads to combat a future pandemic.

In paper III, the aim was to understand what drives the reaction in a terpene
cyclase, human oxidosqualene cyclase (hOSC). We demonstrated that the water
molecules in the enzyme are responsible for the positive entropy term. When a
tunnel into the active site was closed through targeted mutations, the driving force
was altered from entropy to enthalpy. An enhanced variant of hOSC could be cre-
ated via a computational method that yielded an enzyme 10-fold more active for
its natural reaction. Additionally, this method was able to use tunnel mutations to
create a more active cold-adapted enzyme. In summary, the approach to look at
tunnels and introduce mutations based on tunnels proved an efficient way to alter
the driving force of a reaction. It proves the importance of out-of-active site mu-
tations and potential of rational engineering of enzymes. In paper IV, a rationally
engineered plastic degrading enzyme, PETase, was tested for its potential to de-
grade plastic in human serum. Recently, microplastics were found in humans, and
more specifically in bodily fluids such as blood. The danger of microplastic is not
known, however, correlations are found between plastic and harmful consequences.
Therefore, an attempt to degrade microplastics to monomers in blood would be
favorable since the monomers are less toxic and can get excreted. PETase is shown
to be active at 37°C and able to depolymerize PET in human serum. This work
is a proof-of-concept for the applicability of plastic degrading enzymes to be used
in blood. Even though more work is required to be implemented as a treatment,
it provides a first step towards achieving a solution.

To summarize, the work in this thesis uses different methods to engineer proteins.
ASR is shown to be a useful tool to create stable proteins. An unprecedented
increase in terpene cyclases was achieved through ASR. Similarly, a stable spike
protein was generated that can be used as a potential vaccine lead. We show
that rational engineering of enzymes holds great promise in understanding and
altering the drivers of a reaction. Through tunnel mutation, the driving force was
changed from entropy to enthalpy for a terpene cyclase. Lastly, a proof-of-concept
is shown of how a rationally engineered PETase can be used as a potential solution
for microplastic in blood. The results show that protein engineering is a promising
tool to increase the fundamental understanding of proteins. Additionally, the
advantages of ASR and rational engineering are shown for multiple applications.
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Chapter 1

Introduction

1.1 Proteins and Enzymes
Proteins are the essential cornerstone of life. They are responsible for all important
processes in vivo, from sending signals to your brain, to processing food for nutri-
ents such as energy and essential amino acids. The importance of proteins cannot
be understated. A protein is a chain of amino acids which interact together to be
functional. The proteins are encoded in an individual’s DNA. The DNA contains
the information which is translated to amino acids and then synthesized in the
form of a protein. Proteins can have extensive impact on the world. For example
the protein that is responsible for the Covid-19 virus binding to human cells caused
a significant disruption in global daily lives.

There is a subclass of proteins called enzymes, which catalyze chemical reaction.
Enzymes provide an improved environment for a substrate, the starting molecule,
to be converted into a product. Nearly all biological chemical processes are cat-
alyzed by enzymes since without enzymes the chemical reactions would not be
fast enough to sustain life. Additionally, the ability of enzymes to catalyze a wide
variety of reactions make them interesting catalysts for complex reactions and in-
dustrial processes. For instance, washing powder is filled with enzymes to break
down stains in clothing caused by, for instance, fat. Another use of enzymes is the
production of alcohol and many more applications exist.

One of the first enzymes to have been discovered is native to yeast. Louis Pasteur
demonstrated the ability of yeast to transform sugar into alcohol. However, the in-
volvement of enzymes was not yet understood and it was thought to be limited to
living yeast. Over the years, fermentation was further studied until Eduard Buch-
ner discovered the ability of yeast extract to catalyze the same reaction. With this
discovery, the field of enzymology began. Buchner was rewarded the Nobel Prize
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CHAPTER 1. INTRODUCTION

in Chemistry for this discovery in 1907 and sparked an interest among chemists in
the topic [1]. The presence of enzymes was not undisputed until the 1920s when
James B. Sumner showed the enzyme Urease in its pure and crystallized form [2].
James B. Sumner was awarded the Nobel Prize in Chemistry in 1946. Another
main discovery in the field of enzymology is the crystallization of enzymes and
proteins. The crystallized enzymes could be analyzed with X-ray diffraction to
reveal the structure of the enzyme. It opened up the field of structural biology.

After the verification of enzymes, a plethora of enzyme classes were being identi-
fied and classified in rapid succession with a non-navigable situation and arbitrary
nomenclature as result. One of the most famous examples of such an enzyme is
the NADPH dehydrogenase, which upon discovery was named Old Yellow enzyme
[3].

Due to the chaos caused by the arbitrary name giving, the international union
of biochemistry and molecular biology implemented a classification system merely
based on function, enzyme commission (EC) numbers. Enzymes are subdivided
into seven classes; EC 1, Oxidoreductases, EC 2, Transferases, EC 3 Hydrolases,
EC 4 Lyases, EC 5 Isomerases, EC 6 Ligases and EC 7 Translocases. These classes
can be used to describe any enzyme reaction. An enzyme is always indicated by
a 4 digit number. The first number indicates one of the seven classes, then every
number further specifies the reaction the enzyme catalyzes. For instance, EC 5 is
an Isomerase, EC 5.5 an Intramolecular Lyase etc.

Usually for complex molecules to be formed, cells require a combination of enzymes
to reach the desired end-product. Such a combination is called a pathway. In
a pathway, the product of one enzyme is the substrate of the next and a chain
reaction is set in motion. However, not all enzymes work at the same speed. Some
catalyze a reaction within milliseconds whereas others require minutes. Therefore,
in a pathway it might be that an enzyme is the rate limiting step. The rate limiting
step determines the rate at which substrate is converted into the final product.
Multiple factors play a part in the catalytic capabilities of an enzyme, such as
enzyme stability and reaction conditions.

1.2 Protein Structure and Stability
A key feature to determine protein fitness is protein stability. Proteins are re-
quired to function at relevant temperatures. For instance, in mammals the core
temperature is 37°C. Ideally the enzymes present in vivo perform optimal at body
temperature. Protein stability and effectiveness is largely determined by a protein’s
structure.

2



1.2. PROTEIN STRUCTURE AND STABILITY

1.2.1 Protein Structure
Protein structure is determined by the amino acid sequence encoded in DNA.
There are 20 unique amino acids that make up all proteins. Each amino acid con-
tains different properties, positive or negative charge, polar or non-polar, acidic or
basic, aromatic rings or not. The sequence of amino acids is called the primary
structure of a protein. The interaction of the amino acids with each other lead to
specific recognizable structures. The alpha-helix, beta-sheet and hairpin are ex-
amples of these structures. The resulting local structures are called the secondary
structure of a protein. The tertiary structure is determined by the interactions of
all parts of the protein with itself which results in a complex interplay of repelling
and attracting forces. The forces acting within a protein lead to a specific fold
of the protein. If different proteins interact with each other to form a complex,
it is defined as the quaternary structure. Some proteins require the quaternary
structure with other proteins to function, or form a complex with another copy of
itself to turn into an active protein.

Figure 1.1: Different levels of protein organization.

The synthesis of a protein starts with DNA. DNA is transcribed into mRNA. The
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CHAPTER 1. INTRODUCTION

mRNA, messenger RNA, encodes for the protein. In eukaryotes the mRNA is able
to leave the cell nucleus and enter the ribosome. The ribosome is able to translate
the mRNA codons into amino acids and link the subsequent amino acids coming
in. Codons consist of three nucleotides that encode for amino acids. There are
64 possible combinations that encode 20 amino acids and three stop codons. The
protein synthesis starts with a methionine at the N-terminus and ends with the C-
terminus. This is because new amino acids are added at the free carboxylic group
of an amino acid and thus the protein ends with a carboxylic group, hence the
C-terminus. The N-terminus usually contains the signaling peptide, which directs
the protein to the correct destination in the cell.

1.2.2 Protein Folding
While a protein chain is exiting the ribosome, it starts to fold into the correct struc-
ture. This is caused by the interactions of amino acids with one another. The
dominating contributors to proteins folding are the hydrophobic effect, hydrogen
bonding, electrostatic interactions and Van der Waals interactions[4]. A protein
in folded state has a 10-15 kcal mol-1 lower free energy than the unfolded pro-
tein[5][6]. Thus, the protein is highly favored to be folded. Hydrophobic residues
always try to avoid water, such as micelles, having the hydrophobic tails of a lipid
turned inside to create a hydrophobic center, with hydrophilic heads of the lipid
on the surface. Proteins do something similar by creating a tightly packed inner
surface. Proteins are twice as packed compared to water in the same area, and
resemble a solid more so than a liquid [7]. Similarly, the Van der Waals interac-
tion energy of a -CH2- bond is -3.1 kcal mol-1 in the protein interior compared
to -1.8 kcal mol-1 in water[8]. Thus, the hydrophobic packing is a large driver of
protein folding. The negative free energy can be explained by entropy of the water
molecules. Entropy can be explained by the number of possible states. When a
protein is unfolded, water molecules form a hydration shell around the protein [9].
This reduces the number of states the water molecules can be in and in doing
so, the entropy gets decreased. When a protein folds, and the hydrophobic core
shields hydrophobic residues from the outside, the water remains free in solution
and thus increases entropy. Entropy of water is therefore, a major driving force of
forming the hydrophobic center[10].

Energetic contributions

Another essential contributor of protein folding is hydrogen bonds. Hydrogen
bonds are electrostatic forces of attraction between a donor and acceptor atom.
These are polar interactions and can occur between a partial negatively charged
O, N, F, and partial positively charged H bound to one of those molecules. Not
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1.2. PROTEIN STRUCTURE AND STABILITY

only hydrophobic residues are located in the protein interior, in fact, 65% of polar
residues are located in the interior[8]. The result is that these residues are able
and prefer to engage in hydrogen bonds. The energetic contributions a hydrogen
bond adds to protein stability is maximum around 2 kcal mol-1[11]. Such a large
impact means that a single hydrogen bond can influence the entire dynamic of a
protein and a loss of a hydrogen bond can destabilize it. Lesser impactful hydrogen
bonds are also found with very low energy contributions, 0.2 kcal mol-1, which are
still stabilizing mutations for instance in hairpins[11]. The hydrogen bonds thus
contribute a significant part to the protein folding process and the protein stability.

Other essential contributor to protein folding are disulfide bonds. A bond between
two sulfurs can increase stability in a protein immensely. Contributions of up to 5
kcal mol-1 have been shown to be caused by S-S bonds [12]. Another contribu-
tor are charge-charge interactions, which is the electrostatic interactions between
atoms. Some estimations put the contribution in an entire protein of charge-
charge interactions at 10 kcal mol-1. Salt bridges are also a contributor, they are
interactions when charged residues are within 5Å. The contributions are small at
1 kcal mol-1 to stability. However, in the protein interior this can increase to 4kcal
mol-1[8]. The change between interior and exterior of the protein is caused by the
presence of water molecules and hydrophobic packing in the protein[13].

There are many forces that promote protein folding. However, there are also forces
that destabilize proteins. Namely, conformational entropy. In the folded state, the
freedom of amino acids are limited due to the bond restriction imposed. The
entropic cost of folding an amino acid in a protein is roughly between 2.4 and 3.7
kcal mol-1[14].

All the aforementioned contributions lead to the spontaneous folding of a pro-
tein. However, this is not always the case. In 30% of the proteins a cofactor is
required to help and achieve the correct fold [15]. One type of cofactor is proteins
called chaperones. The chaperones aid protein folding by promoting interactions
at important locations in the protein or they aid by avoiding aggregation of the
protein before certain folds can be initiated [16]. Another type of cofactor are
metal ions. Metal ions are often essential in the final protein structure and in
enzymes for activity. Metals such as zinc, magnesium, copper and calcium are
amongst the most common metals in proteins, however, metal ions such as iron
and manganese are also essential in some classes of proteins, such as transferases,
hydrolases et cetera. The metal ions bind to the folding intermediates to ensure
stabilization of the semi-folded protein enabling the folding process to advance[15].

After folding, a protein can be modified further via post-translational modifications
(PTM). Some examples of PTMs are carboxylation, hydroxylation, amidation and
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sulfation. However, also disulfide bond formation and proteolytic processing are
considered PTMs. Another highly important PTM is glycosylation[17]. Glycosy-
lation is a modification that is highly interesting to the pharmaceutical industry
because it has major implications on protein function. Glycosylation is the pro-
cess where an oligosaccharide (glycan) is linked via a nitrogen or an oxygen to a
protein. The N-linkage happens via the amide nitrogen in asparagine side-chain.
The O-linkage occurs in either serine or threonine side-chains. Glycosylation of a
protein is essential for function, since it makes sure the immune system can rec-
ognize something as foreign or self, but also it is essential in receptor binding and
protein sorting [18]. Another PTM, proteolysis describes processes where parts
of a protein require to be cleaved before they can become active. Some proteins
might require flexibility in some parts of the protein but cannot fold correctly with
a linker cleavage site. After full synthesis of a protein, an enzyme hydrolyses at
the indicated locations and activates the protein[19].

1.2.3 Protein Unfolding
Fully functional proteins will unfold in unfavorable conditions for the protein. Pro-
teins are usually only assessed based on their function as folded structures, while
the unfolded state is seen as a chaotic and completely random state. It would be
more realistic scenario to take into account what caused the protein to denature.
The cause of unfolding influences the ability of a protein to refold. As explained
in 1.2.1:, proteins fold due to an energetically favorable circumstance. The bal-
ance between entropy and enthalpy ensure the properly folded protein, however,
tweaking with these values changes the status quo. While entropy governs the for-
mation of the hydrophobic interior of a protein, an increased temperature causes
a protein to lose this stimulant because other forces become more dominant. This
is in large part due to the change of enthalpy in the protein at high temperatures.
The hydrophobic interactions are no longer favorable which causes the protein to
unfold[20]. There are some proteins that undergo cold denaturation. However,
these are few and these processes occur usually below 0°C.

Thermal denaturation is the most common technique applied to unfold proteins.
Through thermal denaturation the melting point of the protein can be deter-
mined. Upon unfolding of a protein, the hydration state of tryptophan amino
acids changes. A change in hydration state of tryptophans is observable by nan-
oDSF as a change in the ratio of fluorescence (350nm/330nm)[21]. Another
technique based on the same principle is Differential Scanning Fluorimetry (DSF).
DSF utilizes a hydrophobic fluorescent dye which binds to hydrophobic parts of the
protein being exposed to the outside environment upon unfolding. By measuring
the fluorescence of the sample, the unfolding of the protein can be monitored.
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A second reason proteins lose stability is due to the chemicals surrounding the
protein. The pH has a large impact on the amount of hydrogen bonds being
formed due to a difference in protonation state of amino acids. Unfolding of the
protein is not similar between all different unfolding methods. Whereas thermal
degradation completely unfolds the protein[22] and promotes formation of aggre-
gates, denaturation with pH leads to intermediary states. A change in pH leads
to structure relaxation and loss of some structured elements. [22].

Two of the most influential chemicals in protein science are urea and guanidine
hydrochloride (GdnHCl). At 8M of these molecules, a protein is nearly guaranteed
to be unfolded. Urea is a small molecule that attacks hydrogen bonds of the
backbone of the proteins and destabilizes the protein. As a result, the protein
does not have the favorable energetic balance to remain folded and thus unfolds
[23]. For GdnHCl it is a little less clear what the exact unfolding mechanism is.
However, with molecular dynamics simulations it appears that GdnHCl weakens
the hydrophobic interactions in the protein core [24]. Both molecules target differ-
ent interaction that stabilize a protein, thus the unfolding mechanism is different.
Therefore, proteins which are more reliant on hydrogen bonding will be destabi-
lized faster under urea conditions compared to GdnHCl and vice versa for proteins
that rely on the hydrophobic packing.

Other techniques used for unfolding proteins is based on physical force such as
pressure. When a strong pressure is applied on a protein, the volume and thus
space in the protein interior is reduced. This destabilizes the protein. The formula
W = p∆V describes what happens. Since the volume decreases, work done is
negative, meaning that the folded state is no longer favorable compared to the
unfolded state. Typically, around a pressure of 1-3 kbar this phenomenon occurs
[23]. Another example of unfolding proteins by force, is by the use of optical
tweezers or atomic force microscopy. When a force is exerted on a protein, weaker
bonds will cave. Therefore the protein will partially unfold when a small force
is exerted. It allows to observe the unfolding process step-wise and similarly the
folding process.

The different unfolding mechanisms yield different protein states. Since most
techniques work on a different stabilizing factors, certain parts of a protein unfold
faster. When analyzing a protein, these factors must be taken into account and
evaluated depending on the requirements and desired knowledge obtained from
the experiments.
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Disordered proteins

Despite clear benefits for proteins to be in a fixed conformations, there are also
disadvantages. Ordered, folded proteins are usually not flexible and only able to
do one task. There are exceptions of ordered proteins that can undergo con-
formational changes and perform multiple tasks, however, this is not a uniform
trait of ordered proteins. Intrinsically disordered proteins (IDP) is a subclass of
proteins that do not have a defined structure[25]. Usually IDPs interact with
macromolecules which, upon binding, might make the IDPs obtain an ordered
structure. The advantages of a disordered protein is that it has a higher surface
area and are more capable of interacting with things surrounding the protein. An-
other purpose of IDPs is binding a large variety of target molecules due to several
binding motifs in the disordered domains. IDPs have been especially noted to be
important for cell signaling[26]. Due to the nature of IDPs having multiple binding
domains, they make for great tools to detect molecules around.

Not all IDPs are fully disordered. Most proteins that fall into this class have
disordered domains [27]. These domains, besides the aforementioned purposes,
can be important for enzyme catalysis (Section 1.3.1).

1.3 Protein Function
The function of proteins are incredibly diverse. They are involved in almost every
task in cellular life. It varies between inter-cellular communication, cell structure
to catalyzing reactions to form new products. Proteins that catalyze reactions are
called enzymes.

1.3.1 Enzyme Catalysis
Enzymes are natures catalysts that enhance the catalytic rate of a biochemical
reaction. Enzymes are highly selective for accepted substrates. The specificity of
the enzyme is based upon its amino acids. Depending on the enzymes amino acids
on the surface it is either hydrophilic or hydrophobic. Similarly, this effect also
influences the enzymes active site. The active site is the location in the enzyme
where the reaction occurs. Due to the hydrophilic properties in the active site, a
substrate which can bind the enzyme is already selected by its hydrophilic proper-
ties. Additionally, the enzyme has an active site which is specifically tailored for a
substrate. Due to the specific active site, enzymes are able to accurately distin-
guish between the substrate and/or the product and their respective stereoisomers.
Additionally, the active side aids in the chemoselectivity of a reaction[28][29]. Not
all enzymes accept merely one unique substrate. Some enzymes are known to be
promiscuous. An enzyme which can accept multiple substrates and has a generic
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function is more adaptable to changing surroundings. Evolutionary this is desirable
because it opens up new avenues of activity from a single starting point (section
3.1)[30][31].

Lock and Key vs dynamic structure

Initially enzymes were described as a lock and key model, where the enzyme was
the lock and would only open and catalyze the reaction if the right key came
along. Essentially, the model treats an enzyme as a rigid object. In 1894 this
theory was postulated by Emil Fischer [32]. The enzyme and substrate would have
geometric shapes which perfectly fit together. However, essential properties of
enzyme catalysis are not described by this hypothesis. During a reaction catalyzed
by an enzyme, the transition state of a reaction is stabilized. If an enzyme would
have been like a solid ’lock’, it would have been incapable of stabilizing a transition
state. Nowadays, it is widely agreed upon that this hypothesis is not accurate.
In 1958 Daniel Koshland postulated the now widely accepted hypothesis of the
induced fit model [33]. It stipulates that the enzyme changes conformation when
a substrate is bound. Due to the charges carried by the substrate, the enzyme
interacts and changes its structure ever so slightly. The active site residues will fit
and move to perfectly encapsulate the substrate to promote catalysis. Due to the
substrate having to be bound, and quite often enter the enzyme to access a buried
active site, the interactions with the enzymes accurately select for the substrate.
Any deviations from the required favorable interactions will prevent the substrate
of entering the enzyme [34].

Protein Dynamics

Proteins are not rigid structures. If a protein would be rigid, it would limit the
number of tasks it could perform. A famous example of a dynamic protein is ki-
nesin. It is a motor protein that ’walks’ over a microtubule transporting molecules
through the cell[35]. As described in section 1.2, many of the interactions that
stabilize proteins are based upon non-covalent interactions. Interactions such as
electrostatic or hydrogen bonds can be broken and reformed. The flexibility of
these bonds enables the conformational flexibility required for catalysis.

Catalysis and active sites are well preserved features. Biological systems are in a
well-balanced equilibrium where the status quo of important molecules and ma-
chineries needs to be maintained. One way that an enzyme can be activated is
by binding a ligand. Allosteric regulation of a protein dictates if and when a pro-
tein functions by binding a ligand in an allosteric site distant from the active site.
Conformational changes induced by the ligand alter the protein structure which
opens up the active site. Proteins can be regulated in this manner, by binding a
molecule which is a signal that the protein is required to be active. The activated
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enzyme facilitates catalysis or binding of the substrate to occur [36]. The exact
function of how two distant sites communicate in a protein is subject to a lot of
research. However, there is no distinct conclusion yet. Nonetheless, there has been
multiple papers that highlight that the changes are caused by a dynamic change
in the entire protein structure that enable alterations at distal sites [37][38][39][40].

Protein flexibility can be as small as side chain rotations or as big as flexible
domains. One of the most prominent flexible parts of a protein are surface ex-
posed loops. Loops are often exposed to the surface and as such encounter a
variety of environments. The entire loop varies between different conformations
and can be important for activity by closing the active site [41][42]. The loops
involved in catalysis are disordered domains that are in an ’open’ conformation
during substrate binding. When the substrate is bound, the loop closes and sta-
bilizes the substrate for catalysis to occur. In terpene cyclases it is known that
loops are essential in capping the active site (section 4.1.2). The movement of a
loop is promoted via metal binding and diphosphate complexation [43]. A loop
that is not in the open conformation can interfere with the formation of an active
enzyme-substrate complex. Therefore, the so-called ’loop-out’ conformation may
be essential for activity [43].

Some large proteins consist of multiple domains that are connected. Usually, these
domains are connected via linkers, which are stretches of disordered amino acids
that ensure the two domains are connected. However, linkers have other functions
as well. Other functions include but are not limited to, modulation of inter-domain
and protein-protein interactions, maintaining structural integrity and movements
of domains as hinges [44]. Hinges are a part of a protein which causes domains
of a protein to undergo a substantial structural alteration where they are rotated
relative to the rest of the protein. A hinge usually consists of a disordered section
of a protein such as loops or linkers. In the flexible parts of a protein there is
usually a high flexibility in the peptide backbone. In some proteins the open and
closed state of the hinge is directly influenced by the surrounding, such as metal
ions or pH [45][44].

Another component in proteins that can aid protein flexibility is cleavable linkers.
Cleavable linkers are domains in proteins that will be cleaved after protein synthesis
and the protein has obtained its structure. Cleavages of such a linker can make a
protein more flexible.

Entropy and Enthalpy in catalysis

A prerequisite for any reaction to occur spontaneously is that the end product must
be more energetically favorable than the starting conditions. What describes the
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favorability of a reaction is described by the Gibbs free energy (∆G). The Gibbs free
energy describes the amount of work a system can do on its surroundings. If the
Gibbs free energy is negative, the system has performed work on its surroundings
and thus is a favorable reaction. In the case of enzymes, energy is released in the
catalysis of a reaction. If the ∆G is positive, then work has to be put into the
system for the reaction to occur. The Gibbs free energy is a combination of two
terms, the change in enthalpy (∆H) and entropy (∆S) of the system.

∆G = ∆H − T∆S

Enthalpy describes the internal energy of a system plus the pressure multiplied by
the volume of the components; H = U + pV . U describes the internal energy,
p is pressure and V is the volume of the system. Enthalpy can not be mea-
sured directly, and often is measured as a change in enthalpy between starting and
end conditions. It describes the amount of energy transferred in or out of a system.

The other term of the Gibbs free energy is entropy. Entropy is often described
as the disorder of a system. Entropy describes the tendency of a system to be
in the most chaotic or disordered state possible, because the number of possi-
ble configurations of its components is highest in this state. As an example, gas
molecules in a chamber spread equally throughout the room, while one possible
configuration would be for it all to be in a single corner. However, the corner
configuration would limit the movement and possible states of the gas molecules,
whereas molecules spread out over the entire room can use all the space and as
such have higher degrees of freedom. Entropy causes some of the reactions to be
irreversible, because in any reaction the total entropy of the system must be zero
or increase as stipulated by the second law of thermodynamics. Entropy can be
described as S = kb · ln Ω. Where kb is the Boltzmann constant, and Ω is the
number of possible microstates of a system.

For any chemical reaction to occur favorably, either the enthalpy, the entropy or
both need to be favorable so that the total Gibbs free energy is negative. However,
this is insufficient to describe the reaction rates of reactions. Some reactions occur
in milliseconds whereas others need years. In 1935 the transition state theory was
proposed by Henry Eyring [46]. It proposes the presence of a transition state. It
is a state between substrate and product that requires energy to be formed. The
energetic barrier to get to the transition state is the Gibbs energy of activation
∆G‡. Similarly the Gibbs energy of activation relates to the enthalpy and entropy
of activation;

∆G‡ = ∆H‡ − T∆S‡

The theory states that the energy barrier created to reach the transition state,
indicates what the rate of a reaction will be. If the energy barrier is higher, the
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slower the reaction would be. At the transition state, the complex between sub-
strate and catalyst involved is in equilibrium. Meaning that the complex is in
balance between substrate and transition state, and thus no immediate change
is required A + B ⇀↽ [AB]‡ → P . The last statement of the theory is that
the substrate-complex can be converted into products [46]. The influence that
enzymes have on these reaction mechanisms is lowering the ∆G‡. An enzyme’s
active site is designed so that the energy difference between the substrate and
transition state is lowered significantly. The induced fit model describes the active
site being shaped around the substrate to enhance interactions and is the general
accepted theory as to how enzymes function.

An enzyme has essentially three ways of lowering the energy of activation[47].
The first is by stabilizing the transition state. If the active site is designed as such
that the transition state is stable and has a lowered energy cost to maintain, it
is easier for substrates to transition into this state and then transition into the
product. Secondly, an enzyme could disturb the ground state of the substrate. If
a substrate would be destabilized in the active site after binding, it is more prone
to transition into the product[48]. Lastly, an enzyme could provide, via its side
chains, alternative reaction mechanisms, for instance, by covalently binding to a
substrate. This intermediary transition state will have a lower energy barrier than
the original transition state.

Figure 1.2: Energy landscape of an uncatalyzed reaction (orange) versus an
enzyme catalyzed reaction (blue). Energy barriers for the formation of ES and
dissociation of EP to E + P are not shown for clarity.
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1.3.2 Enzyme Kinetics
Enzyme kinetics describes a catalyzed reaction and the corresponding reaction
rates. Analyzing the reaction rate opens up a new avenue to describe and under-
stand enzymes. The knowledge of enzyme kinetics is essential for understanding
pathways and potential bottlenecks. In all pathways there are enzymes that work
at a slower rate than other enzymes in the same pathway. If the bottleneck en-
zyme can be altered, or the conditions for the enzyme can be improved, the entire
pathway can be fastened. This is of course interesting in industrial settings such
as ethanol production et cetera.

An enzyme (E) catalyzes the reaction first by binding to a substrate (S). The
bound state of an enzyme to the substrate (ES) is then in the prime position
for the substrate to be converted. As described in the previous section, one of
the ways an enzyme promotes catalysis by promoting the transition state. The
transition state (ES‡) is then transformed further into an enzyme-product (EP )
complex. The product (P ) dissociates so that the enzyme and product are left.

E + S ⇀↽ ES ⇀↽ ES‡ ⇀↽ EP ⇀↽ E + P

In reality a reaction can be more complex with multiple transition states. This is
initiated by a cascade of reactions that are induced by the initial step from ES to
ES‡. Similarly, when a protein utilizes multiple substrates the step from enzyme
to the enzyme substrate complex might entail multiple intermediates.

As mentioned before, the catalysis is dependent on the reduction of the ∆G‡. An
enzyme does not alter the overall energy favorability or overall ∆G of the reaction.
There are, however, other factors that determine the efficiency of an enzyme. An
enzyme is subject to saturation kinetics. Reactions require time to occur, thus
there is a maximum turn-over rate of an enzyme per time kcat. If there is a surplus
of substrate compared to the number of enzymes, the maximum velocity of the
reaction Vmax is reached. The Vmax = kcat[E] is determined by the turnover rate
multiplied by the enzyme concentration. If there is no surplus, the enzyme follows
saturation kinetics. The rate at which an enzyme converts substrate is described
by v0.

Michaelis-Menten

The Michaelis-Menten equation accurately describes most of the enzyme kinetics
and saturation. If an enzyme is considered that does not have multiple binding
events or intermediary states. The kinetics can be represented as

E + S
kon⇀↽
koff

ES
kcat−−→ E + P
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The Michaelis-Menten equation describes how the rate of an enzyme relates to the
substrate concentration. The most commonly used derivation of the Michaelis-
Menten equation is by Briggs-Haldane. They made the assumption that the num-
ber of enzyme-substrate complexes remains constant. This assumption can be
made because the Michaelis-Menten looks at the initial rate. The formula then
describing the Michaelis-Menten equation is as follows:

v0 = Vmax[S]
KM + [S]

The initial reaction rate of an enzymatic reaction v0 describes the relationship
between the maximum reaction rate Vmax and substrate concentration [S]. KM

is the value which describes the substrate concentration at which v0 is half of
Vmax.

KM = koff + kcat

kon

KM describes the affinity for an enzyme to bind to its substrate. The lower the
value of KM , the higher the affinity of an enzyme to bind to the substrate and
vice versa. The expression of KM follows from the Briggs-Haldane assumption of
constant ES complex. From these formulas, the catalytic efficiency of an enzyme
can be extrapolated. If the [S] is a lot smaller than the KM , the formula for v0
can be written as

v0 = kcat

KM
[E][S]

The kcat

KM
describes the efficiency of an enzyme converting substrate into product

in M-1 s-1. If an enzyme is highly efficient, an enzyme reaches around the range of
1010 M-1 s-1. The enzymes are so called perfect enzymes, and are only limited by
diffusion of the substrate [49]. However, the average enzyme has a kcat

KM
of 105 [50].

Not all proteins obey Michaelis-Menten kinetics. Cooperative and allosteric reg-
ulated enzymes are enzymes that are subject to non-Michaelis-Menten kinetics.
This is caused by substrate binding to enzymes in a step-wise fashion. The first
substrate enables the binding of a second substrate after which catalysis can oc-
cur. The reaction rate is affected because there is an inherent delay when two
substrates are required for activity. However, there can also be acceleration of a
reaction. An initial substrate binding might accelerate binding of a second sub-
strate. This is described as the cooperativity of an enzyme. The cooperativity is
described by the Hill equation. The Hill equation makes use of the Hill coefficient
which describes if consecutive binding is beneficial or negative for activity.

v0 = Vmax[S]n

Kn
M + [S]n
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Figure 1.3: Michaelis-Menten kinetic plot. The parameters in the plot are
highlighted, Km, kcat / Km, and vmax.

In the Hill equation, the hill coefficient n, determines the change in v0. A hill
coefficient of 1, is the normal Michaelis-Menten equation. If the coefficient < 1
then there is negative cooperativity and if it is > 1 there is positive cooperativity.
Enzymes can display different kinetics from a simplified Michaelis-Menten equation
by either activation or inhibition. Molecules can bind to an enzyme and either
occupy the active site disabling substrates to bind the enzyme, or by changing the
structure of the enzyme so the active site cannot be reached by the substrate. The
inhibition can be either complete inhibition or partial inhibition. It depends on the
affinity of the inhibitor for the enzyme. If the affinity is very high it is a permanent
inhibitor which cannot be removed from the enzyme. If the affinity of an inhibitor
to an enzyme is not irreversible, there can be non-competitive binding with the
enzyme in a remote location. In non-competitive binding, the substrate binding is
unaffected, however, the enzyme is unable to catalyze a reaction. Non-competitive
inhibitions leads to a decrease in Vmax but does not alter the KM . In competitive
binding, the opposite is true. The KM is altered since the binding of the substrate
to the enzyme is hindered and thus lowered. The Vmax however, does not change.
When a substrate is bound to the enzyme the catalysis will occur.

Eyring equation

The described energy of activation and corresponding enthalpy and entropy term
can be described with the use of the Eyring equation. The Eyring equation is
an altered version of the Arrhenius equation and rather describes the kinetics
in terms of Gibbs free energy rather than an empirical value such as EA which
makes it a more versatile and widely applicable than the Arrhenius. The Eyring
equation is based on the rate constant and the concentration of substrates being
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converted into the transition state. From these parameters the Eyring equation
can be derived.

k = kbT

h
e

−∆H‡
RT e

∆S‡
R

The k describes the rate constant, kb the Boltzmann constant, h the Planck
constant. The Eyring equation can be written in its linearized form for a more
intuitive representation of the results.

ln k

T
= −∆H‡

R

1
T

+ ln kb

h
+ ∆S‡

R

The linearized form can be easily understood from the resulting graph. The slope
in the graph is given by −∆H‡

R and thus describes the enthalpy of activation. The
y-intercept corresponds to ln kb

h + ∆S‡

R and thus the entropy of activation. If an
enzymatic reaction is measured at multiple different temperatures and different
substrate concentrations, the required parameters can be deduced of the protein.
Namely, the important parameter to know is k.
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Chapter 2

Protein Engineering

2.1 General Concept

Protein engineering is the technique in which existing proteins are altered to im-
prove certain inherent qualities. Inherent qualities that often are subject to en-
gineering efforts are stability, turn-over rate and specificity. Proteins in recent
decades have gained an increasingly important role in industrial applications, ther-
apeutics and the food industry. In the latter two categories, additional protein
engineering requirements are safety of usage, delivery and side-effects of the pro-
teins in vivo [51]. The increase in demand for efficient processes requires efficient
proteins. However, proteins are imperfect. The imperfections enable the possi-
bility for engineering and improving their properties for certain tasks. In 1993,
future Nobel prize winner Frances H. Arnold, described the importance and great
potential enzyme engineering had to change industry as it used to be then [52].

Some great examples of the impact that enzymes have had in the world include
therapeutic uses of enzymes. People suffering from Fabry Disease lack the enzyme
to break down a certain fat[53]. Similarly, people suffering from Gaucher disease
lack an enzyme to degrade fatty chemicals[54]. Administering those enzymes as
supplements can in some cases make the disease manageable. Another great use
of enzymes is the use of enzymes to analyze samples to determine sickness. Mea-
suring blood glucose levels is such an example. Besides medicinal uses, enzymes
have also transformed industries such as the detergent industry. Detergents are
supplemented with enzymes that are able to degrade several stains, making them
easier to be removed from clothing. Similarly in the food industry, enzymes have
been an essential tool in the production of wine and beer. Novel uses include
the use of a plastic degrading enzymes. An engineered polyethylene terephthalate
(PET) degrading enzyme is able to convert PET back into its monomers so these
can be reused to synthesize recycled PET[55].
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Protein engineering has been made possible by advances in protein characteriza-
tion and determination of protein structures. As described in section 1.2, proteins
are made of amino acids which are encoded for by DNA. Manually altering DNA
directly influences the properties of a protein through the amino acid chain. As
such, many properties of an enzyme can be changed. For example, in a protein of
100 amino acids, there are 20100 different amino acid sequences possible. However,
only a small number of these proteins are actually viable in aquatic environments
[56]. This is due to the hydrophobic, hydrophilic and many other interactions
between amino acids and the solvent. Therefore, the sequence space can often be
simplified to a smaller number. The most drastic simplification is to categorize
amino acids into 2 categories, hydrophilic and hydrophobic. The sequence space is
then reduced to 2100 possible sequences [57]. The vast sequence space does allow
for a large variety in enzymes and thus vast number of possibilities for mutations.

There are two main approaches to engineer proteins and explore more of the
possible sequence space. The first is rational design. In rational design proteins
are examined based on their structure and accurate and precise mutations are
introduced to alter the target. The second approach is by selective pressure. This
utilizes the natural tendency of nature to work as efficiently as possible and is an
untargeted method. A third, developing, approach is de novo design. De novo
design is the creation of a completely novel protein or using an existing enzyme
and introducing a de novo activity. A combination of rational and untargeted
protein engineering is known as semi-rational design and combines features from
both approaches.

2.2 Protein Structure

Section 1.2.2 describes the importance of proteins and their functional structure.
Activity and binding to targets are largely impacted by the featured amino acids
in a binding domain or catalytic site. The first examples of protein engineering
and design started to arise in the 60 and 70s after the first protein structure was
reported. Protein structures being discovered enabled a detailed study of the active
site and interacting amino acids with the substrate. That, and the determination
of the genetic code was instrumental in rational design of proteins. The knowledge
of the DNA sequence of a protein allows for precise alterations of the amino acids
and sequentially designing proteins. In rational design the most essential piece of
knowledge about the target protein is the structure.
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2.2.1 Structure Determination
The development of X-ray crystallography initiated the field of structural biology.
The ability to determine the structure of proteins to the level of angstrom (Å) has
enabled incredible progress in protein science. It earned the Nobel prize in 1962
after the determination of the structure of sperm whale myoglobin [58]. In X-ray
crystallography an enzyme is crystallized after which an X-ray of approximately 1
to 100Å is directed at the sample. Due to the quantum particles behavior, the
X-ray beams will scatter due to interactions with atoms. From the scattering pat-
tern, the original structure can be deduced. Getting the protein crystallized is a
limiting factor of the method. Some proteins might not have the required stability
for the process [59]. If the process is not properly monitored, the protein might
have artificial crystals or other artifacts in its structure. In the worst case, it might
be completely aggregated. The more stable a protein is, the better the chance of
it crystallizing[60].

The next revolution in protein structure determination has come from Cryo-Electron
Microscopy (Cryo-EM). It was a game changer due to the higher resolution and
more accurate real-life conformations obtained. The development of the technique
was awarded a Nobel prize in 2017. Cryo-EM is a microscopy technique in which
samples are cooled to cryogenic temperatures [61]. Proteins are snap frozen in
liquid ethane to instantly freeze the samples. It avoids the formation of ice crys-
tals in the structure and thus maintains the stable structure of the protein as it
occurred in its native state [62]. The prepared sample is then measured on a trans-
mission electron microscope (TEM). In TEM a sample is subjected to an electron
beam. The electron beam penetrates through the sample. The electrons will get
reflected by the sample and as such a transmission profile can be obtained [63].
From the transmission profile and accurate reconstruction of the electron density
can be made. From the electron density, it is possible to reconstruct a protein
given its amino acid sequence. It is possible to accurately fit, with atom precision,
the side chains into the electron density. It yields a high-resolution structure of
a protein [64]. However, there are limitations to the method. Cryo-EM is not
able to characterize small proteins. The smallest that can currently be imaged is
approximately 50kDa[65].

The third major revolution in protein structures is the rise of artificial intelligence
(AI). For many years there has been a strive to make computational models that are
accurate in predicting protein structure merely based on their amino acid sequence.
However, until the development of AI, this has not yielded reliable results. Not
reliable enough to use in protein design. Partially because of computational power,
but also because of the level of sophistication of the algorithms used. AI has
changed this. The use of artificial intelligence, based on the entire known pdb
database, is able to predict with incredibly high accuracy what the structure of
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an amino acid sequence would be. The most prominent example, AlphaFold 2.
An algorithm developed by DeepMind has up till now, predicted over 200 million
protein structures[66]. ESMFold, the competitor of AlphaFold, has even predicted
600 million protein structures [67].

2.2.2 Protein Dynamics
The structure of an enzyme does not elucidate how an enzyme functions. It merely
shows a static structure while for activity some protein flexibility is required. The
most common encountered flexibility of proteins is that of side chains. However,
the backbone is not a rigid structure of itself. A flexible backbone offers oppor-
tunities as well as difficulties. A mutated residue might result in a lack of space
for the side chain. If the backbone is flexible, it can move and make space [68].
However, a flexible backbone also brings insecurities about the stability of the
protein[69]. If certain forces are changed, the backbone might not want to be in
that conformation or fixed structure. Therefore, it is important to consider all as-
pects of both backbone and side chain conformations when it comes to rationally
designing mutations in a protein.

It is important to have a reliable way to assess enzyme structure and assess pos-
sible activity of enzymes. Enzyme structure is mainly dependent on lowest energy
state. If an enzyme has an alternate low-energy state compared to the desired
structure, it is problematic in designing efforts. Therefore, the main challenges
are the computational tools to assess them. In 2005 the first openly available
tool FoldX was launched. It uses an energetic force field where mutations are
assessed and evaluated on the protein energies and likelihood of folding of the
protein [70]. Another tool that was launched in 2005 was Rosetta@home. It is a
tool that, similarly as FoldX, utilizes empirical force fields to assess protein sta-
bility and folding. Rosetta was already developed in 1999 by the Baker Lab [71].
The Baker Lab have since expanded Rosetta to an impressive tool that can do
de novo protein design, and now with RosettaFold do structure predictions[72].
Since the first stages of structure prediction many new tools have been developed
with increasing computational power. However, they are still in silico methods.
Some methods which directly assess flexibility in proteins utilize nuclear magnetic
resonance (NMR), Cryo-EM or Hydrogen deuterium exchange mass spectrometry
(HDX-MS). These methods are able to detect flexible regions by either detect-
ing movement of molecules (NMR)[73], unresolved structures or multiple different
conformations of a single protein structure (Cryo-EM)[74], or the replacement of
hydrogen with deuterium in the more flexible regions in a protein (HDX-MS)[75].

One such method is Quantum mechanics (QM) simulations. QM simulations are
one of the most accurate to calculate protein structures and corresponding ener-
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gies[76]. Unfortunately, QM simulations are slow and computationally heavy. This
makes those kinds of simulations unfit for protein design. However, computational
power and efficiency is increasing constantly and perhaps in the next years it will
become feasible.

2.2.3 Molecular Dynamic Simulations
Current methods of assessing protein structure utilize force fields estimations for
molecular dynamic simulations (MD). Two of the most common and most used
force fields are AMBER and CHARMM[77] [78]. Both force fields utilize the same
mechanism. In AMBER, the potential energy of a system is estimated by taking
into account four terms. Firstly, the energy between covalently linked atoms. It
ensures correct bond length and punishes unnatural lengths. Secondly, the force
field checks angles of atoms bound with respect to their electron angles. Electrons
cannot be too close together due to the negative charge that repel each other. In
a protein, a conformation where these physical principles are violated are rejected
and AMBER and CHARMM correct for these physical law-breaking structures.
Thirdly, the torsion of a bond is considered. For instance, double bonds or un-
bound electron pairs contribute towards the torsional strain on a bond. Lastly, the
force fields consider the energies corresponding to Van der Waals interactions and
electrostatic interactions. The CHARMM force field has some extra parameters
which correspond to further unnatural bending of bonds.

The force fields are applied in MD simulations. MD simulations is a computer
method to simulate how atoms and molecules will behave under certain condi-
tions. For instance, how will a protein behave if the side chain goes from polar to
non-polar. The most detailed MD simulation is done with the help of QM/MM
simulations [79][80]. This type of simulation uses the powerful quantum mechani-
cal calculations. However, due to the complexity for an entire protein structure this
is not feasible. Therefore, it is mainly applied to one part of the enzyme, typically
the active site. It is extremely useful for determining reaction kinetics and energetic
factors[81]. The effect of mutations on catalytic activity can then be estimated
with this method. Steps such as stabilizing the intermediates in a reaction can be
calculated with the corresponding energetic costs. For protein structures, GRO-
MACS (or a similar program) is often utilized [82] [83]. GROMACS is compatible
with multiple force fields and as such is a versatile MD simulation program.

2.2.4 CAVER
The structure and MD simulations are essential in rational engineering. There are
other tools that can be combined with protein structures and MD simulations.
For instance, a protein structure can contain many tunnels. The typical model of
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lock and key has long been replaced with a dynamic protein model. However, the
notion of tunnels and access of substrates to the active site has not been explored
extensively. Recently, a tool, CAVER, was developed which enables the study of
tunnels in a protein[84][85]. If a starting protein structure is provided, this tool
will probe throughout the structure to find possible routes to the exterior of the
protein. It enables the study of not only the active site, but also out-of-active site
engineering with a focus on tunnels. Entry of substrates, or exit of products can
then be controlled through rational engineering.

2.3 Current Design Strategies in Protein Design
2.3.1 Rational Engineering
In rational engineering, the objective is to design novel features into a protein.
Whether it is to enhance knowledge of how proteins and enzymes function, or
for large industrial applications, the structure is essential. The structure is care-
fully analyzed and studied to discover if there are mutations that could achieve
the desired outcome. For instance, an often stabilizing mutations that can be
introduced into a protein are proline mutations [86] or S-S bridges [87]. Due to
the very rugged structure of prolines, there is no flexibility available. Thus, in an
area where no flexibility is preferred, the introduction of this amino acid stabilizes
the structure. The sulfur bridges work similarly. Since an S-S bridge has a very
strong energetic barrier to be broken, it locks the two amino acids together. This
is not a uniformly applicable method to stabilize proteins and especially enzymes.
Enzymes are dynamic structures, locking them down too much will render them
inactive.

The active site of an enzyme is a prominent target of rational design. Turn-over
rate and affinity for substrates are highly important for industrial processes. How-
ever, engineering an active site is not straightforward. Part of the struggle of
improving a protein is not knowing what the optimum is for a certain reaction
[88]. An enzyme’s active site, as all parts of an enzyme, is a dynamic structure.
There are many rotamers possible per amino acid. This means that the side chains
of an amino acid can point into different directions. In some situations, this can be
very significant alterations of up to a 180 °rotation around the backbone. Smaller
alterations are more likely, which directly relates to the hydrogen bonding net-
works and other interactions side chains of an amino acid might be involved with.
Essential is however, that the bond lengths, angles and also the dihedral angles of
the amino acids are respected [89]. If mutations are introduced, it is possible that
the physical restraints would be broken. Therefore, the flexibility of an enzyme is
essential to take into account.
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2.3.2 Directed Evolution

Evolution

Protein evolution encompasses billions of years of refining and improving proteins.
Evolution brought proteins from the very first proteins able to catalyze a reaction,
to the highly evolved and efficient machines they are today. Evolution, as de-
scribed by Darwin, is survival of the fittest. The best suited species for a certain
task, environment or situation will thrive and outcompete its adversaries. While
Darwin described the process for the evolution of animals, it is no different from
the machinery within these animals. Enzymes functioning better and which fit
better into their niche, will remain. There are multiple theories about how en-
zymes first occurred. Theories range from the appearance of basic residues that
catalyzed a reaction that gradually bound more molecules that helped with sta-
bility. This created simple peptides that catalyzed reactions[90]. Another theory
is ribozymes. An RNA based precursor of proteins. RNA formed the backbone
and the side chains catalyzed reactions[91]. Irrespective of which of the theories
is true, the fact remains that they evolved to the proteins and enzymes that exist
today. Due to evolutionary pressure that demanded new, or better functions of
the protein. A prerequisite of selection is that there is a selective pressure. If
the selective pressure is on stability, the more stable proteins will survive. If the
evolutionary pressure is based on activity, similarly, the enzymes which fit best will
fixate as the surviving species[92].

There are different kind of mutations that could occur. Point mutations that can
impact the behavior of a protein occur regularly. This is a rather small alteration
in the protein. It is also possible that entire helices are turned or even domains are
deleted, gained or translocated. The cause of many of these changes is because of
faults in cellular processes. If all processes would work perfectly, there would never
be a mutation introduced and thus no selection. Errors can be introduced in all
steps during protein synthesis. During replication, errors can be made which causes
a mutation in the DNA to be propagated through all the steps of protein synthesis.
Similarly, imperfections occur during transcription and translation. These errors
are what makes diversity in the world, and allows evolution to take place and
this also applies for proteins. One new mutation might introduce promiscuous
functions into a protein, or create entire novel reactions. On average, the mutation
rate in the human genome is around 10-10 base pairs (bp) per cell generation [93].
However, not all of these mutations are caused by errors in the central dogma.
Environmental factors can also have an influence. External factors can damage
DNA, UV light as an example. Additionally, not all mutations are beneficial.
There are different types of mutations that can occur, usually they are disastrous.
Mutations include single nucleotide polymorphism (SNP), insertions, deletions and
recombination events[94].
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History

Directed evolution has caused a paradigm shift in the field of protein engineering
and in particular biocatalysis. It was awarded the Nobel prize in 2018 in chemistry
because of its significant impact. The term directed evolution was first stipulated
in the experiment of Sol Spiegelman [95]. In this experiment, Spiegelman cre-
ated the so-called Spiegelman’s monster. The monster is a 218 nucleotide RNA
chain that started out as 4500 nucleotides. The 4500 nucleotide strand contained
a replicase that would resynthesize the RNA strand. However, since speed was
preferred, every iteration in his experiment the chain shortened until the 218 bp
monster was left.

The first discovery that enabled the field of directed evolution as it is today was
that of mutagenesis. Fersht and colleagues applied mutagenesis for the first time
on a tyrosyl tRNA synthetase[96]. The next step in the development of directed
evolution as a method was in the 1980s when Smith and Winter developed phage
display[97][98]. In this technique a protein of interest is attached to the outwards
surface of a phage protein. The binding of the protein attached to the phage
was then analyzed. It was a novel way of monitoring for binding affinities towards
DNA, proteins or peptides. It opened new avenues towards antibody screening
with a high affinity towards a target and selecting for the correct genes. The
genes can then be amplified and subjected to the same workflow, to find an even
more stable binding variant[99].

Directed Evolution in Proteins

Natural evolution has been able to develop so many great and diverse proteins.
Naturally, it would be an amazing feat if the process can be replicated in the
laboratory. How evolution is often looked at, is with the use of a fitness landscape
(Fig. 2.1). A fitness landscape visualizes the sequence space on the x and y axis
and fitness on the z axis or in a simplified 2D view, sequence space on the x-axis
and fitness on the y-axis. It represents a mountainous landscape where there are
peaks and valleys. The peaks correspond to fit and viable sequences, whereas the
valleys correspond to a negative fitness[100]. The way evolution works, is with
every mutation, a protein travels through this landscape without knowing the right
path. However, as described before, evolution and survival of the fittest will ensure
that the protein mutates up the hill or at the least stay at the same fitness level.

In regular evolution, time is not a factor. Nature can take millions of years to
get it right. However, to simulate nature in our lifetime requires a sped up and
directed version of evolution. In directed evolution the aim is to travel through the
fitness landscape and end up at a higher fitness level than at the start. Mimicked
evolution starts in the lab with the goal to sample as much sequences around the
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Figure 2.1: Fitness landscape, showing how protein evolution can follow different
paths in a landscape and get different properties.

starting point to try and find a peak, or at the very least an incline. Therefore, it
requires introducing mutations into the protein of interest to create a library of se-
quences[101]. The library will contain many sequences that do not have any effect
or undesired consequences such as loss of activity. Consequently, the chance of
success of directed evolution is directly coupled to the number of mutants tested
in each round.

Mutations can be introduced in several ways to mimic mutational events in na-
ture. Random point mutations can be simulated by error prone polymerase chain
reaction (PCR). In error prone PCR a low fidelity DNA Polymerase is used to
introduce mistakes in DNA replication of a gene. Introducing high concentrations
of manganese or magnesium ions further destabilizes the DNA replication pro-
cess[102]. Insertions and deletions can be simulated by transposons. Transposons
are elements within DNA that can swap location. With the help of transposase
enzymes, pieces can be cut out of DNA or pasted in. Similarly, recombination
events can be simulated with the help of DNA shuffling [103]. In DNA shuffling
the DNA is randomly recombined in homologous recombination. Mixing two par-
ent sequences randomly together to create a diverse library with more significant
differences than just a single point mutation.

Essential in directed evolution, and at the same time the limitation, is the ability
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to detect fitness. A good and reliable assay must be available for the given protein
for direct evolution to be possible. Because high throughput is required with up
to 105 variants per round, certain techniques of measuring are not viable, such as
high-performance liquid chromatography (HPLC) or gas chromatography (GC).
The aforementioned methods require a couple minutes per sample to analyze the
outcome of a reaction. The desired detection method in directed evolution is with
a fluorescent signal. If the proteins can be detected with absorbance or fluores-
cence, a simple plate reader can be used to detect the best candidates. Other
desirable methods of detection include microfluidics[104]. A protein library can be
introduced into droplets which can be analyzed on extremely high throughput. In
microfluidic droplets, the proteins can be tested both in vivo and in vitro[105]. For
in vivo experiments, the transformed bacteria are encapsulated in the droplets. In
vitro droplets are supplemented with the DNA of the gene and machinery to syn-
thesize proteins. The advantage is that these droplets can easily express proteins
that would be toxic for bacteria to express. However, the disadvantage is that the
artificial express system does not show real cellular behavior of the proteins[106].

After proteins have been selected for the desired properties the best sequence is
selected and subjected again to mutagenesis. In directed evolution every round
is representative of a round of evolution and thus at every iteration the protein
gets improved. In biocatalysis, directed evolution often targets turn-over rates,
but also enantioselectivity. Enantioselectivity is the preference for an enzyme to
synthesize one enantiomer over another. On average, between 6 and 12 rounds
of evolution are done. Every round of directed evolution takes approximately 2 to
4 weeks. It is a very time-consuming technique compared to rational design but
straightforward without the need for a detailed understanding of the structure or
mechanism.

2.3.3 Semi-Rational Design
Rational design is limited in its throughput and the guarantee of results. The
other strategy of directed evolution has as disadvantage that it is hard to know why
certain mutations have the effect observed. Additionally directed evolution requires
a huge library to screen and find a few hits that increase fitness. Semi-rational
design combines both methods. The knowledge of a structure and the location
where mutations might be most efficient is combined with random mutations of
directed evolution. Mutations are then introduced in the desired areas of interest,
and screened for activity. It decreases the need for large screening capacities. The
method of choice is combinatorial active-site saturation test (CAST) [107]. In
this method a low number of target residues are identified in the active site, which
are then randomly mutated. The sequence space is a lot smaller and requires less
screening.
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Ancestral Sequence Reconstruction

One of the enzyme engineering tools used in this work is ancestral sequence re-
construction (ASR). It is a technique that does not fall in the category of rational
engineering or directed evolution, and rather is a variation of a semi-rational ap-
proach because non-random mutations are implemented but not all mutations
are understood. ASR is a bioinformatic technique that studies evolution in the
other direction of directed evolution. Direct evolution tries to advance evolution
swiftly, however, in ASR the pre-mutated ancestral proteins are the desired result.
The technique attempts to resurrects putative ancient proteins based on their
phylogeny.

3.1 Phylogenetic Tree
Ancestral sequence reconstruction is based on the phylogeny of sequences and
organisms. Phylogeny describes the evolutionary relationship between organisms,
and it also applies for proteins. The tips of a phylogenetic tree, the leafs, are
the extant species. The phylogeny can then be reconstructed based on heritable
traits, DNA sequences, amino acid sequences or even the structure. Leafs are then
organized by their closest related evolutionary neighbor with which they share a
node. Multiple nodes can be connected in a clade. A phylogenetic tree can be
either rooted or not. The root can be used to extract direct ancestral information
from the tree[108]. An unrooted tree does not possess any evolutionary data[109].
The only data contained by an unrooted tree is the relationship between sequences.

The process of evolution was first described in 1809 by De Lamarck. He stipu-
lated that the mutations occur due to a selective pressure directly caused by the
environment. Darwin stipulated later in 1858 that the mutations were random
instead, and with that the evolution theory was established. The first evolutionary
tree was found in a notebook of Darwin in 1837 and forms the birth of phylogeny.
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3.2 Ancestral Sequence Reconstruction
Through evolution, gene duplications, horizontal gene transfers and other events
that diversify sequences led to a wide of variety of homologous sequences. These
sequences all have similar purposes and catalytic functions. The sequences can
be very diverse though, with more than half of the protein being altered, while
retaining the same activity. Similarly, proteins that are very similar in sequence
can have different functions. Homologous sequences can be compared to iden-
tify conserved sites in the protein. A conserved site is invariant in that protein
family. However, due to neutral drift mutations, it is hard to find important cat-
alytic residues without prior knowledge. A comparison of extant proteins is a
so-called horizontal approach [110]. It describes the analysis and comparison of
existing sequences. The vertical approach describes the comparison of nodes in
a phylogenetic tree and the corresponding ancestral sequences to the extant se-
quences. What makes the analysis difficult in the vertical approach is the presence
of neutral drift and epistatic mutations. These mutations cause a certain level of
noise and uncertainty at sites in the protein when inferring the ancestral sequences.

The closer you are to extant proteins in the tree, the less chance of noise induced
by mutations there is because less time has passed. A timeline of mutations can be
mapped with every node as a new data point. It makes filtering out the noise a lit-
tle more feasible. However, it is impossible to verify the accuracy of the sequences
based on real ancestors. One attempt was made to verify the technique by doing
directed evolution on sequences and then reconstruct ancestral sequences from
the result of the directed evolution. The results showed some erroneous recon-
structions but the ancestors maintained the same phenotype[111]. Nonetheless,
computational tools and statistics have enabled the development of ASR. The aim
of ASR is to reconstruct the most likely sequences at a node going further back
in time. The most likely sequences are determined with a maximum likelihood
approach.

3.2.1 History
The origins of ASR lie in the 1960s when Zuckerkandl and Pauling published their
idea on reconstructing ancestral proteins based on extant proteins [112]. However,
due to the lack of computational access and phylogenetic analysis, it was not until
nearly a decade later that a technique was developed that allowed for the recon-
struction of a phylogenetic tree [113]. The method developed at the time utilized
maximum parsimony. Maximum parsimony is a method that attempts to mini-
mize the distance in a tree. The branches that are the shortest and can explain
the relationship between sequences is then adopted. In other words, it tries to
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minimize the number of mutations that needed to occur to explain all sequences.
Therefore, it is a plausible technique assuming that evolution would take the most
straightforward path.

The issue with the most straightforward path is that mutation rates cannot be
simplified as such. The presence of uncommon mutations is not straightforward
and the maximum parsimony approach overestimates the presence of unlikely mu-
tations. Nevertheless, it has been useful in initial attempts of making ancestral
RNAses and other proteins. However, with the increase in computational power,
the possibilities to implement more complex algorithms to reconstruct ancestral se-
quences increased. Two of the main techniques are maximum likelihood approach
and Bayesian probabilities.

3.2.2 Methods and Theory of ASR
Phylogenetic trees are built upon statistics. There are two different approaches,
one that assumes knowledge about a system and one that is completely naive.
The neighbor-joining algorithm is an algorithm that does not have any evolution-
ary reasoning behind it and is purely statistical. Due to the lack of information,
it often lacks the accuracy of methods that incorporate some assumptions and
knowledge about protein evolution.

Essential for understanding ancestral sequence reconstruction is the statistical
method behind ASR. First attempts in the field were done with DNA as tem-
plate rather than proteins. However, the theory and function of the statistics can
be extrapolated to proteins. The assumption is that there is a given probability of
a nucleotide mutating into another, given enough time. Thus, the process can be
approximated as a Markov chain. In the case of DNA there are four bases that
can change into four bases, therefore there are 16 different a priori probabilities.
Namely, A changes to A, G, C, T, and vice versa for the other bases. If the mu-
tation rate of a base is equal to µ then the probability of a mutation occurring is
1 − (1 − µ)t where t is time in generations. This formula can be rewritten as

pmut = 1 − e−µt

The chance that nucleotide i (either A, G, C or T) mutates to nucleotide j (either
A, G, C or T) can be written as the constant mutation probability πj which is
invariant of time. To include time, πj is multiplied by pmut to give the probability
of nucleotide i changing into j, pmutπj . When i=j (A to A for instance), the time
factor of no mutation having occurred, 1 − pmut, must be included in the overall
probability of nucleotide i mutating into j to yield the overall probability:

pi,j(t) =
{

(1 − pmut) + pmutπj i = j

pmutπj i ̸= j
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After some rewriting of formulas, the discrete formula can be rewritten as a
continuous time equation. If all possible mutations are considered, a substitution
matrix can be generated. The probabilities for mutations can then be simplified
to the matrix Q. The formula for p(t) then turns into

p(t) = etQ

Q is the substitution matrix that dictates how easy it is for any nucleotide to
mutate into another. This can naturally also be extrapolated to codons (and thus
amino acids) and proteins. The first attempt to describe mutations on a codon
level is in 2000 by Yang and Nielsen [77]. Instead of using a nucleotide probability,
they multiplied the probabilities of 3 nucleotides, a1a2a3 to b1b2b3. It is quite an
accurate option for codon based ancestral sequence reconstruction.

3.2.3 Substitution Models for Amino Acids
The same principle as for DNA probabilities applies for amino acids. Many dif-
ferent groups tried to make a substitution matrix for amino acids. One of the
first matrices was created by Dayhoff et al in 1978 based on available structures
[114]. However, due to a lack of structures being available at the time, there was
not much information on frequency of mutations. Therefore, the Dayhoff method
is not quite accurate. The later methods that were developed such as JTT and
the WAG method already include a lot more sequence information as these are
from 1992 and 2001 and therefore are a more realistic representation of mutation
frequencies [115][116].

Not all proteins have the same evolutionary rate. Conserved regions in a pro-
tein and its domains have an altered evolutionary acceptance than for instance
loops. Similarly, membrane domains mutate differently than domains that are
free in solution. Some attempts were made to make certain matrices to accom-
modate these different rates [117], however, they are not too applicable for ASR
as they bring forth other limitations with their assumptions, such as under- or
over-estimations of mutations in other areas. Substitution models such as JTT
and WAG are methods that have a consistent mutation rate for any amino acid
in the protein. Similarly, this is not a true representation either since a variable
mutations rate per amino acid is more accurate. Newer methods, and generally
the most accurate, use a wide range of mutation rates. One such example is the
LG method. The LG method implements a variable mutation rate dependent on
a gamma distribution[118]. It can vary mutation rates of several gamma distribu-
tions depending on the sequence in the protein. The usual is 4 different categories
within the protein sequence. Nevertheless, the rates are still based on the initial
matrix for substitution with some minor tweaks caused by the gamma distribution.
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3.2.4 Generating a Phylogenetic Tree
The substitution models can then be utilized to reconstruct a phylogenetic tree. It
does so by calculating the maximum likelihood (ML), which is defined as the high-
est probability of the tree being an accurate representation of the data presented.
Thus, the algorithm should calculate the chances of all mutations between extant
sequences and ancestral nodes. It does so by summing over the mutation rate for
a nucleotide (ei) and the probability of the mutations (πi) times the time past,
which is the length of the branch (di), the formula to calculate the likelihood of
one branch to a single node is as follows πeipeiej di. For example the likelihood of
the tree in figure 3.1 to be correct would be described as:

L(tree) = πe7pe7e5d5πe5pe5e1d1πe5pe5e2d2πe7pe7e6d6πe6pe6e3d3πe6pe6e4d4

However, this is valid if the sequences of the ancestors are known. Since they are
usually not known, this formula needs to be summed over the possible nucleotides
at every position. which would then look like:

L(tree) =
∑
e7

∑
e6

∑
e5

πe7pe7e5d5πe5pe5e1d1πe5pe5e2d2πe7pe7e6d6πe6pe6e3d3πe6pe6e4d4

Figure 3.1: Phylogenetic tree with branches and nodes labeled.

In this way the likelihood of the tree can be computed. The aim in reconstructing
a tree is to minimize the variation and maximize the likelihood of the ancestors
to be correct. The difficulty is, that there is no clear starting point to determine
ancestors or the branch lengths. Therefore, the initial topology of a tree must be
estimated. However, if the number of sequences in a tree is large, the number of
topologies is increasing exponentially. Simplification and some tricks can be ap-
plied to lower the number of trees worth exploring. There are multiple techniques
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to quickly explore a large set of tree topologies that will not be described in detail
here. Most techniques use shuffling methods and breaking existing branches in the
tree and replacing them. While doing so, the ML of the tree either increases or
not. If it increases that is taken as the main tree for the next iteration and so forth.

Maximum likelihood is one of the main approaches in ASR. However, Bayesian
inference is also a possible statistical method to infer ancestral sequences. In the
Bayes’ approach, the statistical model is tested with the use of posterior probabil-
ities. Based on the tree created from maximum likelihood, The Bayes’ approach
checks how likely is it that this tree is correct based on the prior knowledge of the
tree and the outcome.

3.2.5 Extracting Ancestral Sequences
After the construction of a phylogenetic tree based on the substitution matrix, the
ancestral sequences need to be determined. Interestingly, because of the statistics
behind the phylogenetic tree, it is irrelevant for the ancestral sequences whether
it is rooted or not. The root of a tree merely decides the overall evolutionary view
of the tree. However, the relationship between sequences is irrespective of this.
There are two possible ways to infer the ancestral sequences from the phylogenetic
tree. The first is a simple method in which the highest likelihood for amino acids
at a given node is calculated. It is an estimation of the method that takes the
entire tree into account. Because, the second method accounts for all the nodes
in the tree. For any ancestral node, this joint method attempts to optimize the
possible amino acids at any location to maximize the likelihood of the entire tree.
Therefore, it is the preferred version over the singular node method.

The likelihood of the ancestral nodes and all their sequences is equal to the afore-
mentioned equation for L(tree). However, instead of summing over all the possible
sequences, the values for the amino acids in the ancestral nodes are maximized.
The maximization happens over all amino acids at any position in the putative an-
cestors. In the case of the illustrative tree that would come down to 203. However,
for a tree with n number of ancestral nodes, it would scale to be 20n. Therefore, if
there are many sequences involved it becomes a computationally intensive method.

3.2.6 Special Cases
Some sequences do not have the most straightforward origin. Enzymes and pro-
teins are not required to follow the same species evolution. Events such as horizon-
tal gene transfers, recombination and loss of genes or domains can largely impact
the trajectory of evolution of a protein. It makes it more difficult to make a reliable
ancestral sequence reconstruction. For instance, after a horizontal gene transfer,
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the gene still has a common evolutionary origin, however, it might be confusing to
include because the exact origin is unknown based solely on sequence. Thus, it is
important to note that the evolutionary history of an enzyme can be significantly
different than the species.

Recombination events are common in enzymes[119]. It is when domains of one
species is mixed with another and a chimera protein exists. If recombination
is not considered in the ancestral sequence reconstruction it will lead to some
additional noise in the immediate nodes upstream. It can be compensated for by
looking at individual domains and search for the origin per domain. This way, the
mutational history per domain is determined. It would lead to a combination of
several ancestral sequence reconstructions for a single protein of interest, and thus
computationally heavy[120].

3.2.7 Workflow of ASR
The first step in creating ancestral sequences is to choose a target protein or en-
zyme. After a protein of choice has been selected, the extant sequence library needs
to be acquired via one of the many databases containing protein information. The
most often used route is via a BLAST search. Generally speaking, a large number
of sequences chosen enables a more thorough and detailed reconstruction of the
phylogenetic tree, but it also makes it computationally complicated. The number
of viable sequences depends largely on how well characterized an enzyme family is
and how conserved it is. Sequences chosen in ancestral sequence reconstruction
are ideally between 30 and 98% similarity. Too high similarity means it is a dupli-
cate sequence. Some groups choose to put the cut-off lower at around 92% but
this is largely dependent on the protein chosen [121]. The number of sequences
included in a tree can vary between few sequences, circa 30, to a large number,
200+ [122][123]. Again, it depends on the protein family and targets chosen.
It is important to properly filter the sequences for any duplicates, truncated or
otherwise misplaced sequences. Since the probability of the ancestral sequences is
dependent on the maximum likelihood of all sequences, a bias towards one type
of protein might alter the outcome of the method.

The chosen sequences are aligned using multiple sequence alignment (MSA). It is
paramount that the sequences are aligned to be able to observe conserved regions
in the proteins. There are multiple different algorithms that can accommodate the
alignment. Two of the most common algorithms are MUSCLE [124] and Clustal2,
which is the new version of both ClustalX and ClustalW[125]. These algorithms
attempt to align sequences to have the highest likelihood. They do this via a scor-
ing function which penalizes miss-matches and gaps in a protein sequence. One
can manually adjust the values if it is known that certain gaps or miss-matches are
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more detrimental to a protein. A tool sometimes used in alignments for ASR is the
use of a trimming function. There are tools available that make sure that areas in
proteins that are incredible inconsistent, such as variable loops, are trimmed out
of the alignment. This is because a very variable region will influence the align-
ments scoring function. The disadvantage is that the information that might be
stored in these regions is lost. Trimming is also manually done, using the knowl-
edge of a protein family to make weighted choices on where to trim a sequence
and where to leave it as it is. However, it is important that when the alignment
is used in further downstream processes, that the full-length sequences are used
otherwise the ancestral sequences will be truncated versions of the extant proteins.

Next objective is to compute a phylogenetic tree. The theory behind substitution
models was handled in section 3.2.2 and forms the foundation of the creation of
a phylogenetic tree. The alignment must be subjected to the correct substitution
model. Unfortunately, there is not a superior model that uniformly describes a
selection of sequences the best. It depends on the alignment, which is used as
input file, and depends on the optimization of the tree based on sequences. This
is because the probability of amino acids partially depends on how conserved it
is. If the alignment is poor, there is a lot of uncertainty per position. Thus, the
alignment dictates most of the downstream processes including the ancestral se-
quences. Many of the tools that generate an ancestral phylogenetic tree, take all
the different substitution models into account, and execute a quick scan through
the possible matrices to find the optimum matrix for this specific alignment. If
the best matrix is found, the tree will be iteratively generated[126]. The probabil-
ity matrix will improve with every iteration until there is no improvement possible
anymore. The plausibility of a tree can be assessed by a factor called the bootstrap
value. The bootstrap value indicates how often the same phylogeny is found if
the same alignment was used from scratch. A value above 80 indicates a reliable
tree.

The multiple sequence alignment and phylogenetic tree can then be used to re-
construct the ancestral sequences provided the given substitution matrix. If the
substitution matrix does not correspond to the matrix used for generating the phy-
logenetic tree, the results will be nonsense. Often used tools for reconstruction
of ancestral sequences include PAML[127], and FastML[128]. However, there are
more tools such as the reconstruction tool in MEGA-XI [129].

3.2.8 Advantages of ASR
Ancestral sequence reconstruction is a technique which has clear benefits over
other methods. An often-observed effect in ASR is the higher stability of ances-
tral sequences. There are multiple hypotheses about the origin of this effect. One
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hypothesis is that of the hot earth. It is known that a few 100 million years ago
the earth was a lot warmer than it is now. Thus, enzymes to function at the same
catalytic rate as we do now, would have had to adapt and have an increased ther-
mostability. It is a reasonable hypothesis especially with very conserved proteins
[123][130]. However, newer families of proteins that have a high evolutionary rate
and would have existed circa. 20 million years ago display a similar behavior.

The second hypothesis deals with the acceptance of mutations. It is more likely
that residues that are important for stability are more widely maintained over a
population of proteins. A protein would not compromise stability without good
compensation, because otherwise it would get out-competed by other variants.
Even though a mutation might occur in one clade of a tree, overall, it is unlikely it
would manifest itself. In ancestral sequence reconstruction, due to the probabili-
ties of the entire tree are incorporated in reconstruction, the most common amino
acids would be selected for. There is thus an inherent bias to regain stabilizing
mutations when reverting time. Additionally, for a protein to be able to accept
many mutations, it must be capable to maintain structural integrity. Thus, it
seems plausible that ancestral proteins were more accepting and more generic pro-
teins that specialized for certain tasks as evolution progressed. The specialization
to catalyze a certain reaction could have compromised the stability for the gain of
activity.

Another often observed side effect in ancestral proteins is promiscuity[131]. One
example shows a gene duplication event of V-ATPase which then specialized into
different paralogs that each occupies a different subunit in the V-ATPase. The
paralogs are unable to perform the tasks of one another. However, after recon-
struction of an ancestral protein, all subunits could be replaced with the ancestral
subunit which had the promiscuity to perform all tasks. However, the efficiency
of the ancestral protein was lower than the individual paralogs [132]. It shows
how ancestral proteins evolved to be more specialized and more specific for a
function. Utilizing this property of ancestral proteins opens a new avenue in en-
zyme engineering. It allows for engineering of a promiscuous enzyme that can be
specialized to perform a different reaction than the original enzyme. Addition-
ally, it provides a solid starting candidate for directed evolution. Most ancestral
enzymes have a higher stability and thus are ideal candidates to improve with
directed evolution[133]. Similarly, highly stable enzymes are ideal candidates for
rational engineering. It enables a whole new avenue of enzyme engineering. First
stabilizing ancestors to then create a highly active, stable, and novel enzymes.
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Limitations

It must be noted that, despite many proteins displaying, a higher thermostability
it is not a uniform trend. Ancestral proteins exist where there is not an increase
in thermostability. Additionally there have also been examples of no promiscuity
that arose from the ancestral sequences.

A limitation of ASR is the viability of the technique on some proteins. It is of
instrumental importance that a robust and reliable alignment can be made of the
protein of interest. If a low number of homologous sequences is available, the
alignment becomes unreliable and so do the results of the ASR. For example, the
results might indicate that an unusual large number of mutations is required to
get to an ancestor. It is highly unlikely that that would have occurred and makes
the entire method unreliable in this case.

Another limitation is the usage of substitution models. There is a good foundation
in the generated matrices. However, there is still many unknown parameters that
went into evolution of the enzymes. The matrices could have an inherent prefer-
ence for certain mutations to occur. This might happen because the matrices are
based on extant sequences. Thus, one type of mutation might be over-represented
[134]. Mutational rates could have been quite different million years ago with dif-
ferent temperatures and air compositions.

As written in the section of advantages of selecting for the more stabilizing residues.
It also is a limitation. It corresponds to the idea of a consensus method. The dif-
ference between ASR and the consensus method is that there can be clades that
contain mutations that are non-consensus. It will, however, in general introduce
more stabilizing mutations similar to a consensus method [135]. This is due to
the nature of the probability behind the method, which tries to maximize the like-
lihood that certain mutations occurred. There will be variation, but in general it
would end up to be the most common found amino acid in the extant family library.

Loops are a limitation in the accurate reconstruction of ancestors. Since loops
are variable parts of a protein, a reconstruction will have high degrees of uncer-
tainty. Currently, it is not yet possible to improve the accuracy in these regions. In
some cases, it might be preferable to use the extant sequence in disordered regions.

The alignment is the most important part in generating the ancestral tree. The
selection of sequences and ordering them accordingly is the foundation. Currently
there is a lot of uncertainty in the ordering of sequences and what gene is, in
theory, more closely related to others. It would be beneficial if ASR would be
mixed with phylogenetic studies on species, to help order and position sequences
in the correct clades.
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Chapter 4

Proteins Studied

The proteins used in this thesis contain three distinct classes. It contains two
terpene cyclases, a viral protein and a PETase. In this chapter the proteins and
their significance will be highlighted.

4.1 Terpene Cyclases

4.1.1 Terpenes
Terpenes are one of the most diverse classes of molecules that lead to a vast array
of downstream applications. Terpenes are used as antibiotics, steroids, perfumes
and more. Terpenes are molecules that are synthesized by all organisms and classi-
fies as the most abundant type of compound registered in the dictionary of natural
products [136].

Terpenes are relatively simple molecules. They consist of a linear 5-carbon pre-
cursor that can be combined to synthesize carbon chains of variable lengths. A
5-carbon terpene is referred to as either dimethylallyl diphosphate (DMAPP) or
isopentenyl diphosphate (IPP). It depends where the double bond is located. A
chain is elongated by the addition of IPP. A 10-carbon chain consists of a DMAPP
and IPP molecule linked to form geranyl diphosphate (GPP). GPP, a monoter-
pene, can be elongated with IPP through a condensation reaction to form farnesyl
diphosphate (FPP) to create a 15-carbon chain terpene, a sesquiterpene. A 20-
carbon chain is called geranylgeranyl diphosphate (GGPP), a diterpene and a C25
chain is called geranylfarnesyl diphosphate (GFPP), a sesterterpene. A C30 chain
is called squalene, triterpene, and can additionally be generated by addition of FPP
to FPP. Terpenes can be longer, however, longer chains than 30 are relatively rare.
However, examples of longer chains include carotenoids C40, which cause colors
of carrots, flamingos and many more [137]. Terpenes are notorious for being very
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hydrophobic molecules due to their long carbon chains. The hydrophobicity makes
that many terpenes are volatile compounds and as such, expel as gases from their
natural sources. For instance, the smell of trees in the forest is cause by volatile
terpenes[138].

The proteins that synthesize elongated carbon chains are prenyltransferases. Prenyl-
transferases couple the 1-carbon to the 4 carbon, head-to-tail[139]. However, there
are also prenyltransferases that are able to catalyze alternate coupling reactions
of the donor and acceptor. Reactions with terpenes are often mediated by metal-
binding sites during catalysis. Metal ions are often coordinated into the active
site by an aspartate rich binding motif[140]. The synthesis pathway of terpenes
in nature are plentiful, however, the most known is the mevalonate pathway. It
produces the building blocks IPP and DMAPP from acetyl-CoA. From the build-
ing blocks, with the help of the prenyltransferases, all lengths can be synthesized.
The carbon chains need to be functionalized and cyclized. Terpene cyclases are
the class of enzymes responsible for the cyclization reaction[141].

4.1.2 Terpene Cyclases
Terpene cyclases are the enzymes that cyclize the linear carbon chains. There is
a different level of cyclization that can take place. The linear carbon chains are
cyclized into rings of 4, 5 or 6 carbons. Terpene cyclization is the most complex
reaction in nature. The level of cyclization differs per enzyme as some enzymes
might generate a terpene with 2 rings while others generate a 4 ring terpene from
a 30 carbon chain. The variability adds to the incredible variance in terpenes cat-
egorized. On average, in a terpene cyclase reaction, over half of the carbon atoms
are affected with regards to their bonds, hybridization and stereochemistry[43].
Due to the incredible complexity of the reaction, these compounds are near im-
possible to be synthesized without the aid of enzymes.

The incredible complexity of the reaction mechanism is made even more abun-
dantly clear in the cascade of intermediates. Intermediates in the reaction often
have a highly reactive cation[142]. The enzyme needs to be able to withstand the
high reactivity of the intermediates and not get inactivated halfway the synthe-
sis process. Thus, the enzymes have incredible precision and selectivity for these
compounds. The active site consists of a mostly hydrophobic core. Some polar
compounds can be present in the active site to orient the substrate properly or as
catalytic residue. The orientation of any polar residues is instrumental to ensure
that it does not interact with an intermediate[43].

QM/MM studies of terpene cyclases have elucidated many of the complicated
steps and intermediates in a reaction. The studies reveal the energetic barriers
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and reaction mechanism of the enzyme[143]. The presence of tertiary carboca-
tions are more common than secondary carbocations and are the preferred inter-
mediates in terpene cyclases. The carbocations are stabilized in the active site by
charge-charge, charge-dipole and charge-quadrupole interactions. Similarly, the in-
termediates can be stabilized by cation-π interactions on the aromatic side chains
of phenylalanine, tyrosine and tryptophans [144]. Most of the terpene cyclases
possess a hydrophobic active site with a multitude of these residues present for
the stabilization of the intermediates.

The overwhelming majority of enzymes that catalyze the cyclization reactions are
terpene cyclases. They can be subdivided into two different classes. Class I ter-
pene cyclases are an enzyme class that utilizes three metal ions for the catalytic
activity. A minimum of three appears to be required to initiate the ionization of a
terpene substrate to cleave off the pyrophosphate to leave an allylic cation [43].
The second class, Class II terpene cyclases do not require a metal ion for catalysis,
but rather use a catalytic acid residue, typically an aspartate. The aspartate pro-
tonates the last carbon-carbon double bond, which initiates a cascade of reaction
following the induced tertiary carbocation[145][146].

Terpene cyclases have a conserved structure throughout species, but also between
kingdoms. Plant terpene cyclases are similar in structure compared to bacterial
cyclases. Indicating how important this enzyme class has been throughout evolu-
tion and in evolution of life. The structure of terpene cyclases can be simplified
to three different type of domains. The α, β, and γ domains. Different config-
urations of the different domains correspond to different classes of activity and
consequently to different kind of reactions[147][148].

The active site of Class II terpene cyclases is at the interface of the β and γ do-
mains. The evolutionary development of the domains appear to linked to a gene
duplication event. The β and γ domains are structural homologous, even though
the inter-domain sequence similarity is marginal at 23% for a squalene-hopene cy-
clase [147]. After the duplication event both domains evolved further to the extant
domains. For the class I cyclase, the α-domain is always required for activity. The
enzyme occurs either as a single α subunit, or bound to a β-domain. It can also
be a enzyme that consists of all 3 subunits linked together. For class II activity,
the requirement for activity is the presence of both a β and γ-domain.

A class I enzyme requires three metal ions for activity. The specific motif which is
indicative of a class I terpene cyclase is the DDxxD motif. The aspartates that co-
ordinate the metal ions are located in the active site of the enzyme. It was verified
with X-ray crystallography in multiple terpene cyclases [149]. However, in some
cyclases such as the FPP synthase, the motif DDxxxxD was observed. It shows
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that there can be some minor differences between sites. Nevertheless, the overall
structural conformation stays nearly identical [43]. In class II terpene cyclases,
the catalytic motif consist of DxDD. Even though it is relatively similar to the
motif of a Class I terpene cyclase, it has a different function. It does not coordi-
nate metal ions and instead catalyzes the reaction with one of the aspartates[150].

4.1.3 PtmT2
The first enzyme used in this study (Paper I) is ent-copalyl diphosphate synthase
(PtmT2) from the bacteria Streptomyces platensis. It catalyzes the reaction of
geranylgeranyl pyrophosphate (GGPP) to ent-copalyl diphosphate (ent-CPP)(Fig.
4.1A). It is an essential enzyme in the formation of the antibacterial compounds
platensimycin (PTM) and platencin (PTN). Both compounds hold promise as drug
leads. The interest in the natural synthesis of these compounds led to the dis-
covery and analysis of PtmT2. There is a homologue enzyme called PtnT2 which
catalyzes the same reaction. After the formation of ent-CPP, the compound
is converted to ent-Antiserene, as upstream molecule of PTN, and (16R)-ent-
Kauran-16-ol, as precursor of PTM. The enzymes involved in this conversion are
PtmT1, and PtnT1 for ent-Antiserene and PtmT3 for the other molecule. PtmT1,
PtnT1 and PtmT3 are class I terpene cyclases [151][152]. PtmT2 is a class II ter-
pene cyclase that leaves the pyrophosphate intact. In the downstream reaction,
the other enzymes cleave of the pyrophosphate.

The structure of class II terpene cyclases in bacteria was unknown until 2016 when
Rudolf et al. determined the structure of PtmT2 [152]. They determined the struc-
ture of PtmT2 using X-ray crystallography to a resolution of 1.8 Å. The structure
of PtmT2 is corresponding to a double α barrel conformation. The conformation
is seen more often in class II terpene cyclases such as the squalene-hopene cyclase
(SHC) [153]. PtmT2 displays the typical class II β, γ fold (Fig. 4.1A) and is simi-
lar to the β, γ domain structures of plant ent-CPPs, AtCPS [154] and AgAS [155].

The catalytic motif in PtmT2 is D311xDD314. D313 is the catalytic aspartate that
is responsible of catalyzing the reaction. The aspartate is most likely activated
by the H359 via hydrogen bonds. The aspartate protonates C14 of GGPP and
initiates the cyclization of GGPP to ent-CPP. The active site in PtmT2 is lined with
hydrophobic residues of which the majority consist of aromatic residues. Towards
the entrance of the active site there are lysines (K193 and K402) that are indicated
to possibly interact with the diphosphate of the substrate. A similar mechanism has
been proposed in other terpene cyclases. However, there are other mechanisms to
coordinate the diphosphate. PtmT2 binds a magnesium ion via the residues D128,
E133 and D172 which are located at the entrance of the active site [152]. When
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Figure 4.1: A. Structure of PtmT2 (pdb:5bp8) with the reaction scheme
catalyzed by the enzyme. B. Structure of hOSC (pdb:1w6k) with the reaction
scheme indicated below the structure. (image from paper I and paper III)

the substrate is bound, the loop E349-P352 closes the active site and promotes
the catalysis. The catalysis is initiated by D313 and quenched by deprotonation
mediated by a water molecule bound by H196 and D503.

4.1.4 hOSC
One of the enzymes in this work which was used in paper III is the human
oxidosqualene cyclase (hOSC). The enzyme hOSC catalyzes the reaction of 2,3-
(S)-oxidosqualene into lanosterol (Fig. 4.1B). It is an enzyme that is essential
in the pathway to synthesize cholesterol. The enzyme is a class II terpene cy-
clase. However, untypical for a class II terpene cyclase, hOSC does not contain
the DxDD motif. Instead it only has the catalytic residue. The catalytic residue
in hOSC is D455[156]. In 2004 the structure of the enzyme was determined via
X-ray crystallography with a 2.1 Å resolution. The enzyme has a double α barrel
conformation similar like PtmT2 and has the typical class II β, γ fold (Fig. 4.1B)
[157]. The active site is found on the interface of the two domains. The enzyme
is a membrane bound protein which is docked into the membrane with an alpha
helix at the exterior of the protein. The substrate of the enzyme, oxidosqualene,
enters the active site via a tunnel from the membrane. The product, lanosterol,
is expelled from the active site by the same mechanism back into the membrane.
The other side of the active site, through the α barrel, is hypothesized to supply
the waters for reprotonation of the catalytic residue.

The catalytic residue D455 protonates the epoxide ring. The opening of the
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epoxide ring initiates the formation of the A ring and is then followed by further
ring formation[157]. The forming charges during ring formation are stabilized
by aromatic residues in the active site. The intermediates formed during this
process are stabilized by a cyclization cascade which consists of W387, F444 and
W581. Additional stabilizing residues are H232 and F696. After the formation of
the 4 rings, the molecule undergoes a hydride shift, where the hydrogen atom is
displaced in multiple steps from C17 to C9. For the hydride shifts, the F696 residue
has been identified to be the stabilizing residue that enables the transfer [158].
Simultaneously, methyl groups are displaced to yield the final conformation of
lanosterol. The last step is the deprotonation to create lanosterol. The hydrogen
is removed via H232 from C9[159].

4.2 Spike Protein
The spike protein is an essential component of coronaviruses. During the 2019-
2022 pandemic, the impact of coronaviruses has been felt globally. During this
time, interest was piqued into the cause of infection and thus a study into the
Spike protein was initiated. In paper II the spike protein is studied extensively.

4.2.1 Virus
Viruses are microscopic particles that replicate within a living organism. Viruses
cannot survive by themselves and require cells for reproduction and survival.
Viruses are found throughout all kingdoms, from plants to bacteria to eukary-
otes. They are the most abundant biological entity in the world [160] and as such,
one of the most diverse. A virus infects a host and enters through a receptor
binding mechanism. After the virus has entered the target cell, it produces a
multitude of viral particles to spread from this cell and infect other cells. The
virus will then propagate and spread throughout the body and also externally via
droplets or other media.

A viral particle consists of a viral envelope which is a coat of lipids and proteins
to protect the genetic material in the interior. There is a large variety in the
composition of a viral particle. The genetic material that is incorporated in the
virus contains all information to reproduce a viral particle. As such, it is a long
molecule and can either be DNA or RNA. The morphology of viruses ranges from
the famous circular envelope, to complex structures of bacteriophages. A virus is
a very small entity which lengths of tens to hundreds of nanometers whereas an
E. Coli is around 1 to 2 µm. The protein coating of a virus, the capsid, consists
of a multitude of different protein subunits. The subunits self-organize into the
desired viral structure. On the surface of the capsid, proteins are located that are
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required for either stability or recognition for cell entry[161].

The virus replicates through infection. The infection into a cell occurs when one
of the proteins of the viral capsid interacts with one of the receptors on the host
cell. A virus gains specificity through this mechanism due to the specific entry
requirements so that the necessary replication machinery is present in the target
cell. After the virus has attached to the cell, it will enter the cell via one of
two processes. First, the membranes of a cell and virus can be fused together
or secondly, the virus can enter via endocytosis [162]. The virus then exposes its
genetic material to the cell which will proceed to replicate genetic material, even if
foreign. The DNA is transcribed to RNA, or if it is an RNA virus it is transcribed
into double standed DNA via a reverse transcriptase and then translated into
proteins by the protein synthesis machinery. After production of the viral proteins,
the virus self-assembles and then is released from the host cell. Most often, the
release of viruses occurs via cell lysis. The cell is ruptured open after which all the
viral particles are free and capable of infecting new cells[163][164].

4.2.2 SARS-CoV-2
There is a large variety of viruses. Viruses are subdivided into Realms which is
the largest class of viruses. Every realm can be subdivided into Kingdoms and a
step more specific at every following classification. The family of viruses that was
explored in this work was that of the coronaviruses. More specifically, the sub-
family Orthocoronaviruses which includes the infamous Severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2). The coronavirus got its name from the
Latin word corona which indicates the crown-like morphology the virus has under
a microscope. It was named a coronavirus because the researchers who identified
it with an electron microscopy image, thought the virus displayed similarities to a
stellar corona [165].

A coronavirus is a spherical virus that is approximately 100nm in diameter [166].
A coronavirus consists of a viral envelope that contains a lipid bilayer and contains
multiple anchored proteins. A typical coronavirus has a membrane (M), envelope
(E) and spike (S) protein on the surface. It can differ per virus, some might have
a few additional proteins in their viral envelope. The M-protein is the most com-
mon protein on the surface and coordinates the self-assembly process. In some
coronavirus variants, the M-protein can contain receptor binding domains and be
responsible for infection of a host cell [167] [63]. The E-protein is not very well un-
derstood. It is known that the E-protein is important in viral assembly[168][169].
The S-protein is the most famous protein in the coronavirus as it is a large pro-
tein responsible of viral entry into the host cell[170]. Two other components in
a coronavirus are the nucleocapsid protein, which is encapsulated within the viral
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envelope and ensures the genetic material packing[171]. And lastly, the genetic
material of a coronavirus. The genetic material is essential for propagation of the
virus. In coronaviruses the genetic material is RNA.

Coronaviruses have been impactful over the last decades. Coronaviruses have been
the cause of epidemics such as MERS-CoV. The middle east respiration syndrome-
related coronavirus can infect humans, bats and camels. It was first reported
in 2012. The infectivity is not very high with only a few thousands recorded
infections, however, the mortality rate is high at above 30%[172]. Similarly, one
of the first epidemics by a coronavirus, SARS-CoV-1 caused a big uproar in the
world. After an outbreak of SARS in 2002 in China, the virus spread relatively
quick to over 30 countries. Even though the confirmed cases is low at roughly
8000 and 800 deaths, it made its mark on the world[173]. The latest pandemic
caused by a coronavirus, SARS-CoV-2, Covid-19, caused 750 million+ confirmed
infections with nearly 7 million confirmed deaths. A total disruption of countries
and lockdowns all over the globe as a result. The development of vaccines was
able to turn the tide and get control over the coronavirus[174]. The main target
of vaccine development was the Spike protein.

4.2.3 Spike Protein
A spike protein in viruses is a surface glycoprotein that often occurs as dimers
or trimers. The S-protein occurs in many different types of viruses such as HIV,
influenza, retroviruses, coronaviruses and many more[175][176]. Spike proteins are
usually involved in cell entry and engage in protein-protein interaction. A small
part of the protein is membrane bound via a transmembrane domain. The protein
itself is usually a rod that sticks out of the virus to promote the receptor bind-
ing. The spike proteins are glycoproteins which have sugars covalently attached
to some residues on the surface[177]. In most viral glycoproteins the sugars are
covalently linked to a nitrogen of an asparagine residue (N-linked glycosylation).
The post-translational modification of proteins by glycans is essential for function
and stability of the spike protein[178].

The SARS-CoV-2 Spike protein is a trimeric protein of 1273 amino acids per
monomer (Fig. ??). It is a glycoprotein that is responsible for cell entry through
membrane fusion of the viral envelope and the target cell membrane. The spike
protein contains two domains, the S1 and S2 domain. The S1 domain is the region
which contains the receptor binding domain (RBD). The RBD is the essential do-
main of the spike protein that binds to the human angiotensin-converting enzyme
2 (hACE2) [179][180]. Upon binding of the RBD domain with the hACE2 receptor,
the S2 domain promotes membrane fusion. S2 contains the fusion peptide which
binds to the membrane of the target cell. Two helical domains, HR1 and HR2
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then reorganize to bring the viral envelope close to the cell membrane. When the
two membranes are close enough, they fuse and the viral interior will be exposed
inside the cell for replication [170].

Figure 4.2: Structure of SARS-CoV-2 HexaPro, with one RBD in the up
conformation.

The protein contains a proteolytic cleavage site. The site is cleaved which is noted
as priming of the spike protein. Priming of the protein is required for membrane
fusion. The furin cleavage site in SARS-CoV-2 is located at the S1/S2 interface.
After cleavage with furin and binding of the receptor of the target cell, a second
cleavage site S2’ is available for transmembrane serine protease 2 (TMPRSS2)
cleavage[181]. TMPRSS2 is a cell surface protein that cleaves nucleophilic serines
The S2’ cleavage enables the fusion peptide to engage with the target cell mem-
brane to facilitate membrane fusion [182][183].

The RBD domain is able to enter the cell via interaction with the hACE2 receptor.
The RBD can only interact with the target receptor if the RBD is in the correct
conformation. In SARS-CoV-2 the spike protein can occur in one of two confor-
mations, RBD-down and RBD-up (Fig. 4.2). In the RBD-down conformation the
spike protein is unable to interact with the receptor while in the RBD-up it is able
to interact. Therefore, it is essential for the spike protein to have at least one RBD
domain of the trimer in the up-conformation [184]. It appears that the flexibility
of the RBD domain is regulated by a fusion peptide proximal region (FPPR). The
RBD-down conformation is linked to a rigid FPPR, which clamps down the RBD.
In RBD-up, the FPPR is flexible and enables the RBD-up conformation [185].

The SARS-CoV-2 Spike protein has been the major target in vaccine development
to combat the Covid-19 pandemic. The different approaches to develop vaccines
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mainly focused on mRNA and protein vaccines. In mRNA vaccines, mRNA of
the target protein is injected into a person. The mRNA is then synthesized to
the target protein to activate the immune system to generate targeted antibodies
against that target protein. In protein based vaccines, the protein is directly
introduced into the body and the immune system is then tasked with raising
antibodies. Many protein engineering efforts were utilized to create a stable and
effective vaccine to combat SARS-CoV-2. In paper II the efforts in this work are
highlighted to create potential vaccine leads of the SARS-CoV-2 Spike protein.

4.3 PETase
Polyethylene terephthalate (PET) is one of the most used polymers in the entire
world. It is a heteropolymer made of two building blocks, ethylene glycol (EG)
and terephthalic acid (TPA). The polymer is used in the production of clothing,
packaging such as bottles and wrappers, and plastic bags. The production of PET
worldwide is increasing yearly with over 30 million metric tons being produced in
2019 with an expected increase to 35 million metric tons in 2024 [186]. An
increasing strain is put on the environment with the increased plastic production
and corresponding increasing plastic waste.

4.3.1 PET, The Polymer
PET is an incredibly versatile and useful polymer. The most famous use of PET
are the plastic bottles used for drinks. However, PET can be further processed
and made flexible to be used as food wrappers. Additionally it can be used as
textile to make microfiber cloths, or polyester clothing. The incredible flexibility
of the polymer has made it one of the most used in industry.

PET is a polymer that is very stable and can have a varied degree of crystallinity.
A crystallized polymer is a polymer in which the chains are organized. The oppo-
site of a crystalline polymer is an amorphous chain. An amorphous PET polymer
is unorganized and chains are randomly connected[187]. PET can be organized
by heating the polymer above the glass transition temperature (T g), after which
the polymer becomes flexible and can reorganize. Amorphous PET is created
by disorganizing the polymer by quickly cooling down the polymer from the Tg,
not giving the polymer time to settle. The crystallinity of the polymer determines
the chemical properties and ease of recycling in further downstream processes[188].

The production of PET is a very environmentally straining process. The two
monomers used in the creation of PET, EG and TPA are not created in a green
way. EG originates from natural gas and TPA is extracted from crude oil [189].
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The polymer is created via a polycondensation reaction. Due to the new occur-
rence of these plastic polymers, there are near to none natural tools to break down
plastics. That is why the plastic accumulates and is not degraded by microorgan-
isms. PET plastics with a high number of aromatic rings, is chemically resistant
to degradation by nature. The recycling process of PET into its monomers is a
harsh process that requires a lot of energy[190].

The polymer does not get decomposed quickly in nature, however, PET is not fully
stable. PET exposed to high humidity will degrade ever so slightly through hy-
drolysis. The polymer decreases in degree of polymerization and forms monomers,
oligomers, or further downstream products. High temperatures, high pressures,
UV-light and shear forces damage the PET and can cause the formation of
monomers or oligomers and also of acetaldehyde[191]. Acetaldehyde is an of-
ten produced molecule in PET bottles which leads to contamination of the liquid
stored in a bottle[192].

Besides acetaldehyde, monomers and oligomers are also formed under these con-
ditions. The building blocks of PET are TPA and EG, however, there are more
molecules that can be considered monomers. The three monomeres are mono(2-
hydroxyethyl) terephthalate (MHET) and bis(2-hydroxyethyl) terephthalate (BHET)
are TPA molecules with one or two EG molecules bound (Fig. 4.3). Through pro-
longed exposure to these harsh conditions small plastic particles, microplastics
< 1µm, can be expelled and contaminate, liquids and the environment.

4.3.2 PETase
The demand for a natural way to degrade PET back into its monomers is high.
The strain on the environment by PET is increasing and green solutions are desir-
able to degrade plastic. In 2016 a Japanese group set out to find natural enzymes
that can degrade PET to MHET and TPA (Fig. 4.3B). On a waste fill for PET
waste they found a bacteria, Ideonella Sakaiensis, that contains the PETase en-
zyme. The enzyme is able to degrade PET and use the polymer as a carbon source
for the bacteria unless amorphous pre-treated PET is used [55]. The bacteria was
able to grow on a PET film and degrade it over a period of 70 days. Before the
discovery of PETase, only a handful of enzymes were found with the capability to
degrade PET. One of those enzymes is Leaf and branch compost cutinase (LCC)
[193]. LCC is also capable to degrade PET. However, the enzyme is not capable to
degrade a PET film as efficiently as PETase. Similarly, PETase outperformed the
other PET degrading enzymes on a highly crystallized PET bottle. Additionally,
LCC requires high temperatures, near the PET glass transition temperature. The
high temperature requirement puts another constraint on running reactions with
LCC.
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In 2018 the structure of PETase was determined using X-ray diffraction. The
resolution of the structure at 1.5 Å enabled a detailed study of the dynamics of
catalysis [194]. It was found that the motif G158WSMG162, which is conserved in
hydrolases, was present in PETase in the active site. The catalytic residues were
identified to be S160, H237 and D206 which form a catalytic triad (Fig. 4.3A).
The serine is thought to be the catalytic residue which cuts the ester bond of the
polymer. The polymer binds in an L shape at the exterior of the protein in a cleft.
The binding site of the polymer can be split into subsite I and subsite II. Both
subsites are on opposite site of the catalytic triad. Subsite I binds one MHET
unit while subsite II binds 3 MHET units. The subsites are lined with hydrophobic
residues to promote the binding of the hydrophobic PET[194].

Figure 4.3: A. Structure of PET (pdb: 6EQE) with the catalytic residues in
deepteal. B. The reaction catalyzed by PETase.

PET can occur in two different conformations. Gauche and trans conformation of
PET indicate how the chain is oriented. In trans, the chain is straight whereas in
gauche there is a dihedral angle between 0 and 90 degrees of the EG moiety in the
polymer chain. Gauche occurs more often in amorphous PET. The WT PETase
prefers gauche PET. However, the yield is low and for more crystallized PET the
WT enzyme does not have very good yields[195]. There is an engineered version of
PETase that alters the preference from gauche to trans substrates. The mutation
of residue S238A causes this shift. S238 is found in the second subsite and is one
of the lining residues of binding site of PET. An alteration of the residue, changes
the binding affinity from gauche to trans substrates [195]. Both variants of the
PETase enzyme were used in paper IV.
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Chapter 5

Current Work

5.1 Paper I: Thermoadaptation in an Ancestral Diter-
pene Cyclase by Altered Loop Stability [196]

5.1.1 Present Investigation
Terpene cyclases are an interesting class of enzymes that hold great potential for
many applications. PtmT2 is an enzyme that is a precursor for potentially im-
pactful antibiotics. Terpene cyclases are a versatile group of enzymes that can be
engineered for different purposes. To be able to perform different tasks, enzymes
often require a high stability. In this work the aim was to engineer a more stable
enzyme to enable the possibility to, in the future, engineer promiscuous functions
into the enzyme. The method of choice was ASR. The hypothesis is that with
ASR, it would be possible to generate a stable enzyme.

The enzyme catalyzes the reaction from GGPP to ent-CPP via the catalytic mo-
tif DxDD. Additionally, the binding of the metal ion is mediated via the residues
D128xxxxE133. The residues are important to be conserved throughout ASR since
these are essential for activity. In this paper we used ASR to generate a hyperstable
terpene cyclase based on the extant protein PtmT2. The ancestral sequences were
subjected to experiments to determine catalytic and stability properties as well as
MD simulation.

Homologous sequences of PtmT2 were used as input for ASR. Via a BLAST search,
the most similar sequences were found and used as template for ASR. The most
similar sequences already had a very low sequence similarity, only 5 sequences
were found that had an identity of more than 50%. The sequences were then
aligned with MUSCLE[124] in the MEGA-X software [197]. The final number of
similar sequences used in the alignment was 35. The average identity between

49



CHAPTER 5. CURRENT WORK

sequences was around 40 to 50%. The phylogenetic tree was reconstructed using
IQ-tree [126]. The reconstruction method of the tree was the LG+F+G+I [118].
The tree was verified with the bootstrap method to be accurate (1000 bootstrap
replicates). The ancestral sequences were referred with MEGA-X[197]. Four an-
cestral sequences were reconstructed from the phylogenetic tree (Fig 5.1A). The
four nodes directly upstream from PtmT2 were chosen. The ancestral sequences
had an identity of 98, 75, 66 and 61% for Anc01, Anc02, Anc03 and Anc04 re-
spectively (Fig 5.1C). All essential residues remained conserved throughout the
ancestors (Fig 5.1B).

Figure 5.1: A. Partial phylogenetic tree of PtmT2, with PtmT2 highlighted (red
box). The ancestral sequences are indicated (dot) on the nodes. B. Alignment of
important motifs that are conserved throughout the extant and ancestral
sequences. C. Sequence identity matrix of PtmT2 compared to the ancestral
sequences. figure used with permission of the journal[196]

The ancestral sequences were expressed in E. Coli. What is often observed artifact
of ancestral sequences is that the older ancestors are hard to express. As such,
Anc03 and Anc04 were not able to be expressed. Anc01 and Anc02 were further
analyzed in this work. Anc01 has very few mutations. The mutations it has are
primarily located on the exterior of the protein, mostly in alpha helices. In Anc02,
there are is a vast number of mutations, with mutations spread all across the
enzyme.

The enzyme was purified and tested for thermostability. The results displayed
an, for terpene cyclases, unprecedented increase of melting temperature in Anc02.
The Tm of Anc02 was increased with 40°C to 85.7 ± 0.0 °C. Anc01 in turn has
an increased thermostability of 5°C to 50.7 ± 0.2 °C (Fig 5.2A). The enzymes
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altered stability also influences the activity. In Anc01 the activity is slightly in-
creased compared to the WT PtmT2 (Fig 5.2B-C). Interestingly, the activity of
Anc02 has decreased around 5-fold reduction of Vmax. The remarkable thing of
Anc02 is the shift in optimal temperature. Where PtmT2 and Anc01 have their
optimum reaction temperature around 30-40°C, Anc02 has its optimum around
50-60°C.

Figure 5.2: A. Thermostability of PtmT2 and its ancestors measured in triplicate
with nanoDSF. B. Alignment of important motifs that are conserved throughout
the extant and ancestral sequences. C. Sequence identity matrix of PtmT2
compared to the ancestral sequences. figure used with permission of the
journal[196]

The increase of thermostability and shift of optimum reaction temperature led to
a more in depth study of the structure of PtmT2 and the ancestors via MD sim-
ulations. In the MD simulations, the magnesium ion needed to be implemented.
Between the WT and ancestral variants minor differences could be observed with
respect to metal coordination. In Anc02, the coordination of the magnesium ion
appears to be regulated merely by Asp128 and Glu133. In Anc01 and the WT,
the magnesium ion is coordinated via Asp 128, Glu 133, Asp 172 and Arg350.
Arg350 interacts with Asp128 to limit the access into the active site and ensure
the stability of the magnesium ion. It is essential for the magnesium ion to be
included in the structure for the MD simulation regarding structural stability at
different simulation temperatures.

The difference in thermostability and activity between the ancestors and the WT
is significant. To understand the basis of the differences a 1 µs MD simulation
will give information on the structural rigidity of the variants. Due to the signif-
icant difference in thermostability the simulations were performed at 303K and
343K (30 and 70°C). The simulations do not represent exactly the corresponding
temperatures in an experimental setting. However, it will highlight the differences
between variants regarding flexible regions. If a region is not very rigid, at higher
temperatures the structure might unfold. Additionally, the overall structure could
vary more due to instabilities in the structure. The aim of the MD simulations is
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to observe why Anc02 is so much more stable and to be able to pinpoint regions in
the structure with obvious differences. The WT PtmT2 has around a 0.7Å RMSD
between the two different temperatures. Anc01 has a RMSD of 0.4Å and Anc02
only has 0.1Å RMSD between the two simulations (Fig 5.3).

Figure 5.3: RMSD between 1 µs MD simulations at 303K and 343K. A. WT. B.
Anc01. C. Anc02. figure used with permission of the journal[196]

The marginal difference between the MD simulations of Anc02 indicates that the
structure is the most stable as there is no difference between the two temperatures.
Even though the structure of Anc02 has a higher RMSD compared to the WT (Fig.
5.3), the plot includes the equilibration time of homology model that impacts the
RMSD in the initial few nanoseconds. As in correspondence to the Tm data,
Anc01 also has a lower RMSD compared to the WT. After a thorough analysis
of the MD simulation, a significant difference was observed in the loop between
residues 344 and 353 (Fig. 5.4). The loop between these residues collapses into
the active site in the WT and Anc01. It interferes with the ability of the substrate
to bind to the enzyme. In Anc02 the loop does not collapse into the active site.

The main difference between the variants in the loop region can be found at residue
347. In the WT and Anc01 there is a glycine, whereas in Anc02 the residue is
mutated to a proline. Additionally, V348 is mutated to a glycine in Anc02 compared
to the WT and Anc01. A proline would have a much larger impact on structural
stability compared to a valine. To test whether the proline mutation could be
responsible of activity and stability at higher temperatures, a mutant was generated
with a proline mutation at the residue position 347 in the WT, and reverted back
to a glycine in Anc02. The results indicate the importance of the proline mutation
in Anc02. When the proline mutation is reverted back into glycine, the ancestral
protein loses 2.7-fold activity and loses activity at temperatures of 60°C and above.
Even though the melting temperature has remained nearly identical to the original
sequences, the activity was affected significantly. While Anc02 lost 2.7-fold activity
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Figure 5.4: Loop RMSD of a 1 µs MD simulations and different loop
conformations of residues 344-353. The loops correspond to PtmT2 (cyan),
Anc01 (yellow) and Anc02 (magenta) A. 303K. B. 343K. figure used with
permission of the journal[196]

without the proline mutations, the WT PtmT2 gained 2.7-fold activity with the
addition of the proline mutation.

5.1.2 Conclusion
In this paper, the use of ASR as an enzyme engineering tool was verified on PtmT2.
The ancestral enzymes had increased thermal stability. Even though Anc02 was
40°C more stable, it came at a cost of activity. Through MD simulations we
established that the ancestral enzymes became more rigid compared to the WT
PtmT2. Through the increased rigidity, the enzyme was able to retain activity
up to 80°C. The MD simulations highlighted an important loop in the enzyme
which greatly affected activity towards GGPP. The introduction of the mutations
identified in the loop in Anc02 revealed the importance of stabilizing mutations
in loops, as the proline mutation corresponded to a 2.7-fold increase in activity.
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Figure 5.5: A. Melting temperatures curves of WT Proline mutant and
Anc02 NoProline mutant, displaying a marginal change in Tm compared to the
original sequences. B. Activity of PtmT2 vs the mutated PtmT2. C. Activity of
Anc02 compared to the mutated Anc02. figure used with permission of the
journal[196]

ASR was shown in this paper to be a useful engineering tool and a good starting
point to further understand enzymes. Additionally, the Anc02 provides an excellent
starting point to further engineer the enzyme due to its high stability.
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5.2 Paper II: Design, structure and plasma binding
of ancestral β-CoV scaffold antigens

At the start of 2020 the world was greatly affected by the Covid-19 pandemic.
The whole world rallied to find a cure of vaccine for the virus as quick as pos-
sible. However, one of the largest problems researchers were faced with was the
instability of the Spike protein. After a thorough study and previous knowledge
of SARS-CoV-1, a stabilized version S2P was able to be synthesized[198]. S2P
yielded moderate results and could be used for design of vaccines, even though
the yields were still not ideal. After months of further optimizing, the HexaPro
Spike protein was designed[198]. It is the SARS-CoV-2 Spike protein with six
stabilizing proline mutations. The HexaPro variant enabled the quick purification
of the Spike protein in high yields and enabled an enhanced understanding of the
Spike protein. The work to create HexaPro lasted months and slowed down the
process of understanding the virus that was causing the pandemic. In this work
we hypothesize that with ASR a stable Spike protein (or antigen) could quickly
be synthesized with no prior knowledge of the virus such as was available for
SARS-CoV-2 (the knowledge of SARS-CoV-1).

5.2.1 Present Investigation
The phylogenetic tree from SARS-CoV-2 was reconstructed. A total of 250 se-
quences were used in the initial alignments. After a screen in which duplicates
and truncated proteins were removed, a final phylogenetic tree was constructed
with 60 closely related betacoronavirus spike proteins. A clear distinction in the
tree can be found between the different sublineages, Merbecovirus, Nobecovirus,
Hibecovirus and Sarbecovirus. For the reconstruction of the tree, no recombina-
tion was considered. This was done because the attempt was to make a universal
response against a viral outbreak, without any prior knowledge about possible
origins of strains. In this phylogenetic reconstruction there is a clear example of
recombination. One of the closely related sequences, HKU3, has an RBD from a
non-hACE2 binding virus (Fig. 5.6).

Four ancestors upstream of SARS-CoV-2 were reconstructed. The nodes of inter-
est were three, five, six and nine nodes upstream of the sequences of interest. The
sequences were chosen because of the branches joining at those specific nodes.
Node 3 and 5 are closely related sequences. At node 6, sequences closely related to
SARS-CoV-1 are included and at node 9 another sublineage of betacoronaviruses
joins, namely the hibecovirus. The ancestors are named AnSA-3, -5, -6 and -9
corresponding with the nodes upstream of SARS-CoV-2. The sequence identity
between the AnSA sequences and WT SARS-CoV-2 S-protein is 83, 79, 80 and
55% respectively.
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Figure 5.6: Phylogenetic tree of SARS-CoV-2 Spike protein. All classes of
different sarbecovirus strains are color labeled (Merbecovirus, Nobecovirus,
Hibecovirus and Sarbecovirus). The reconstructed ancestors are highlighted in
olive green. The table in the bottom is the identity matrix corresponding to the
reconstructed ancestors of this tree, or an altered tree excluding sequences from
after 1/1/2020. Figure taken from pre-print, Design, structure and plasma
binding of ancestral β-CoV scaffold antigens.

The extant spike protein proved difficult to purify. Therefore, how well an AnSA
expresses is an important trait. Upon the first purification under the same con-
ditions as HexaPro, AnSA-3 and AnSA-9 yielded little to no protein. However,
approximately a 60% increase in protein yield was observed in AnSA-5 and -6 com-
pared to HexaPro. The protein could be expressed in Expi293 and harvested over
a multiple day incubation period with the highest yields after three days. To test
whether the obtained protein is not aggregated, the proteins were analysed using
dynamic light scattering (DLS) to determine the particle size. The results of the
DLS indicated that the vast majority of particles were the expected trimers with
an insignificant portion being aggregates. The only exception, AnSA-3, displayed
a higher number of aggregates as compared to the other three. This corresponds

56



5.2. PAPER II: DESIGN, STRUCTURE AND PLASMA BINDING OF
ANCESTRAL β-COV SCAFFOLD ANTIGENS

with the low yields obtained during protein expression.

For the purpose of a quick response in case of a pandemic, the structure of the
trimer is important. If the structure is very diverse from the SARS-CoV-2 S-protein
it will pose a problem in antibody design. To verify the structure of the AnSA
proteins, they were subjected to Cryo-EM. The structures of AnSA-5 and AnSA-6
were determined to 2.6 and 2.8Å (PDB: 8AJA and 8AJL, respectively) and are, up
till date of submission, the highest resolution achieved in an S-protein. It fits with
the high expression and low aggregation data. The grid preparation for Cryo-EM
was fast and straightforward. Interestingly, another feature of the AnSA proteins
was that the only configuration of the RBD was down, and thus inactive towards
the hACE2 receptor. The structures were then subjected to a thorough analysis
to try and find the origin of this increased stability and RBD-down configuration.

The AnSAs are much more stable because of an intricate hydrogen bond network
that arose in the ancestral proteins. A considerable number of mutations are lo-
cated on the surface and on the border between domains and monomers. We
observed many novel interactions between domains, for instance S284 and A292
creates a novel hydrogen bond between the NTD and RBD domains. Other ex-
amples include S84, T604, Q602 which link the NTD, RBD and SD2 via hydrogen
bonds (bottom left panel Fig. 5.7) and also N274 and Q534 which link NTD
and RBD together between different monomers (bottom right panel Fig. 5.7).
All novel hydrogen bonds between domains ensure that they are closely linked
together. As such, the RBD is closely linked to the NTD and SD2 via the new
network and thus in the closed conformation. Similarly, the higher interaction
between domains, ensures trimer stability and ensures higher expression yields as
well as reduced aggregation.

The viability of the AnSAs as potential vaccine leads, is determined by the ability
of the protein to stay stable over longer times at, preferably, high temperatures.
The AnSAs were monitored for stability over a period of 4 weeks at 4°C, 22°C
and 37°C. The AnSA proteins displayed a higher stability compared to HexaPro
and the highest stability was observed at 37°C. It enables the protein to have a
long residence time in vivo and longer time to induce an immune response. Addi-
tionally, the stability at high temperatures facilitates easier distribution of vaccines.

The AnSAs, besides stability, are also required to work as antigens. As expected
from the ancestral reconstruction, where recombination was ignored, the AnSAs
do not bind to the hACE2 receptor. This in part is due to the ASR, other part
is due to the RBD being locked in the down-conformation. Despite the AnSAs
being unable to bind to the hACE2 receptor, does not mean they cannot be used
as vaccine leads. The different domains can still evoke an immune response and
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Figure 5.7: Cryo-EM structure of AnSA-5. A. showing the top and side view.
The monomers are color coded, blue, green and purple. The RBD has a darker
variant of these colors. The panels indicate novel hydrogen bond networks found
inter-domain, or inter-monomer. B. Domain overview as bar graph, Colors
indicate the location corresponding with the structure. Figure taken from
pre-print, Design, structure and plasma binding of ancestral β-CoV scaffold
antigens.

raise antibodies. Therefore, the AnSAs were tested versus convalescent human
plasma. The samples were either vaccinated against or have been infected with
Covid-19. All samples showed an interactions with antibodies raised by vaccination
or infection (Fig. 5.8). It verifies that AnSAs react to antibodies raised specifically
for SARS-CoV-2. Due to the conserved overall structure, it was to be expected.
Additionally, the ancestral proteins bound CR3022. CR3022 is a general antibody
for coronaviruses.

Even though the results are promising with regard to antibodies binding which
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Figure 5.8: Antigen property of AnSA-5 and -6. A. Binding of antigens to
convalescent human plasma. All colors indicate different patient samples. Black
corresponds to the negative control. B. Binding of AnSA-5 and -6 to CR3022
measured with SPR. C. Binding of AnSAs to hACE2 receptor. Figure taken from
pre-print, Design, structure and plasma binding of ancestral β-CoV scaffold
antigens.

were raised against SARS-CoV-2. The question whether the AnSAs can make
immune cells create a novel response towards coronaviruses remains unanswered.
For this reason, tonsil organoids were made which were stimulated with HexaPro
and AnSA-5. The tonsil organoids replicates were created from a section of tonsils
of three different individuals. The cells were grown to organoids with the proper
growth factors and then stimulated with the antigens for two weeks (Fig. 5.9A).
The results show that AnSA-5 is just as potent as HexaPro in inducing an im-
mune response (Fig. 5.9B). The antibodies raised by AnSA-5 also bind HexaPro
and RBDs of other variants of concern related to SARS-CoV-2 (Fig. 5.9C). It
verifies the AnSAs as potential vaccine leads. The fact that antibodies bind does
not verify a neutralization response. Therefore, the neutralization activity of the
organoid cultures towards WT SARS-CoV-2 was tested. AnSA-5 had an immune
response in the two donor organoid cultures tested. While HexaPro culture had a
stronger response in one donor, it failed to neutralize the virus in the second donor.
The results verify AnSA-5 as a potential vaccine lead that can induce neutralizing
antibodies against WT SARS-CoV-2.

The last question regarding the AnSAs was, how to use them in case of a new
pandemic. The previous results are promising as a potential universal coronavirus
vaccine. However, it is of course feasible that it would be impossible to use the
AnSA for a new variant. Raising antibodies usually happens towards a target
region, such as the RBD. The RBD in the AnSA is not an extant RBD and has
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Figure 5.9: Immune response in tonsil organoids after stimulation with HexaPro
and AnSA-5. A. Protocol for organoid culturing and experiment. B. Level of IgG
binding to organoids grown on either BAFF, BAFF HexaPro or BAFF AnSA-5.
Figure taken from Paper II.

many mutations compared to the WT SARS-CoV-2. Since the protein is very
stable, an attempt was made to replace the RBD of the AnSA with the WT
SARS-CoV-2 RBD domain. Upon introduction of the WT RBD, the stability of
the AnSA drops considerably. However, the yield is still higher than the S2P
variant used to create the vaccine during Covid-19. The binding activity of the
AnSA-WT-RBD was restored towards hACE2. Additionally, the antibodies raised
by infection or vaccination continue to interact with the AnSAs. Indicating the
scaffold quality of the ancestral protein and potential use in a future pandemic.
The RBD could be replaced by a new variants RBD to quickly attempt to raise
antibodies towards the new variant.

5.2.2 Conclusion
The ancestral protein made by ASR from SARS-CoV-2 Spike protein is a stabi-
lized version with a comparable, if not better stability, than the golden standard,
HexaPro. The protein expresses in high yields compared to HexaPro and is stable
over a period of 4 weeks at 37°C. The protein binds to antibodies specific for
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SARS-CoV-2 and evokes an immune response in tonsil organoids. The antibodies
evoked by the organoids grown with AnSA-5 bind and neutralize HexaPro and
AnSA-5. ASR on antigens is a promising technique to create stable vaccine leads
quickly. While the traditional approach to create HexaPro took more than half a
year, with ASR a stabilized version could be created in under a month. It opens
up a new avenue for vaccine design that could have a more versatile applicability.
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5.3 Paper III: Modulating activation entropy and
enthalpy of human oxidosqualene cyclase by
tunnel mutagenesis

5.3.1 Present Investigation
As mentioned in section 4.1.4, hOSC is an important enzyme for cholesterol syn-
thesis. It transforms oxidosqualene into lanosterol through a multi-step process.
Since it is such an important enzyme, it has been studied extensively. QM/MM
simulations elucidated the mechanism of catalysis which was made possible by the
crystal structure of the enzyme[199]. In a previous study with squalene hopene
cyclase (SHC) it was shown that entropy was the driver of the reaction[200]. The
aim of paper III is to understand the entropy and origin of the entropic term in the
transition state in hOSC. We hypothesize that part of the entropy is provided by
the water molecules which reside in the enzyme. Upon substrate binding, water
would be expelled and be in a state of more possible configurations, and thus a
higher entropy. The water would be expelled through tunnels in the enzyme. Our
approach to test this, is to attempt and close tunnels that go into the active site to
prevent water from accessing or leaving the active site. The tunnels are identified
using CAVER and then blocked by the introduction of a bulky residue such as a
tryptophan at a targeted location.

WT hOSC has a transition state free energy of 15.8 kcal mol-1. The entropy term
is 6.4 kcal mol-1 and the enthalpy term is 22.1 kcal mol-1. Since the formula for
Gibbs free energy is ∆G‡ = ∆H‡ − T∆S‡, the enthalpy term is lowering the
energy required to go into the transition state. The values are calculated via the
Eyring transition state analysis. Due to the highly stabilized substrate in the active
site during the reaction, a positive entropy term is highly unlikely.

CAVER on hOSC revealed multiple tunnels originating from the active site. There
was a total of 8 main tunnels identified in the enzyme. The tunnels were numbered
based upon the frequency CAVER identified the tunnels in a 200 snapshot MD
simulation. Among the tunnels was tunnel 1 (T1), which is the tunnel directly
adjacent to the catalytic residue D455. The tunnel is thought to re-protonate the
catalytic residue after catalysis. Tunnel 3 (T3) is a tunnel that corresponds to the
substrate access tunnel. One of the most abundant tunnels is tunnel 2, which is
a tunnel directly leading to D455 from a 90°angle from T1. The last tunnel of
interest is tunnel 8 (T8). T8 is another tunnel that approaches the active site via
the opposite site of D455. It is a slightly less hydrophobic tunnel than the other
7, and waters are able to pass through this tunnel to resupply the active site after
catalysis. Multiple mutations were designed of which two were tested in detail.
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The first mutations is S443T. The mutation is designed to close of T8, by the
addition of a methyl group at the side chain. MD simulations indicated that this
is not the case, and instead due to the different interaction of T443, the F444
residue is relocated. F444 blocks off tunnel 8 which is directly coupled to D455
(Fig. 5.10B). The blocked tunnel influences the kinetics slightly. The reaction
became slightly less entropy favored, however, the results are not significantly dif-
ferent. The Gibbs free energy of the transition state has changed from 15.8 to
15.6 kcal mol-1, the entropy from 6.8 to 4.0 kcal mol-1 and the enthalpy from
22.1 to 19.6 kcal mol-1. The formation of the transition state became a little less
entropy favored, and a little less enthalpy inhibited.

The second mutation designed is S580W, it is a mutation that is designed to block
the tunnel (T3) resupplying waters to D455. The mutation coordinates itself with
multiple residues, Y528, Y530 and W581 to create a hydrophobic pocket. The
tunnel goes through this hydrophobic center and thus effectively blocks the tunnel
for water molecules to pass through (Fig. 5.10C). The water molecules through
the tunnel can now no longer access D455 for potential re-protonation, nor for
expulsion of the water molecules upon substrate binding. The most significant
result could be seen in the enthalpy and entropy of activation. The values are
completely reversed. While the Gibbs free energy of the transition state increases
from 15.8 to 17.5 kcal mol-1. The enthalpy has a unprecedented change from 22.1
kcal mol-1 to -15.5 kcal mol-1. The entropy has an impressive change from 6.8
to -33 kcal mol-1. The tunnel mutations introduced in the tunnel has completely
reversed the driving force of the reaction. Initially, entropy was the driving force,
instead now it is the inhibiting force and enthalpy drives the reaction.

After successfully changing the dependency of the reaction on the entropy of ac-
tivation to enthalpy, the next desirable step is to try and create more efficient
enzymes based on the principle of tunnel engineering. In silico design of triple
mutants based on suggested tunnel mutations was the next step. With the aid of
ATUMs GPS algorithm[201], 88 variants were synthesized based on forty suggested
mutations. Twenty mutations were suggested to block tunnels and are rationally
engineered. The other twenty mutations were suggested by the software based on
its phylogeny approach. There were three different variations of triple mutants
generated. Struct1-24 are based upon merely the tunnel mutations. Phyl1-24 are
based upon the mutations suggested by the algorithm and Combo1-40 are based
upon the combined forty suggested mutations. All variants have similar melting
temperatures and the only drastic change is in the activity of the enzyme. 30 of
the 88 variants were able to be purified and analyzed. The structured approach
deemed unsuccessful since all variants, except one, were not able to be expressed.
Struct15 was able to be expressed and tested for activity (Fig. 5.11). The enzyme
displayed the same trend as S580W with a high preference for cold temperatures.
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Figure 5.10: Tunnel mutations in WT hOSC and the effect on entropy and
enthalpy of activation. A. Eyring transition state analysis of S443T and S580W.
B. Tunnel mutation in S443T closes of the tunnel (orange) by rotating F444 in
the tunnel. C. S580W mutation creates a hydrophobic pocket reducing the
number of tunnels found (lines in tunnel).

The mutants based on the phylogeny approach were more successful. Most of
the enzymes expressed well. The Phyl enzymes follow the trend of the WT en-
zyme and maintain a preference for warmer temperatures. Interestingly, Phyl8 and
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Phyl9 show near a 10-fold increase in activity compared to the WT hOSC, how-
ever, the cold adaptation has vanished. The combined library has an interesting
result. Most of the Combo variants have more of a cold preference than the WT.
However, most are less active. The most interesting variant, Combo6 displays a
significant change in cold preference and is 4-fold more active than S580W at both
colder and warmer temperatures.

Figure 5.11: Three point mutants library and their cold adaptation. The activity
is on the left Y-axis and corresponds to the red bars. The right Y-axis
corresponds to the ratio between activity at 22°C and 37°C.

Combo6 and Phyl9 were further explored for their interesting properties displayed
in the screen. Interestingly, two of the mutations of the three are identical between
the two variants. Combo6, Y54H, T381F, M656L, shares the first and last muta-
tion with Phyl9, Q40A, Y54H, M656L. Despite only one mutation difference, the
consequences are significant. Phyl9 has a Gibbs free energy of activation of 13.7
kcal mol-1 compared to 15.8 in the WT. The enthalpy of the transition state is 18.1
kcal mol-1 and the entropy 4.4 kcal mol-1 compared to 22.1 and 6.8 kcal mol-1 in
the WT (Fig. 5.12A). The entropy of the transition state has lowered and is less of
a driving force in the reaction, however, the barrier of the enthalpy has also been
lowered significantly. In Combo6, the values for Gibbs free energy, enthalpy and
entropy of activation are 16.2, -12.3 and -28.5 kcal mol-1, respectively. The values
of Combo6 show a similar trend as S580W and Combo6 appears to alter the hy-
dration state of the enzyme considerably and reverse the driving force of catalysis.
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Interestingly, there is a clear enthalpy-entropy compensation for an enzyme. The
variants of hOSC fit perfectly on the line with other terpene cyclases such as squa-
lene hopene cyclase (SHC) (Fig. 5.12). Inspection of the mutants during a 500ns
MD simulation, yield no conclusive evidence for the reason of the changed kinet-
ics. The shared mutations between Phyl9 and Combo6 are located deep within a
hydrophobic area between alpha helices. In Phyl9, the Q40A mutation is located
within a loop, which has not been described as relevant for activity. The T381F
mutation in Combo6 is located in the active site. It was designed to block of a
tunnel, however, upon inspection the MD simulation it fails to do so. There are
no significant differences between the variants and the WT based upon inspection.

Figure 5.12: A. Eyring plot of Phyl9 and Combo6 with the corresponding
transition state energies. B. Entropy-Enthalpy compensation plot. SHC and
hOSC (black circles) are compared to different enzyme families. (white diamond,
and grey square)

5.3.2 Conclusion
The enzyme hOSC is entropy driven and it catalyzes the reaction of oxidosqualene
to lanosterol. The substrate arrives into the active site via a tunnel which is
directly coupled to the membrane. The catalytic residue is adjacent to a tunnel
which supplies water for reprotonation of the catalytic residue after catalysis. Six
other significant tunnels were identified in the enzyme of which two were mutated.
In paper III we show how tunnel mutations can alter the Gibbs free energy of
activation significantly. An entropy driven enzyme can be changed into an enthalpy
driven enzyme by closing of tunnels and altering the hydration state of the active
site. In this work, it is demonstrated how important water is in protein kinetics as
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well as the tunnels in the enzyme. Tunnels are interesting engineering targets due
to the large impact point mutations can have on catalysis. The combination of
software and rationally engineered mutations provide an improved enzyme with the
same reversed activation energies. It shows how software and rationally engineered
mutations are complementary to each other.
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5.4 Paper IV: Degradation of PET microplastic
particles to monomers in human serum by PETase

5.4.1 Present Investigation
Plastic is becoming a big problem for the environment. The problem is getting in-
creasingly severe with plastic having found its way into the human body and more
specifically blood. The effects of plastic on the overall health is not yet known,
however, more correlations are found between ill-health and plastic concentrations
in humans. The desire to have a solution for the issue of plastic in blood arose
from these correlations. The recently discovered PETase is an interesting candi-
date to initiate the exploration of plastic degradation in human serum. The plastic
most commonly used is polyethylene terephthalate (PET). Therefore, PET was
chosen as substrate in paper IV.

The size of the plastic found in the bloodstream are microplastics. Microplastic is
defined as plastic particles of smaller than 5 mm. However, the particles found in
human blood were closer to 1 µm. To simulate the microplastic, a novel method
was utilized. PET from a plastic bottle was shredded and then pre-treated via
microwave irradiation (Fig. 5.13A). Exposing a PET bottle to microwave irra-
diation results in hydrolysis of the ester bonds causing the plastic to transform
into a powder-like material. The polymers have a degree of polymerization (DP)
of on average 12 (Fig. 5.13B). Hydrolysis of the polymer occurs mainly in the
amorphous part, thus the gauche conformation. The remaining PET polymers are
of high crystallinity consisting of mainly trans conformation. The microplastics
that occur in nature are also enriched in crystallinity and thus is similar to the
microwaved PET[202].

PETase and the variant S238A, an engineered variant of PETase to have higher
selectivity for crystalline PET, were tested for activity on amorphous PET. Amor-
phous PET is often found in plastic used in, for instance, medical devices such
as stents. It is therefore important that the enzymes are inactive towards these
plastics since it could lead to serious complications. Both enzymes showed no
activity towards the plastic stents used as substrate (Fig. 5.13C). To test whether
PETase and S238A would function in serum, the enzymes were initially tested in
a buffer that simulates serum body fluid (SBF).

PETase has been reported to be limited in activity if not in phosphate buffer.
Therefore, the concerns regarding activity had to be addressed first. The SBF
buffer is a Tris-based buffer which simulates the pH and salinity of serum. The
initial tests with WT PETase and S238A in SBF buffer were performed with high
concentrations of both enzyme and plastic. This was done to ensure that any activ-
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Figure 5.13: MALDI-TOF analysis of the microplastic and initial screen. A.
Photograph of the PET substrate used. B. MALDI-TOF of the microplastic. C.
Reaction with untreated PET, WT PETase and S238A PETase are left for 1
hour in SBF buffer at 37°C. As comparison a TPA standard is shown. D. Initial
screen for activity of WT and S238A enzymes in SBF buffer.

ity would be detected. Both enzymes showed good activity at the concentrations
of 2.0, 5.0 and 10.0 mg mL-1 plastic with 1.5 µm mL-1 enzyme. The interest-
ing difference between the variants is the difference in products produced. The
WT PETase primarily transforms the substrate into MHET, whereas the S238A
variant is able to convert the substrate down to primarily TPA (Fig. 5.11A-B).
The concentration found in human blood is considerably lower with values found
around 1.6 µg mL-1. Therefore, more concentrations were screened at 1.0, 0.5
and 0.25 mg mL-1. Despite the numbers being a factor 100 higher than the re-
ported concentrations in blood, the detection limits of the HPLC did not allow for
lower semi-quantitative measurements. At the different lower concentrations, the
values of product released already are very similar (Fig. 5.14C-D). It verifies the
activity of the enzyme at lower concentrations of plastic and as such most likely
would succeed at hydrolysing microplastic at low concentrations. Unfortunately,
due to the low concentrations it proved difficult to get an accurate reading of the
TPA and MHET values. Therefore, we decided to continue with overall substrate
released in the following experiments.

The depolymerized PET consists of 3 monomers, terephthalic acid (TPA), mono(2-
hydroxyethyl) terephthalate (MHET) and ethylene glycol (EG). EG is known to
be toxic, however, the concentrations found of plastic in the blood stream are
well below the level that it would become dangerous (over 1000 mg (kg bw-1)-1
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Figure 5.14: Initial experiments to determine activity of WT and S238A PETase.
1.5 µg mL-1 enzyme was combined with the corresponding concentrations of
PET microplastic substrate.

day-1. Further experiments with TPA and MHET for toxicity have concluded that
the molecules are not toxic below 200 µg mL-1 for TPA, and no data is available
for monomer MHET. However, trimer MHET is toxic at concentrations of 25 µg
mL-1. Which adds to the urgency of being able to hydrolyze PET particles to
reduce health risks. To further characterize the depolymerized PET, the reaction
products were subjected to 1H NMR analysis. After the reaction, the samples
were freeze dried. The microplastic was dissolved in DMSO-d6 and then analyzed
by NMR. The NMR results (Fig. 5.12) verify the depolymerization of the PET
microplastic. The peaks observed can be identified as (a) aromatic rings, (b) ethy-
lene glycol moiety of MHET. The peaks (c), (d) and (e) correspond to the inner
chain hydrogens of the monomers. Peaks (a) and especially (b) verify that there
is formation of monomers and that the PET microplastic is being hydrolyzed by
the PETases.

After the activity of WT PETase and S238A was verified in SBF buffer, it needed
to be verified in serum. Human serum was chosen as media because it is a close
representation of whole blood but without the red blood cells and clotting factors.
The enzymes were tested in serum measuring the activity within the first hour
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Figure 5.15: Characterization of the enzymatic depolymerization of PET
microplastic in SBF buffer after a 1-hour reaction. Peak b highlights the
formation of a new EG moiety of released monomers.

of the reaction, with time-points every 15 minutes. Due to the complex media,
2 mg mL-1 was used as substrate concentration with 1 µg mL-1 enzyme. The
reaction was done at 37°C. S238A appears to be more efficient at depolymeriz-
ing PET in serum compared to the WT enzyme (Fig. 5.16). After 15 minutes
there is a 5-fold higher conversion for S238A. The time course verifies the activity
of the enzymes over a one-hour period. Additionally, similar to higher concentra-
tions in SBF buffer, we observed that S238A had a higher affinity to generate TPA.

5.4.2 Conclusion
The high consumption of plastic and the corresponding waste is an ever-growing
problem. Despite the evidence of negative impact on health, the correlations be-
tween serious illnesses and plastic are emerging in fast succession. Here we show
the first proof-of-concept study to depolymerize plastic in serum using PETase
and an engineered variant. The results verify the possibility for plastic degrading
enzymes to be used in a complex environment such as human serum.

The initial test in SBF buffer confirmed the possibility for PETase and S238A
to function in conditions similar to blood. The significance of these results is
strengthened by the low stability of PETases, which have a melting temperature
close to 40°C. Thus, experiments at 37°C are already bordering the limit. The
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Figure 5.16: Initial experiments to determine activity of WT and S238A PETase
in serum. 1.5 µg mL-1 enzyme was combined with 2 mg mL-1 plastic in Serum.
A. Monomers released by WT PETase in serum over a one hour time course. B.
Monomers released by S238A PETase in serum over a one hour time course.

activity observed in SBF translated into the experiments in human serum where
we observed a high activity in the initial time points. Even though the activity
slightly seemed to drop in S238A in the later data points of the experiment, it must
be noted that these enzymes were not optimized for use in human environments.
Bacterial enzymes are notoriously incompatible with human environments and thus
the activity of the enzymes might have been affected by the immune response in
blood. Nevertheless, there are tools that can make the human environment more
hospitable for enzymes by mutating the surface of a bacterial enzyme. Similarly,
potential side-effects of the PETases need to be accurately monitored in a follow-
up study. Since PETases hydrolyze ester bonds, they are also potentially targeting
essential components within a cell. However, currently there is no evidence of this
occurring.
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Conclusion and Outlook

The aim of this thesis was to use different protein engineering tools to improve
stability and/or function of proteins and enzymes. The main tool used in this
work was ancestral sequence reconstruction. Despite the fact that the exact se-
quences throughout evolution are unknown, ASR allows for an assumption of what
could have been. ASR is a method that uses extant sequences to infer a putative
ancestral sequence, it is unlikely that the ancestors are exactly true, therefore evo-
lutionary statements need to be made carefully, if at all. However, the usefulness
of the method is not hampered by the uncertainty and instead uses the potential
evolutionary traits to yield new proteins with altered properties. The proteins can
have improved stability and/or a new or improved function. The method is a
combination between rational engineering and directed evolution. Thus, it falls
in the category of semi-rational engineering. It is a method where no structural
information is required, however, the sequences and mutations are not generated
at random. A very low number of sequences needs to be screened to potentially
find an interesting sequence as is the case with rational engineering. Since there
are a plethora of enzymes on earth, there is a vast pool of information to dig from.
The information from all sequences is out there and needs only to be put to use.
The billions of years of evolution can now be the workhorse of protein engineering.

In this work the variance of applicability of ASR is demonstrated. In paper I, ASR
was used on one of the most complex catalytic enzymes that does some of the
most complex chemistry and in paper II it was used on a viral protein. Both pro-
teins had a positive result. PtmT2 became a hyperstable terpene cyclase which
functions up till 80°C. The ancestral sequence of PtmT2 could then be used for
further analysis and understanding of the enzyme. By creating a homology model
of the enzyme and corresponding MD simulation of 1 µs, structural analysis could
be performed. Through the MD simulation, an important novel out-of-active site
mutation was discovered which had a near 3-fold impact on activity. ASR is thus
not only a useful tool to create novel and stable enzymes, it also enhances our
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understanding of a class of enzymes. The importance of loop engineering in ter-
pene cyclases has so far been neglected regarding activity and thus the insights
gained might open up new avenues. Together with the novel understanding of the
enzyme class, and a hyperstable ancestral PtmT2, the new ancestral enzyme is an
ideal foundation for further engineering to create an extremely stable and efficient
terpene cyclase.

The second application of ASR was on the spike protein in paper II. A difficult and
unstable protein to purify, which required multiple rational engineering efforts and
months to create a useful variant. With ASR a spike protein was quickly produced
and purified at higher yields than the golden standard spike protein, HexaPro.
The ancestral Spike protein proved to be equally or more stable than HexaPro.
Additionally, the protein was able to interact with antibodies raised specifically for
SARS-CoV-2. The ancestral spike protein was also able to evoke an immune re-
sponse in tonsil organoids to create neutralizing antibodies for both the ancestral
spike, as well as the SARS-CoV-2 spike protein. This was the first attempt of
using ASR on an antigen with promising results as consequence. ASR could be
more widely be used as a quick generation of stable proteins or antigens when a
new emergency situation arises to try and design in rapid fashion a response.

In paper III, the aim was to discover how a terpene cyclase functions. More specif-
ically, how does the enzyme function with regards to water molecules. Rather than
using ASR, for this work rational engineering was the approach of choice. The
hypothesis of water molecules within the structure of the enzyme affecting the
enthalpy and entropy of the transition state was tested using tunnel mutations.
Through CAVER we identified tunnels within the protein structure and designed
mutations to close off the tunnels. Tunnel mutations that block the access of
water into the active site directly influence the driving force of a reaction. While
the enzyme was entropy driven, due to a single point mutation, the driving force
completely shifted to enthalpy. Triple mutants based on purely tunnel mutations,
inactivated the enzyme or made the enzyme not able to be expressed. The use of
ATUM’s GPS algorithm yielded extremely active variants of hOSC with a 10-fold
increase. When the algorithm was suggested 20 mutations based on tunnel mu-
tations, it led to a cold adapted variant. We show here the importance of water
molecules and tunnels in the structure of hOSC. The importance of out-of-active
site mutations is highlighted by the significant changes in energies involved in the
reaction. At first glance the mutations seem to have a negligible effect on catalytic
rates. Mutations in enzymes might not have a clear effect from the start, however,
the they could have a significant impact on how the enzyme functions.

The growing plastic problem was the inspiration for paper IV. The experience
in enzyme engineering and PETases inspired the idea to degrade PET in blood.

74



Since PETases are unstable with a low melting temperature, the catalytic activity
in blood is unknown. Most often reactions of PETases are performed at 30°C.
However, the body temperature is 37°C and thus it is close to the melting temper-
ature. The longevity of the enzyme could have compromised. We show here that
the enzyme has activity at 37°C. PETases are always used in phosphate buffer.
The pH and salinity in blood is very different from the standard reaction buffer
of PETases. Therefore, the activity was monitored in SBF buffer. We show here
that PETases function properly in SBF buffer and depolymerize PET efficiently.
The results hold true for experiments in serum. The WT PETases and S238A
were able to hydrolyze PET in human serum. S238A is a designer enzyme which
shifts the preference to crystalline substrates. As a result, the designer enzyme is
less prone to attack PET included in stents. The results shown here are the first
time a PETase is used to degrade plastic in serum. We tried to get ahead of the
potential future health hazards and provide a proof-of-concept to solve the issue
of plastic in blood.

A variety of different proteins were used in this thesis. The common denominator
between all proteins is the aim to enhance either the stability or function. The
main technique used is ASR. A technique that has inherent uncertainties with
regards to probabilities. It is a solid technique to get results. Further studies
to improve ASR could address uncertainty in ancestral residues by verifying the
probabilities per position with another tool. Bioinformatic tools could be added
in the pipeline, to try and decide between uncertain positions in the protein. ASR
provides a great tool for designing stable proteins, as shown by paper I and paper
II. Anc02 could be engineered with directed evolution to engineer a hyper stable,
and very active enzyme. The spike protein was a prototype for a vaccine lead
and could be further developed as a vaccine. It was the first case of ASR being
used to generate stable antigens for vaccine development. It potentially could be
applied to other antigens to create vaccine leads. In paper III the lesson of tunnels
should be transferred to other enzymes and other enzyme families and generally
be considered as a valid enzyme engineering target. The next steps in the research
could be to identify, why Phyl9 and Combo6 have the increased qualities that they
demonstrate and to analyze the individual mutations in both enzymes. Paper IV is
a proof-of-concept paper and has many experiments ahead before PETases can be
applied in a medical application. Experiments such as, determining activity with
more precise equipment at low plastic concentrations. Additionally, the side-effects
of the enzyme should be thoroughly studied. The enzymes should be modified so
that the human immune system does not reject them and trigger a severe immune
response. Furthermore, the field of protein design is on the verge of a paradigm
shift with the introduction of AI. AI can revolutionize the way protein engineering
is done. The development of AI tools to determine structure allows for rational
engineering approaches which was previously unheard of.
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Sustainability of my work
The research presented in this work helps towards a sustainable society by increas-
ing the knowledge of different protein families. Terpene cyclases is an important
class of enzymes which synthesizes a wide range of important compounds. The
knowledge gained here concerning activity and stability of terpene cyclases will en-
able the improvement of industrially relevant enzymes. PtmT2 presented here is
a precursor in the synthesis of antibacterial compounds. Similarly, hOSC is an en-
zyme involved in cholesterol synthesis. Understanding these enzymes will promote
good health and well-being as per the sustainability goals (goal number 3) set by
the United Nations. Sustainability goal number 3 is also the main reason behind
the work with the SARS-CoV-2 Spike protein. Being able to quickly develop a
vaccine will potentially save lives in future health related hazards. However, the
technology could potentially be applied on other animals which corresponds to
goal number 14 and 15 (life below water and life on land).

The work presented on the enzymes PtmT2, hOSC and PETase increase the knowl-
edge of enzymes in general. It aids in the future enzyme engineering strategies
for industries applying enzymes. Industries involved in the synthesis of chemicals
and other materials. Creating greener industry corresponds to the sustainable
goal number 12 (responsible consumption and production) and 13 (climate ac-
tion). Additionally, the proof-of-concept of degrading plastic in human serum
corresponds to goal number 3, it also aids in reducing plastic pollution in general.
The reduction of plastic waste back to monomers corresponds to sustainability
goal 6 (clean water and sanitation), 12, 13, 14 and 15.
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