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Abstract 

Brain tumor is a disease characterized by uncontrolled growth of abnormal cells in 
the brain. The brain is responsible for regulating the functions of all other organs, 
hence, any atypical growth of cells in the brain can have severe implications for its 
functions. The number of global mortality in 2020 led by cancerous brains was esti-
mated at 251,329. However, early detection of brain cancer is critical for prompt 
treatment and improving patient’s quality of life as well as survival rates. Manual 
medical image classification in diagnosing diseases has been shown to be extremely 
time-consuming and labor-intensive. Convolutional Neural Networks (CNNs) has 
proven to be a leading algorithm in image classification outperforming humans. This 
paper compares five CNN architectures namely: VGG-16, VGG-19, AlexNet, Ef-
fecientNetB7, and ResNet-50 in terms of performance and accuracy using transfer 
learning. In addition, the authors discussed in this paper the economic impact of 
CNN, as an AI approach, on the healthcare sector. The models’ performance is 
demonstrated using functions for loss and accuracy rates as well as using the confu-
sion matrix. The conducted experiment resulted in VGG-19 achieving best perfor-
mance with 97% accuracy, while EffecientNetB7 achieved worst performance with 
93% accuracy.   

 

Keywords 
Brain tumor, Deep learning, Convolutional Neural Network (CNN), diagnosis, Image 
classification, pre-trained models, dataset, economic impact. 

  



 
 
 
 
 

  



Sammanfattning 

Hjärntumör är en sjukdom som kännetecknas av okontrollerad tillväxt av onormala 
celler i hjärnan. Hjärnan är ansvarig för att styra funktionerna hos alla andra organ, 
därför kan all onormala tillväxt av celler i hjärnan ha allvarliga konsekvenser för dess 
funktioner. Antalet globala dödligheten ledda av hjärncancer har uppskattats till 
251329 under 2020. Tidig upptäckt av hjärncancer är dock avgörande för snabb be-
handling och för att förbättra patienternas livskvalitet och överlevnadssannolikhet. 
Manuell medicinsk bildklassificering vid diagnostisering av sjukdomar har visat sig 
vara extremt tidskrävande och arbetskrävande. Convolutional Neural Network 
(CNN) är en ledande algoritm för bildklassificering som har överträffat människor. 
Denna studie jämför fem CNN-arkitekturer, nämligen VGG-16, VGG-19, AlexNet, 
EffecientNetB7, och ResNet-50 i form av prestanda och noggrannhet. Dessutom dis-
kuterar författarna i studien CNN:s ekonomiska inverkan på sjukvårdssektorn. Mo-
dellens prestanda demonstrerades med hjälp av funktioner om förlust och nog-
grannhets värden samt med hjälp av en Confusion matris. Resultatet av det utförda 
experimentet har visat att VGG-19 har uppnått bästa prestanda med 97% noggrann-
het, medan EffecientNetB7 har uppnått värsta prestanda med 93% noggrannhet.  

Nyckelord 
Cancer, Hjärntumör, Artificiell intelligens (AI), djupinlärning, konvolutionellt neu-
ralt nätverk (CNN), Diagnostik, Bildklassificering, förtränade modeller, dataset.  
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5  |  INTRODUCTION 

 

1 Introduction 

Cancer refers to a wide range of diseases characterized by uncontrolled growth of abnormal cells that 

may develop in various organs or tissue throughout the body [1]. Cancer ranks as the second leading 

cause of death worldwide after heart disease, accounting for 21% of global mortality. Nonetheless, 

cancer is considered the leading cause of mortality among women aged 40 to 79 years and men aged 

60 to 79 years [2]. 

More specifically, the number of deaths led by cancerous brain in the United States in 2023 is esti-

mated at 18,990. While global mortality in 2020 led by cancerous brain was estimated at 251,329 [3]. 

As a matter of fact, the brain is an essential organ as it regulates the functions of other organs in the 

human body, including responses, sensation, movement, and memory [4]. Moreover, all information 

and instructions are distributed by the central nervous system via the brain. Therefore, any abnormal 

cell behaviour in the brain will have serious consequences depending on the damaged part of the brain 

and may also affect other organs in the body [5]. 

As a result, early detection of brain cancer is critical for prompt treatment and improving patient 

quality of life as well as survival rates. Delays in diagnosis, on the other hand, may have a negative 

impact on patients' survival and quality of life. Consequently, emphasizing the importance of techno-

logical advancements in healthcare for early and accurate diagnosis [6] and [7]. 

Artificial Intelligence (AI) applications, such as computer-aided diagnostics, have shown considerable 

benefits in assisting clinical decision-making in the healthcare sector [8]. In specific, the use of AI in 

the diagnosis of brain cancers via brain scans has shown promising results. A study has reported AI’s 

ability to accurately identify 98% of brain cancers [43]. For instance, machine learning algorithms in 

AI can analyze medical images, including brain scans, and potentially extract hidden features that 

may not be detectable by human experts [9]. 

Over time, the science of Computer Vision and Deep Learning has seen significant breakthroughs and 

advancements, with a focus on one specific algorithm, namely the Convolutional Neural Network 

(CNN) [10]. This Deep Learning method, CNN, is commonly utilized in visual image analysis to clas-

sify and detect images [11]. 

1.1 Problem statement 
Manual medical image classification has been shown to be a time-consuming task [12]. As a result, 

many neural networks such as Convolutional neural networks (CNNs) were developed in order to 

assist doctors in several medical image processing, for example, tumor detection and classification. 

Furthermore, CNNs are gaining popularity as a leading algorithm for image classification [15]. There 

are common CNN architectures known for their high accuracy rates. The problem addressed in this 

study was that it was not well known which of the five CNN models VGG-16, VGG-19, ResNet-50, 

EfficientNetB7, and AlexNet performed best on the problem of brain tumor classification. 
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1.2 Goal 
The purpose of this study was to investigate five different CNN models namely the VGG-16, VGG-19, 

ResNet-50, AlexNet, and EfficientNetB7 in classifying brain tumor images. Additionally, the study 

analyzed how image classification, as an AI approach, affects resources use and healthcare costs. The 

goal of this study was to help improve the image classification field regarding brain tumors. Hence, 

providing better treatment at low costs for patients. 

1.3 Limitations  
This study was limited by comparing five pre-trained CNN models, the limited dataset of brain tumor 

images, and the graphics processing unit GPU 1080TI. In the training phase, the authors employed a 

CPU processor. However, training each model was extremely time-consuming. To address the prob-

lem, the authors used another computer with a GPU processor to reduce the training time. While 

training the EfficientNetB7 model, the GPU processor could not process large amounts of data. As a 

consequence, the authors reduced the value of a hyperparameter, namely batch size, so that the data 

could be processed by the GPU. However, a smaller batch size resulted in worse performance for this 

tested model. 
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2 Theory and background 

2.1 AI impact on healthcare sector 
The applications of AI in the healthcare field are being increasingly and frequently utilized, which had 

a positive impact on improving the healthcare industry with its high performance on a daily basis. 

According to [14],  the impact of AI in the healthcare field has empowered medical professionals to 

make decisions relying on high information accuracy, resulting in time and cost savings. As a result, 

AI has been introduced into several fields in the healthcare sector. In [15], the study states that AI has 

been applied in many medical domains including diagnostic, clinical, surgical, rehabilitative, and pre-

dictive practice. 

There are many advantages of applying AI in healthcare whether for patients or medical practitioners. 

[16] analyzes the benefits of AI as it helps with reducing human mistakes. For instance, medical errors 

and misdiagnosis were the third leading cause of death in the United States in 2016, according to the 

Centers for Disease Control and Prevention. AI also assists with accurate and fast diagnoses. Accurate 

medical diagnosis is one of the most crucial aspects of patient treatment as it increases the probability 

of successful recovery. Additionally, AI helps minimize time spent in the healthcare sector, thus taking 

on many tasks that were previously carried out by doctors. For example, AI assists in test results of 

MRI, CT scans, ultrasound, etc. As a result, AI can lead to better patient treatment and higher quality 

of healthcare [16]. 

2.2 Deep learning and image classification  
Deep learning is an AI method that makes computers able to process data and automate processes 

that typically involve cognitive ability, such as image classification. Deep learning models are capable 

of identifying complicated patterns in images, text, audio, and other data. It also has various applica-

tions in automotive, manufacturing, electronics, medical research, and other industries. In the 

healthcare industry, deep learning is helping professionals and researchers analyze images and allows 

doctors to diagnose diseases more accurately providing improved performance and resulting in better 

medical outcomes [17]. Figure 2.1 illustrates that deep learning models including CNN, Deep Neural 

Network (DNN), and Recurrent Neural Network (RNN) helps in analyzing data and using the analysis 

results in many applications like disease classification and disease prediction. 

Figure 2.1: Applications of deep learning models in computational medicine, adopted from [18]. Re-

produced with permission from Frontiers. 
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Deep learning networks learn by analyzing complex structures in the input data they receive. Figure 

2.2 shows how computational models are composed of multiple processing layers. The input layer 

where it receives data, several hidden layers where they perform computations on the input, and the 

output layer where it returns the output [19]. 

 

Figure 2.2: A fully connected deep neural network consists of an input layer, multiple hidden layers, 

and output layer, adopted from [20]. Reproduced with permission from GeeksforGeeks. 

One of the most important applications of deep learning is image classification. By using this ap-

proach in the healthcare sector, disease diagnosis equipment is becoming more sophisticated and 

advanced. Simultaneously, image classification technology has the potential to increase the efficiency 

of diagnosing difficult diseases through the analysis of a significant quantity of picture data and 

through pathological examination of the symptoms of various illnesses. This will give more time for 

the recovery of patients as a consequence [21]. 

2.3 Convolutional Neural Network (CNN) 

2.3.1 CNN structure 

A CNN, or convolutional neural network, is one of the most popular and established deep learning 

algorithms that process pixel data such as images [23].  CNN has succeeded in detecting patterns in 

images, such as lines, circles, or faces. Moreover, CNN has multiple convolutional layers layered on 

top of one another, each with the ability to identify increasingly complex forms. Layers in CNN are in 

three dimensions namely height, width, and depth. Moreover, CNN is a feedforward neural network 

that usually has three layers namely, convolutional, pooling, and a fully connected layer [22]. 

The first layer and key block of CNN is the convolutional layer where the main computation is as-

signed. This layer computes the dot product of two matrices, one of which is the input image, which 

may have three (RGB) channels, and the other matrix is the filter and is known as a kernel. The kernel 

is smaller in space than an image but more detailed. The kernel slides over the picture's height and 

breadth during the forward pass, providing an image representation of that receptive region. This 
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results in a two-dimensional representation of the image known as an activation map, which provides 

the kernel's reaction at each spatial point of the image [24]. 

The next layer in CNN structure is the pooling layer, it substitutes network output at certain points 

by calculating a summary statistic of surrounding outputs. This helps to reduce the amount of com-

putations and weights necessary due to the reduced spatial size of the representation. The pooling 

action is performed on each slice of the representation separately. In addition, the pooling layer min-

imizes the amount of network parameters and calculations which increases network efficiency and 

prevents overlearning [24]. 

The resulting two-dimensional arrays from the previous layer (pooling layer) have to be converted 

into a one-dimensional array in order to feed the following layer, namely the fully connected (FC) 

layer. This phase is conducted on another layer called the flattening layer [25]. Therefore it is possible 

to use three or four convolutional layers. On the other hand, neurons in the fully connected layer have 

a complete connection with all neurons in the adjacent (preceding and following) layers. As a result, 

it may be calculated using a matrix multiplication followed by a bias effect. The FC layer aids in map-

ping the representation between input and output [24]. Figure 2.3 illustrates how the CNN procedure 

steps starting with receiving an input image, then making the computations in the convolutional layer, 

after that minimizing the spatial size of the representation, then flattening the output from the pooling 

layer, and finally classifying the image in the fully connected layer. 

 

Figure 2.3: The process of classifying an image by CNN. Adopted from [26]. Reproduced with permis-

sion from Insights into imaging. 

2.3.2 CNN Impact on the healthcare sector 

As CNN has achieved high performance in disease detection, the researchers in [27] attempted to 

improve a CNN model for skin image segmentation. The study aimed to create a skin disease image 

dataset that could be used for Computer-aided detection (CAD) of multiple skin disease classifica-

tions. The outcomes showed that atopic dermatitis can be distinguished from malignant diseases and 

complications such as mycosis fungoides, impetigo, and herpesvirus infection with about 90% sensi-

tivity and specificity. The efficacy of skin disease categorization in the CNN-segmented picture dataset 

was very close to that of the manually cropped image dataset and greater than the original image 

dataset. 
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Heart disease is one of the leading causes of death. According to the World Health Organization, 17.9 

million people die each year as a result of heart disease. The implementation of an effective algorithm 

can assist in recognizing the existence of cardiac disease before it reveals itself. A study [28] focused 

on the utilization of state-of-the-art UCI repositories in order to early detect heart diseases. The data 

were preprocessed before training. On Google Collab, the preprocessed data were combined with the 

CNN algorithm to predict cardiac illnesses. The suggested system was assessed in terms of perfor-

mance measures and it obtained 91.71% accuracy, 88.88% precision, and 82.75% recall. 

In the human digestive system, gastrointestinal (GI) illnesses are prevalent. Stomach cancer, esoph-

ageal cancer, and colorectal cancer are the most frequent occurrences causing death in GI diseases. A 

study [29] aimed to enhance classification performance for detecting GI disorders.  The classification 

accuracy results for CNN models ResNet-50 and GoogLeNet were 90.28% and 91.38% respectively. 

2.4 Economic aspects 
As mentioned before, AI has the potential to enhance healthcare quality such as productivity and ef-

ficiency. It may help doctors on a daily basis by allowing them to spend more effort and time taking 

care of patients. It may additionally expedite the release of life-saving cures [30]. 

AI is bringing social and economic benefits to the healthcare sector helping in resolving key issues. 

For example, AI is helping medical practitioners in diagnosing diseases and treatments. This eco-

nomic and social effect can be measured in terms of health conditions, financial capacity, and 

healthcare professionals' (HCPs') time spent. Nonetheless, the impact of AI on Europe's healthcare 

systems may be evaluated by measuring the number of lives saved, financial savings, and hours saved 

up for HCPs [31]. 

Evaluating the socio-economic effect of AI on European health systems is critical to moving the pre-

sent debate on the role AI is able to play in health forward. It is estimated that 380,000 to 403,000 

lives might be spared each year. Additionally, €170.9 to 212.4 billion can be saved yearly as a result of 

AI's impact on financial resources [31]. 

AI applications, for instance, could be utilized throughout the patient's treatment such as wearables, 

imaging, and laboratory applications. Among AI applications, wearable applications may have a ma-

jor effect, with the potential savings of up to 313,000 lives and €50.6 billion. Followed by AI applica-

tions in monitoring, saved up to 42,000 lives and €45.7 billion, subsequently, AI applications in im-

aging saving up to 41,000 lives. Finally, AI applications could save between 1,659 and 1,944 million 

hours per year. This effect is driven by AI applications in virtual health aid (VHA), which may free up 

to 1,154 million hours per year. Thus, enabling HCPs to devote significant time towards activities of 

higher value [31]. 

In [31], the study points out that AI application in the healthcare industry may save €7 billion by early 

detecting five-year mortality rates for patients at risk of coronary artery diseases (CAD). Additionally, 

the study shows that the image classification approach in AI can also save 1,900 lives annually by 

assisting radiologists in diagnosing diseases. 

AI is predicted to analyze approximately 250 million images per day for around $1,000, implying  

possible savings of billions of dollars. Aside from the efficiency and workflow benefits that AI-assisted 
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image interpretation and clinician support can provide, there is an opportunity to decrease the num-

ber of employees in the back-office, administrative jobs, scheduling of operating rooms and clinic 

appointments, and staffing [34]. 

Cancer has substantial financial expenses affecting the individual and society as an entirety. Accord-

ing to the Agency for Healthcare Research and Quality (AHRQ), the direct medical expenses for can-

cer in the United States in 2015 were $80.2 billion [32]. For instance, utilizing AI for cancer screening 

will potentially save society 290 million dollars annually [33]. 

2.5 Previous work 
Patients with brain tumors have a relatively short life expectancy in their most severe form. Therefore, 

arranging treatment is an important stage in improving patients' standard of life. Brain tumors are 

classified into two types: low-grade tumors and high-grade tumors. A low-grade brain tumor is not 

malignant and does not spread to other sections of the brain. As well, a high-grade tumor is referred 

to as a malignant tumor, and it spreads fast with unclear limits to other parts of the body, it may also 

result in instant death [35]. The classification of Convolutional Neural Networks (CNN) is proposed 

for automated brain tumor detection. When compared to all other state-of-the-art methods, experi-

mental results show that CNN archives rate 97.5% accuracy with low complexity [36]. 

In [37], an experiment was carried out to compare the performance of pre-trained models VGG-19, 

VGG-16, ResNet-50, and Inception-V3 in classifying brain MRI image, the dataset used for training 

consisted of 98 unaffected images and 155 affected images. The result of the experiment showed that 

the VGG-16 model achieved 99% accuracy, the ResNet-50 model achieved 97.92% accuracy, the In-

ception-V3 model achieved 81.25% accuracy, and the VGG-19 model achieved best performance with 

99.48% accuracy.  

In [38] researchers conducted an experiment categorizing normal and abnormal brain MRI images, 

employing the ResNet-34 pre-trained CNN model, a transfer learning technique, and Data Augmen-

tation. The researchers trained the CNN models using a dataset of 613 images for training and testing. 

There were 27 normal photos and 513 abnormal ones. In the axial plane, all images were 256x256 

pixels in size. The study received optimal testing accuracy of 100%. 

In [39] an experiment was performed to classify pituitary, glioma, and meningioma brain cancers 

using three different pre-trained CNN models (VGG-16, AlexNet, and GoogleNet). During this Trans-

fer learning approach, VGG-16 achieved the highest classification and detection accuracy of 98.69%. 

Additionally, an experiment [40] aimed to use CNN networks and CNN layers to classify brain tumor 

images. The Resnet50 architecture was employed, and a hybrid model was provided. The last 5 layers 

of the Resnet50 architecture were deleted, and 10 layers were inserted into their replacement place, 

and its accuracy was compared with different pre-trained models including Alexnet, Resnet-50, In-

ception-V3, GoogleNet, and Densenet201. The researchers trained the CNN models using a dataset 

made up of two folders. The first folder contained 98 not infected images, whereas the other folder 

had 155 infected images. The modified ResNet-50 model performed well, attaining 97.01% accuracy. 

Another study [41] used Image Processing and Data Augmentation methods on a limited dataset of 

253 brain MRI images. Researchers trained the dataset with a basic 8-layer CNN model and used 

transfer learning to compare the scratched CNN model accuracy to pre-trained VGG-16, ResNet-50, 
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and Inception-V3 models. There were 155 images of malignant cancer and 98 images of benign non-

cancerous tumors in the dataset. The dataset was divided into three sections for training, validation, 

and testing. Model learning used the training data, while the validation data was used for model eval-

uation and parameter adjustment. The test data was used to evaluate the model in the end. The sug-

gested model performed 96% correctly on training data and 89% correctly on validation dataset. They 

trained pre-trained VGG-16, ResNet-50, and Inception-V3 CNN models on the same dataset using 

the transfer learning technique to evaluate the correctness of their CNN model. VGG-16 demonstrated 

90% accuracy on training data and an accuracy of 87% on validation data, ResNet-50 showed 92% 

accuracy on training data and 87% accuracy on validation data, and Inception-V3 demonstrated 93% 

accuracy on training data and 83% accuracy on validation data. 

Using AI Algorithms, CNN, and Deep Learning, a study [42] intended to improve the quality and 

efficiency of MRI scanners in categorizing brain tumors and identifying their kinds. They used five 

pre-trained models to train a brain tumor dataset: Xception, ResNet-50, Inception-V3, VGG-16, and 

MbileNet. The authors trained their CNN models on a dataset of 4480 images, 2880 for training, and 

2880 for validation. There were 520 images for training and 200 images for validation for each kind 

of brain tumor. The final trained models were tested using 800 unseen photos (200 images for each 

kind). The ResNet-50 model achieved 98.50% accuracy, the Inception-V3 model achieved 98.00% 

accuracy, the VGG-16 model achieved 97.50% accuracy, the MobileNet model achieved 97.25% accu-

racy, and the Xception model achieved 97.25% accuracy.
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3 Method 

This chapter gives an overview of the methods used to obtain the results achieved in this study, mainly 

to determine which pre-trained CNN model has the best performance in classifying brain tumor im-

ages. In order to conduct the experiment in this study, many measures were implemented. Starting 

with collecting the data to train models. The authors used transfer learning which allows us to use 

previous knowledge in creating precise models in a shorter period of time instead of creating and 

training the entire model from scratch. In addition, various techniques were employed to improve the 

models' performance in brain tumor classification, such as using data augmentation and transfor-

mation. This helped preprocess the images and expand the training dataset size by making copies of 

the existing data with minor differences. The authors also used several hyperparameters in order to 

define the CNN model’s structure and the model’s performance to get the best accuracy. Hyperpa-

rameters that were used in this study were batch size, epochs, learning rate, and optimizer. Further-

more, the authors used an evaluating matrix, namely confusion matrix, to evaluate the performance 

of CNN models. The authors measured the economic impact of CNN, as an AI approach, by analyzing 

the value added, i.e. time, lives, and cost saving by implementing CNN in the healthcare sector. The 

analysis was performed to determine the possible benefits of investment in innovative technology. 

3.1 Data collection 
The primary goal of data collection is to carry out this study’s experiment evaluating the performance 

of CNN models. The dataset was imported from the Kaggle website [44], comprising 3861 images. 

The dataset was divided into four categories, namely no, yes, pred, and Br35H-Mask-RCNN. The yes 

category contains 1500 images that are affected by brain tumor. While the no category has 1500 im-

ages that are not affected by brain tumor. The authors divided images in the yes and no categories, 

where 1000 images were taken from each category to train the models. While the remaining 500 im-

ages from each category were used in the testing phase. The folders pred and Br35H-Mask-RCNN 

were not used in this study. 

3.2 Transfer learning and CNN architectures 
Training a model from scratch requires a lot of data and consumes a lot of time, which is why we 

decided to use transfer learning. The transfer learning approach allows for using previous knowledge 

in creating precise models in a shorter period of time instead of creating the entire model from the 

start. This approach as a deep learning method implies using pre-trained models, these models ac-

quired knowledge in solving other challenges by being trained on extensive datasets [45]. Because 

training such models is computationally expensive and the dataset used in this study was limited, the 

authors used the pre-trained models. Some of the most popular pre-trained models in CNN are briefly 

presented.  

Visual geometric group (VGG) is one of CNN pre-trained models achieving high accuracy in image 

classification. VGG architecture can consist of 16 or 19 layers as in VGG-16 and VGG-19 respectively.  

At  ImageNet Large Scale Visual Recognition Competition (ILSVRC)-2014, VGG reached about 92.7%  

test accuracy using the ImageNet, a dataset that contains more than 14 million images from almost 

1000 classes [46]. 

Another CNN architecture is ResNet that won the ILSVRC-2015. This architecture delivers a high 

accuracy at a minimal computational expense. Other CNN models that are worth mentioning are 
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ZFNet which also won the competition in 2013, AlexNet which won the competition in 2012, and 

EfficientNet which won ILSVRC-2019 with high accuracy [47, 48]. 

Based on the results in the competitions, the above mentioned models achieved high efficiency in 

image classification. The pre-trained CNN models that were investigated in this study were (VGG-16, 

VGG-19, ResNet-50, AlexNet, and EfficentNetB7). 

To perform this study with the limited dataset, the authors used the extraction features in transfer 

learning. These features imply using a pre-trained model with its useful features as a start point in a 

new study. The authors imported pre-trained models from the Touchvision library in a popular open-

source framework PyTorch [49]. Then number of changes were made in these models, for instance, 

the number of output classes was changed from 1000 to 2 to be able to train the models with the 

dataset used in this experiment. The 2 classes represent the unaffected brain tumor images and the 

affected with brain tumor images. 

3.3 Data augmentation 
Data augmentation is used in CNNs to expand the training dataset size by making copies of the exist-

ing data with minor differences. These copies are made by making a series of image transformations 

involving rotation, scaling, flipping, and cropping. The dataset used to carry out this experiment is 

large enough, however a larger dataset will result in more accurate predictions.  In this study the 

torchvision.transforms module [49] was used, which offers a number of transformations to make 

various sorts of image data modifications. The authors used multiple data augmentation and trans-

formation in order to train CNN models applying RandomHorizontalFlip, Normalization, and  Ran-

domResizedCrop transformers from the module. For instance, RandomHorizontalFlip flips the im-

ages horizontally, RandomResizedCrop crops a random part of the image and resizes it, and normal-

ization normalizes an image with mean and standard deviation to guarantee similar distribution 

across all inputs. The authors used the values [0.485, 0.456, 0.406] and [0.229, 0.224, 0.225] for 

mean and standard deviation (std) respectively. Those values were provided by PyTorch as default 

values and can be assigned manually by authors. Moreover, each model had a different default input 

image size, for example, the VGG-19 input image size was 224x224. 

3.4 Hyperparameters 
Hyperparameters are variables that can be assigned values before the model training process begins. 

These variables define the CNN model’s structure and the model’s performance, in order to get best 

performance and accuracy for the CNNs models [50]. Multiple hyperparameters were used in this 

study, namely batch size, epochs, learning rate, and optimizer. The authors chose to use the epoch 

hyperparameter because it specifies the number of times the neural network works through the entire 

training dataset, which implies how much the network will learn. While batch size hyperparameter 

was used in the study to define the number of images worked through by the neural network every 

iteration.  The optimizer hyperparameter was used to modify the parameters and weights of the net-

work. On the other hand, the learning rate was used to determine how quickly the model adapts to a 

problem. 

Moreover, as for the epoch hyperparameter, the authors assigned different values observing if the 

performance of each model improved as the assigned value increased. For example, the author as-

signed the values 10 epochs, then 30, and finally 50 resulting in the value 50 giving the best accuracy 

compared to other assigned values. However, the more the model is trained, the more likelihood of 

overfitting increases. This means that a model attempts to intensively train and learn for a specific 
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dataset, decreasing the model's efficiency and accuracy. Consequently, the model cannot predict new 

samples that are not part of the training data. On the other hand, underfitting occurs when a CNN 

model is unable to learn properly from the training data, reducing accuracy and resulting incorrect 

predictions [51]. Notably, the authors tested 75 number of epochs on one model, ResNet-50, to see if 

the accuracy will even be higher or if the model will be overfitted resulting in worse accuracy. It was 

observed that the accuracy rate was worse than the rate in 50 epochs and the loss rate was higher. 

The other hyperparameter used in the study was learning rate that determines how fast the model 

learns as mentioned above. The learning rate indicates the amount of weights changed during train-

ing. The value of learning rate is usually small, between 0.o and 1.0.  Using a high learning rate might 

lead the model to learn faster with a minimal set of weights, while using a low learning rate may lead 

the model to learn slowly but with an optimal set of weights [52]. In this study, the authors assigned 

the learning rate to 0.001, which is the default assigned value by PyTorch. 

Since the batch size has no default value, many batch sizes have been tested during the study, which 

were 5, 10, 20 and 50, the batch size value 50 gave the best results. Notably, when training the model 

EfficientNetB7 with a batch size value 50, the GPU processor couldn’t process 50 images simultane-

ously and forcely finished the training session. As a result, the authors trained the EfficientNetB7 with 

batch size value 30. Subsequently, the last hyperparameter used in the study was the optimizer, used 

to reduce the total loss. PyTorch provides many kinds of optimizers, among them are Adagrad, Adam, 

and RMSProp. In this study, Adam was used as the optimizer since it requires little memory and is 

efficient in terms of computation [55]. 

3.5 Evaluating metrics and models’ performance 

3.5.1 Model’s performance 

In order to validate the CNN model's efficiency and reliability in detecting brain tumors, many factors 

have been considered, including time and accuracy. Models were compared based on accuracy and 

training durations. In the study, the authors employed a computer with a GPU processor. 

The authors used output images to provide the results in a visual manner. The images were selected 

randomly from the test folders and displayed with a corresponding text explaining whether the im-

ages were brain tumor affected or not. The images labeled in the text with yes were brain tumor af-

fected, while the ones labeled with no were brain tumor unaffected. 

Furthermore, the authors used Loss function that calculates the loss rate which is the difference be-

tween the predicted output and the actual output (the loss rate). The loss rate ranges between 0 and 

1. If the loss rate is near to 1, then the model has high loss. On the other hand, if the rate is near to 0, 

then the model has low loss. Loss function is used to observe how the model behave with different 

values of epochs meaning how much the model is near to the predicted result. In the study, we have 

binary classification, so we used CrossEntropyLoss function as it is the recommended method for 

binary classification. The authors plotted the test-loss, train-loss, train-accuracy, and test-accuracy as 

a function of the number of epochs. These functions were used to determine the lowest test- and train-

loss rate compared to the number of epochs used, as well as to determine the highest train- and test-

accuracy compared to the number of epochs used. 
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The authors generated  a commonly used matrix to determine the model’s performance based on each 

model’s accuracy in classifying brain tumor images namely, confusion matrix. This matrix is ex-

plained in detail in section 3.5.2. 

3.5.2 Confusion matrix 

Confusion matrix is a table that visually represents the actual and predicted values, it was used to 

calculate and show the results of the experiments. The output “True positive” indicates the number of 

positive values classified correctly. Likewise, the output “True negative” indicates the number of neg-

ative values classified correctly. Whereas the output “False positive” indicates the number of the  ac-

tual negative values classified as positive. Similarly, the output “False negative” indicates the number 

of the actual positive values classified as negative [53]. Figure 3.1 illustrates the table for confusion 

matrix, the values in the table are true positive (TP), false positive (FP), true negative (TN), false neg-

ative (FN). 

 

 

 

 

 

 

 

Figure 3.1: Confusion matrix table. Adopted from [54]. Reproduced with permission from Geeksfor-

Geeks. 

After getting the output TP (True Positive), TN (True Negative), FP (False Positive), and FN (False 

Negative) from the table, the authors calculated the accuracy for each model. Accuracy of an model 

was calculated according to the following form by dividing the correctly classified images (TP+TN) by 

the total number of images (TP+TN+FP+FN): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (TP + TN)/(TP + FB + FN + TN ) 

3.6 The economic impact of CNN models 
Economic analysis can be performed to determine the possible benefits on investment of innovative 

technology in order to make the greatest use of available funds. Brain tumor economic analysis com-

pares the costs and benefits of various therapies. Such analysis that provides a technology's health 

and economic impact can help with decision-making and encourage further needed investment. In 

this study, the authors analyzed five different CNN models and compared them in terms of perfor-

mance in order to determine the economic impact of these five CNN models in the healthcare sector 

including time and cost saving. In addition, the authors analyzed the social effect of CNN models on 

the patient's survival and lives saved. 
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4 Results 

This chapter contains an overview of the results of this study training five CNN models. The results 

contain a confusion matrix table for each model and the graphs of loss- and accuracy rates.  Addition-

ally, images generated as output in the experiment are presented in this chapter. 

4.1 Confusion Matrix 
The figures below illustrate the tables of the confusion matrix for the models AlexNet and ResNet-50. 

The upper left corner of the table shows the value of the true negative (TN) output, where the actual 

value is negative and classified as negative. For instance,  AlexNet classified 495 images that are un-

affected  out of  499 total unaffected  images. Similarly, the lower right corner of the table shows the 

value of the true positive (TP), where the actual value is positive and classified as positive. ALexNet 

classified 468 images that are affected out of 499 total affected images. Likewise, the upper right cor-

ner of the table shows the value of the false negative (FP) output, where the actual value is unaffected  

and classified as affected. For example,  ResNet-50 classified 3 images as affected images, where the 

images were actually unaffected. Finally, the lower left corner of the table shows the value of the false 

negative (FN), where the actual value is affected and classified as unaffected. For instance, ResNet-

50 classified 50 images as unaffected images but actually the images were affected. 

 

 

 

 

 

 

 

 

 

 

 

               Figure 4.1: Confusion matrix tables for AlexNet (left) and ResNet-50 (right) models. 
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Figures 4.2, and 4.3 shows the confusion matrix for models VGG-16, EfficientNetB7, and VGG-19. 

 

 

 

 

 

 

 

 

 

 

 

               Figure 4.2: Confusion matrices for VGG-16 (left) and EfficientNetB7 (right) models. 

 

 

 

 

 

 

 

 

 

 

               Figure 4.3: Confusion matrices for VGG-19 model 
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The authors calculated the accuracy for each model based on values (TN), (TP), (FP), and (FN) by 

using the above mentioned form. For instance, the accuracy of VGG-19 was calculated as follows:  

VGG-19 accuracy =   488 + 483 / 488 + 483 + 11+ 16 = 0.97. Table 4.1 shows the calculated accuracy 

of each model. 

 

Table 4.1: Accuracy of each model calculated by using Confusion matrix.  

 AlexNet ResNet-50 VGG-16 EfficientNetB7 VGG-19 

Accuracy 0.96 0.94 0.95 0.93 0.97 

 

4.2 Loss and accuracy rates 
During the training and testing phase, the authors examined the CNN models' train-loss, test-loss, 

test-accuracy and train-accuracy rates by plotting their functions based on the number of epochs. 

These graphs illustrate how the model’s  performance and accuracy change depending on the number 

of epochs. 

In the following figure 4.4, the left graph shows how the train- and test- loss decreased as the number 

of epochs increased, where model ResNet-50 achieved the lowest train- and test- loss at the number 

of epochs 50. While the right graph shows how the train- and test-accuracy increased as the number 

of epochs increased achieving the highest accuracy at a number of epochs 50. 

 

 

 

 

 

 

 

 

 

 

       Figure 4.4: The train-loss, test- loss, train-accuracy and test-accuracy for model ResNet-50. 
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In the figure below 4.5, the left graph illustrates the rates of the test- and train loss for the model 

AlexNet and the right graph illustrates the rates of the test- and train accuracy. The graphs shows that 

the model achieved the highest accuracy at a number of epochs 50. 

 

 

 

 

 

 

 

 

 

               Figure 4.5: The train-loss, test- loss, train-accuracy and test-accuracy for model AlexNet. 

figures 4.6, 4.7, and 4.8 shows all rates for the remaining models in the study, namely VGG-16, Effi-

cientNetB7, and VGG-19 respectively. 

 

 

 

 

 

 

 

 

 

 

              Figure 4.6: The train-loss, test- loss, train-accuracy and test-accuracy for model VGG-16. 
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Figure 4.7: The train-loss, test- loss, train-accuracy and test-accuracy for model EfficientNetB7 . 

 

 

 

 

 

 

 

 

 

 

 

      Figure 4.8: The train-loss, test- loss, train-accuracy and test-accuracy for model VGG-19. 
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4.3 Visualized output 
The output in this experiment included images from the most false predictions where the models 

classified the images incorrectly with a high probability. The figures below show several example im-

ages from the output, where each image had a corresponding text. The text explained if the image was 

actually affected or not, the classification of the image was correct or not, and the probability. 

The figure 4.9 shows output images of the model ReaNet-50, for example the first image was actually 

affected, but the model classified it incorrectly as an unaffected image with a high probability of 0.998. 

On the other hand, the figure 5.0 shows output images of the model AlexNet, where the first output 

image was actually affected and the model incorrectly classified it as unaffected and the model was 

almost sure with its classification with a probability of 1.000. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.9: Output images for model ResNet-50              Figure 5.0: Output images for model AlexNet 
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Similarly, the following figures 5.1, 5.2, and 5.3 show output images of the remaining models, VGG-

16, EfficientNetB7, VGG-19. 

 

 

 

 

 

 

 

 

 

 

 

     

 

 

 

 

 

 

 

   Figure5.1:  Output for VGG-16          Figure 5.2: EfficientNetB7           Figure 5.3: VGG-19 
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4.4 Models’ training time 
Table 4.2 presents the values of the training time for each model, where the model ResNet-50 took 

the shortest training time, 50 minutes, while the EfficientNetB7 model took the longest training time, 

280 minutes. The training time for each model is also illustrated in the figure 5.8 below as a bar chart. 

Table 4.2 Training time for each model in minutes. 

Model ResNet-50 AlexNet VGG-16 VGG-19 EfficientNetB7 

Time 50 90 60 75 280 

 

 

 

 

 

 

 

 

 

 

 

 

                      Figure 5.4: Bar chart of the training time for each model 
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5 Analysis and discussion 

This chapter presents a discussion and analysis of this study comparing five CNN models classifying 

brain tumor images in terms of performance. The authors discuss the experiment results and the used 

methods’ effect on the classification’s results of each CNN model. Moreover, the authors discuss in 

this chapter the economic and social impact of using CNN in the healthcare sector. 

5.1 Method analysis 
The compared models obtained high results in accuracy, which implies that the used hyperparameters 

under the experiment had probable values. When training the models with 50 number of epochs, the 

models had the best obtained accuracy rate and had the lowest loss rate. The training time for all the 

models were not short and consumed the GPU and the memory using was maximized. The authors 

stopped training the models with higher number because of the overfitting risk. However, the authors 

tested to train only one model with 75 number of epochs in order to ensure that 50 epochs are the 

most suitable value. The tested model was ResNet-50 and resulted in lower accuracy rate than the 

rate in 50 epochs and had a higher loss rate. Which ensures that 50 epoch is the best epoch number 

in this study, and it is not needed to train more models with 75 epoch risking overfitting and overload 

the GPU.   

Moreover, data augmentation and transformation helped enriching the dataset and improve the 

model’s ability to learn which in turn helps in getting more precise results in terms of accuracy. As 

well as using transfer learning assisted the authors by taking advantage of pre-trained models, instead 

of building a new model from the beginning. The experiment gave high accuracy results for almost all 

models, which implies that the hyperparameters used in the experiment had appropriate values. Fur-

thermore, using the loss function to calculate the loss rate helped in observing the model’s behaviour 

with different epoch numbers by illustrating how a model's loss is affected by changing the number 

of epochs. Additionally, the confusion matrix calculated the accuracy for each model and illustrated 

how accurate each model is by specifying the correctly and incorrectly classified images.   

5.2 Result analysis 
The experiment conducted in this study comparing five different CNN models in classifying brain 

tumor images was successful. The results of the experiment shows that all the investigated models 

achieved high accuracy in the image classification domain. Moreover, all the accuracy values, calcu-

lated by using the Confusion matrix, ranged between 93% and 97%. Furthermore, the model VGG-19 

achieved the highest performance with 97% accuracy, while the model EfficientNetB7 achieved the 

lowest performance with 93% accuracy. 

In [37], the study compared four models including VGG-16, ResNet-50, Inception-V3, and VGG-19, 

where the models achieved accuracy 99%, 97.92%, 81.4%, and 99.48 % respectively. Compared to our 

study, where VGG-16 achieved 95% accuracy, ResNet-50 achieved 94% accuracy, and VGG-19 

achieved  97% accuracy. In our study and in [37], the same optimizer was used in conducting the 

experiment, and data augmentation was relatively similar. The results of both studies were close 

which supports the reliability of this study. 

5.3 Performance and training time 
The performance of investigated models in this study were evaluated based on two factors, namely 

accuracy and time. The authors started the experiment using a CPU processor to train the models. 
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However, the training time was relatively long, for instance, ResNet-50 took 180 minutes training 

time. As a result, the authors instead conducted the experiment on a GPU processor to shorten train-

ing time and save energy, where the ResNet-50 took 50 minutes. 

The performance of a model is a trade off between the accuracy and the training time. The model with 

the best performance, VGG-19, achieved 97% accuracy with a corresponding training time of 75 

minutes, while the model EfficientNetB7 achieved 93% accuracy with a corresponding training time 

of 280 minutes (the longest training time). On the other hand, ResNet-50 achieved 94% accuracy with 

a corresponding 50 minutes training time (the shortest training time). The authors find that VGG-19 

achieved the best performance, although its training time was not the shortest but it outperformed 

other models in terms of accuracy with a considerable difference. The high accuracy leads to high 

reliability in the model’s classification ability and the short training time leads to resources and energy 

saving. 

5.4 Loss and accuracy rates 
The authors tested several numbers of epochs in order to examine the best corresponding train-loss, 

test-loss, train-accuracy, and test-accuracy rates for each model. The authors started training all the 

models with 10 epochs, but the accuracy values were relatively low, for example, ResNet-50 achieved 

81% test-accuracy. Then the authors increased the number of epochs and observed that the train-

accuracy and test-accuracy increased as well as that the train-loss and test-loss decreased. For exam-

ple, the test-accuracy value of ResNet-50 was 94% using 50 epochs. However, the tested numbers of 

epochs did not pass 50 epochs in order to avoid overfitting. For instance, in figure 4.4 it is observed 

that the test-loss and train-loss rates in ResNet-50 was high at a number of epochs of 10, whereas the 

rates decreased at the number of epochs 50. On the other hand, the train-accuracy and test-accuracy 

rates were low at a number of epochs 10, whereas the rates increased at number of epochs 50. 

5.5 Validity and reliability 
This experiment was performed using five pre-trained models on the ImageNet dataset, all models 

showed high efficiency in brain tumor image classification. The authors took advantage of these mod-

els’ features and the knowledge they learned as a start point. Then the authors performed several tests 

to identify which hyperparameters will be used in the study. For instance, in order to determine the 

right batch size for the models ResNet-50, VGG-16, AlexNet,  and VGG-19, the authors began with 5, 

10, 20, and 50. The batch size value 50 gave the best results. On the other hand, when training the 

model EfficientNetB7 with batch size value 50, the training process was forcibly stopped and a 

memory error occurred. This was because of the architectural complexity of this model.  In order to 

solve this issue, the authors changed batch size to 30. Whereas, the other hyperparameters including 

learning rate that has value 0.001, number of epochs that was 50 , and  Adam optimizer helped in 

achieving the best performance of each model, and consequently reliable results. 

5.6 The economic, social, ethical, and environmental consequences 
The high results the CNN models achieved in this study confirm that CNN is a leading algorithm for 

image classification. The returns of applying this algorithm in the medical field is discussed below. 

A digital image is considered to be data from an image publication perspective. With the use of AI in 

general and CNN in particular in the medical field, Data protection regulations from an ethical per-

spective, should control the usage of this data. 
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Imaging classification might cause ethical issues when the data and images are not handled properly. 

Ethical Consent Violations occur when images are utilized in research and experiments without the 

owner's consent, whether they are  a person or an organization. On the other hand, if images and data 

are handled correctly, it can be used in such beneficial algorithms like CNN, leading to improved 

medical treatments and faster decision-making processes. 

As for the economic and social aspects, CNN can provide a variety of benefits to business development 

by saving cost and time. However, this can be achieved by providing high information accuracy to 

help medical practitioners in decision making and reducing disease diagnosing time. Accurate diag-

nosis and decisions implies reducing the human errors and medical mistakes in the healthcare sector. 

Hence, using CNN helps save financial expenses for both individuals and society by decreasing the 

number of employees and administrative jobs. Furthermore, by delivering more precise and rapid 

diagnosis, employing CNN may potentially save more lives or give patients more time to recover. 

Image classification in general and  CNN in particular have environmental effects in society. The sus-

tainable solutions provided by CNN can support humans and save many sorts of resources. For in-

stance, CNNs have the capacity to work for a long period of time at the same high level. 

However, each CNN model requires a strong processor to get the highest performance and accuracy. 

In this study ,the authors started training CNN models with a CPU processor, where the training pro-

cess was very slow and consumed a large amount of energy. For example, training the ResNet-50 

model consumed 180 minutes taking into consideration that the model has a simple architecture com-

pared to other models such as EfficientNetB7. Then the authors used another computer with a good 

GPU processor to continue the study.  The difference in training time between the CPU and GPU was 

very clear. For example, the ResNet-50 took 180 minutes with the CPU while it took 50 minutes with 

the GPU processor. This implies that the GPU has the ability to process huge quantities of data in a 

relatively brief period of time, which can be translated to significant energy saving. As a result, CNN 

with a good processor classifies images more accurately than humans, providing improved perfor-

mance and better outcomes, bringing additional advantages to society such as saving energy and re-

sources. 
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6 Conclusion  

The aim of this study is to examine and compare the performance of five different CNN models, 

namely VGG-16, VGG-19, ResNet-50, EfficientnetB7, and AlexNet by training and testing the models 

to classify brain tumor images. The conducted experiment resulted in VGG-19 achieving best perfor-

mance with 97% accuracy. 

Additionally, the study aimed to determine how AI affects resources use and healthcare costs. Em-

ploying CNN models as an AI technology in classifying brain cancer and in other medical fields may 

have benefits in terms of productivity and efficiency in the healthcare sector. It may also assist medical 

practitioners and professionals in making decisions by providing them with high information accu-

racy to depend on. Accordingly, increasing the number of lives saved, financial savings, and hours 

saved up for healthcare practitioners. 

6.1 Future work 
This study investigates the performance of five different CNN models in classifying brain tumor im-

ages. The study was conducted with a relatively limited dataset and specific hyperparameters. Further 

investigations comparing more CNN models may help in determining the best CNN model in classi-

fying brain tumor images. Additionally, using larger dataset or more hyperparameters may also 

achieve higher performance. However, further investigations will not be carried out in this paper. 
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