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Abstract 

During severe accidents in nuclear reactors, the core and internal structures can melt down and 

relocate into the reactor pressure vessel (RPV) lower head (LH) forming there a stratified molten 

corium pool. The pool generally consists of superheated oxidic and metallic liquid layers 

imposing thermo-mechanical loads on the RPV wall. The in-vessel retention (IVR) strategy 

employs external cooling with water to maintain RPV integrity. Investigating the thermo-fluid 

behaviour of corium and predicting heat flux distribution on the vessel wall are crucial. The 

molten pool exhibits natural convection, which can typically consist of two stratified layers. 

There exists internally heated (IH) natural convection in the oxidic layer and Rayleigh-Bénard 

(RB) convection in the surface metallic layer.  

This study starts by illustrating the mathematical models that involve the numerical study of 

natural convection flow in molten corium. A verification work of the model has been done using 

a previous direct numerical simulation (DNS) study, and the results show good agreement. In 

addition, a scaling theory of the natural convection flow is demonstrated to facilitate the pre-

estimation based on the Rayleigh number (Ra) and Prandtl number (Pr). After that, the numerical 

approaches involved in the numerical simulation of the corium are illustrated, especially 

focusing on the DNS method. A DNS mesh strategy is proposed in the form of a pipeline from 

the pre-estimation to the post-check. A scalability study of Nek5000 is performed on four 

different HPC clusters based on a DNS case of the IH molten convection in a hemispherical 

geometry with Ra=1.6×1011. The results show a super-liner speedup property of Nek5000 on 

each cluster within a certain range. 

Then, three numerical studies focusing on turbulent natural convection flow within both the 

oxidic and metallic layers of corium are demonstrated and discussed. Through these simulations, 

the thermos-fluid behaviour of the system is examined in detail, including flow configuration, 

temperature distribution, heat flux profiles on cooling boundaries, and turbulent quantities. 

1. A DNS investigation is performed on the IH molten pool convection within a 

hemispherical domain, employing a Rayleigh number of 1.6×1011 and a Prandtl number 

of 0.5. The results show a turbulent flow characterized by three distinct regions, 

consistent with the observation from the BALI experiments. Detailed information 

regarding turbulence, including turbulent kinetic energy (TKE), turbulent heat flux 

(THF), and temperature variance, is presented. Furthermore, the study offers 

comprehensive 3D heat flux distributions along the boundaries, showing heat flux 

fluctuations along the top boundary due to nearby turbulent eddies and a nonlinear 

increase in heat flux along the curved boundary from bottom to top. 

 

2. A numerical study investigates the effect of Prandtl number on the natural convection of 

an IH molten pool in a 3D semi-circular test section. Prandtl numbers of 3.11, 1.0, and 

0.5 are considered, with a Ra= 6.54×1011. Smaller Prandtl numbers result in more 

vigorous turbulent motion and a thicker layer of intense turbulent mixing in the upper 

region. The descending flow extends further down the bottom, creating a stronger 

circulation at the bottom with smaller Pr. Additionally, smaller Pr leads to more thermal 
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stripping structures and less stable stratification layers. Comparing heat fluxes on the top 

and curved walls reveals higher fluctuation frequency with smaller Pr for heat fluxes to 

the top boundary. However, the maximum heat fluxes to the side walls are lower with 

smaller Pr. 

 

3. A numerical study investigates the turbulent natural convection in a 3D fluid layer based 

on the BALI-Metal 8U experiment. Different methods, including DNS and three 

Reynolds-averaged Navier-Stokes (RANS) models, are employed. The results are 

compared with experimental data, and the performance of the RANS models is evaluated 

using DNS as a reference. DNS reproduces a two-distinct region flow structure observed 

in experiments, while the k-ω SST model exhibits similar flow patterns and TKE profiles. 

However, all simulations overpredict temperature compared to experimental data, with 

DNS providing the closest results. The DNS results also achieve better agreement with 

experimental data in terms of heat flux distribution and energy balance, specifically 

capturing the transient maximum heat flux on the lateral cooling wall. This transient 

behaviour plays a crucial role in accurately estimating the ‘focusing effect’. 

 

Keywords: Severe accident, Corium, Natural convection, Turbulence, Scalability, Direct 

numerical simulation (DNS). 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 
iii 

Sammanfattning 

Vid svåra kärnkraftsreaktorhaverier kan härdar och interna strukturer smälta och bilda en skiktad 

pool av härdsmälta i reaktortankens (RPV) nedre plenum (LH). Denna härdsmälta består 

vanligtvis av överhettade oxidiska och metalliska vätskeskikt, vilket skapar termomekaniska 

påfrestningar på reaktortankens väggar. För att bevara integriteten hos reaktortanken används 

extern kylning med vatten, en teknik som kallas IVR-strategin (In-vessel Retention). En 

avgörande aspekt av säkerhetsstudier är att förstå och förutsäga hur värmeflödet beter sig inom 

härdsmältpoolen. Naturlig konvektion är en viktig process som inträffar i poolen, och den delas 

upp i två skikt: internuppvärmd (IH) naturlig konvektion i oxidskiktet och Rayleigh-Bénard (RB) 

konvektion i det ytliga metallskiktet. 

Studien börjar med att beskriva de matematiska modellerna som används för att studera naturlig 

konvektion i härdsmältan. Dessa modeller har validerats genom att jämföra deras resultat med 

tidigare utförda direkt numerisk simulering (DNS), och det finns en god överensstämmelse 

mellan dem. Dessutom presenteras en skalningsteori som gör det möjligt att uppskatta naturlig 

konvektion baserat på Rayleigh-talet (Ra) och Prandtl-talet (Pr). 

I nästa steg beskrivs de numeriska metoderna som används för att simulera härdsmältan, särskilt 

DNS-metoden. En DNS-nätstrategi föreslås, som omfattar allt från förhandsuppskattning till 

efterhandskontroll. En skalbarhetsstudie utförs med hjälp av Nek5000 på fyra olika 

högpresterande datorkluster, baserat på ett DNS-fall av IH-smältkonvektion i en hemisfärisk 

geometri med Ra=1,6×1011 och resultaten visar att Nek5000 har en imponerande 

hastighetsökningsegenskap på varje kluster inom ett specifikt intervall. 

Slutligen genomförs tre numeriska studier som fokuserar på turbulent naturlig konvektion i både 

oxidiska och metalliska skikt av härdsmältan. Dessa simuleringar ger detaljerad information om 

systemets värmeflödesbeteende, inklusive flödeskonfiguration, temperaturfördelning, 

värmeflödesprofiler vid kylgränser och turbulenta egenskaper. 

1. I denna del av studien utfördes en DNS-undersökning av naturlig konvektion i den IH 

härdsmältsamlingen i en hemisfärisk domän med ett Rayleigh-tal på 1,6×1011 och ett 

Prandtl-tal på 0,5. Resultaten visade att flödet var turbulent och delades in i tre distinkta 

regioner, vilket överensstämde med observationer från BALI-experimenten. Detta 

innebär att de utförda DNS-simuleringarna framgångsrikt reproducerade det observerade 

beteendet i experimentet. Studien presenterar detaljerad information om turbulensen i 

systemet, inklusive turbulent kinetisk energi (TKE), turbulent värmeflöde (THF) och 

temperaturavvikelse. Dessutom tillhandahöll studien omfattande 3D-

värmeflödesfördelningar längs avgränsningarna. Det observerades fluktuationer längs 

den övre avgränsningen, och dessa fluktuationer tillskrevs närvaron av närliggande 

turbulenta virvlar och en icke-linjär ökning av värmeflödet längs den böjda 

avgränsningen från botten till toppen 

 

2. I en numerisk studie undersöks effekten av Prandtl-talet på den naturliga konvektionen i 

den IH härdsmältsamlingen i en halvcirkelformad 3D-testsektion. Studien omfattade 
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olika Prandtl-tal (3,11, 1,0 och 0,5) vid en konstant Rayleigh-talet (Ra) på 6,54×1011. 

Prandtl-talet påverkade konvektionen och turbulensen i härdsmältan betydligt. Lägre 

Prandtl-tal ledde till mer intensiva turbulenta strömningar och en tjockare turbulent 

blandningszon i den övre delen av härdsmältan. Det nedåtgående flödet i härdsmältan 

sträckte sig längre ner på botten vid lägre Prandtl-tal. Detta resulterade i en kraftigare 

cirkulation längs botten av härdsmältan. Dessutom Vid lägre Prandtl-tal observerades 

fler strukturer med s.k. ’thermal-stripping’, vilket innebär att varma och kalla fluidlager 

kan blanda sig mer intensivt och skapa mindre stabila skiktade lager i härdsmältan. 

Jämförelsen av värmeflöden på de övre och böjda väggarna visade att 

fluktueringsfrekvensen var högre med lägre Prandtl-tal för värmeflöden till den övre 

gränsen. Detta indikerar en ökad turbulens i den övre delen av härdsmältan vid lägre 

Prandtl-tal. Å andra sidan, de maximala värmeflödena till sidoväggarna var lägre vid 

lägre Prandtl-tal. Detta kan vara resultatet av den ökade turbulensen i den övre delen av 

härdsmältan som stör de laterala värmeflödesmönstren. 

 

3. I den tredje numeriska studien undersöktes den turbulenta naturliga konvektionen i ett 

3D-flytandeskikt baserat på BALI-Metal 8U-experimentet. Studien använde olika 

numeriska metoder, inklusive DNS och tre olika Reynolds-averaged Navier-Stokes-

modeller (RANS). Resultaten av dessa simuleringar jämfördes med experimentella data 

från BALI-Metal 8U-experimentet, och RANS-modellernas prestanda utvärderades med 

DNS som referens. DNS-simuleringarna återskapade en flödesstruktur med två tydliga 

regioner, vilket överensstämde med det som observerades i experimentet. k-ω SST-

modellen, visade liknande flödesmönster och TKE-profiler jämfört med DNS-resultaten. 

Alla simuleringar, inklusive, överuppskattade temperaturen jämfört med de 

experimentella data. DNS-resultaten visade en bättre överensstämmelse med 

experimentella data när det gällde värmeflödesfördelning och energibalans. Särskilt 

registrerade DNS-resultaten det tillfälliga maximala värmeflödet på den laterala 

kylväggen. Detta beteende är viktigt att korrekt uppskatta fokuseringseffekten. 

 

Nyckelord: Svåra haverier, härdsmälta, naturlig konvektion, turbulens, skalbarhet, direkt 

numerisk simulering (DNS). 
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Chapter 1 Introduction 

1.1 Background 

Severe accidents in the pressurized water reactor (PWR) refer to the worst-case scenario in which 

the nuclear fuel rods in the reactor core overheat and melt, which could lead to the release of 

radioactive materials into the surrounding environment [1]. Severe accidents are rare but 

potentially catastrophic events that can have serious implications for public health and the 

environment. The primary concern during a severe accident is the loss of cooling to the reactor 

core, which can lead to the accumulation of heat-generating debris in the lower head of the 

reactor pressure vessel (RPV) (see Figure 1-1). The molten pool of debris, which can consist of 

fuel, cladding, and other in-vessel components, is called corium. The corium can cause damage 

to the RPV, release radioactive materials into the containment structure, and potentially cause a 

breach of the containment, leading to the release of radioactive materials into the environment. 

To prevent or mitigate the effects of severe accidents, various safety methods have been 

implemented, including the use of passive cooling systems, emergency core cooling systems, 

and in-vessel retention (IVR) strategies. 

 

Figure 1-1 Section of reactor core structore within the RPV [2] 

The IVR strategy, which involves external cooling with water, is a severe accident management 

(SAM) technique that has been established and implemented in low- and medium-power 

reactors, as well as in the design and construction of higher-power reactor [3]. The use of IVR 

as a safety method has been studied extensively in the nuclear industry, with researchers 

investigating various factors that can affect the effectiveness of the approach, such as the size 

and composition of the corium, the cooling conditions, and the overall design of the reactor. One 
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critical requirement for the success of IVR is that the heat flux from the corium during transients 

must not exceed the critical heat flux (CHF) limit of the external vessel cooling by water. 

Therefore, it is essential to investigate the thermo-fluid behaviour of the corium to predict the 

heat flux distribution on the vessel [4]. 

The configuration of the corium pool can vary depending on the severity of the accident and the 

progression of the melt. In some cases, the corium can stratify into distinct layers [5], with a less 

dense layer of metallic materials forming on top of a denser oxidic layer, as shown in Figure 1-2. 

The oxidic layer has an internal heat source due to the release of decay heat and reaction heat 

from the radioactive isotopes and chemical reactions. It is typically composed of materials such 

as uranium oxide, zirconium oxide, and iron oxide. These materials contain radioactive 

substances that continue to release decay heat, even after the reactor has been shut down, which 

can be a significant source of thermal energy during a severe accident. In addition to decay heat, 

chemical reactions such as oxidation within the corium can also generate heat, known as reaction 

heat. In contrast, the metallic layer is assumed to have no or very limited internal heat source but 

high thermal diffusion due to its high thermal conductivity, low density and low specific heat 

capacity. The metallic layer can act as a heat sink, absorbing heat from the oxidic layer above it 

and conducting it towards the inner wall of the reactor pressure vessel, also known as the 

‘focusing effect’.  

 

Figure 1-2 Schematic of a two-layer stratified molten pool with surface location of metal layer 

 

1.2 Natural convection 

Due to the absence of an external force, the thermo-fluid behaviour of the corium is classified as 

a natural convection phenomenon, which is primarily driven by the buoyancy force arising from 

the temperature difference. When the temperature difference causing natural convection is 

caused by the boundary conditions, it is referred to as a Rayleigh-Bénard (RB) convection. 

However, if the temperature difference is induced by an internal heat source, it is called internally 

heated (IH) convection [6]. 
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In RB convection, the temperature difference that drives the natural convection arises due to the 

boundary conditions. For example, when the bottom surface of a fluid layer is heated, and the 

top surface is cooled, a temperature difference is established, which leads to the formation of 

convection cells in the fluid. The fluid in the heated region expands and becomes less dense, 

while the fluid in the cooled region contracts and becomes denser. This density difference results 

in the buoyancy force, which drives the fluid flow. In the case of corium, the metallic layer in 

the two-layer corium pool is heated from the bottom oxidic layer and cooled from other 

boundaries, resulting in the occurrence of RC convection in the metallic layer. 

On the other hand, IH natural convection occurs when there is an internal heat source in the fluid. 

The flow undergoes heating due to the internal heat source, while cooling occurs at the 

boundaries. For instance, in a 2D cavity, if an internal heat source is uniformly distributed and 

the boundaries at the top and bottom are cooled down, convection cells will be established in the 

upper portion of the domain, whereas the flow motion in the lower part of the domain will be 

suppressed. As a result of the heat transfer mechanism, the temperature at the center of the 

domain is higher than those near the boundaries. Consequently, the buoyancy force facilitates 

the convection cell formation in the upper domain as it does in the RB convection. In contrast, it 

has an adverse effect on the flow motion in the lower domain. In the case of corium, the oxidic 

layer contains radioactive substances that generate decay heat and chemical reactions that 

produce heat, and experiences cooling at both the interface with the metallic layer and the PRV 

vessel wall, resulting in the occurrence of IH convection in the oxidic layer. 

Natural convection is mainly controlled by two parameters: the Rayleigh number (Ra) and the 

Prandtl number (Pr) [7]. Ra represents the ratio of buoyancy forces to viscous forces and 

determines the onset of convection. In the context of corium pool behaviour, Ra is particularly 

important as it determines the strength of the natural convection flow driven by the internal heat 

source. As the Ra increases, the flow becomes more unstable and transitions from laminar to 

turbulence. At very high Ra values, which can occur during reactor accidents, the natural 

convection flow experiences intense turbulence. Pr, on the other hand, represents the ratio of 

momentum diffusivity to thermal diffusivity, which indicates the relative ease with which 

momentum and energy are transported within the fluid. So, the Prandtl number also plays a 

crucial role in determining the characteristics of the natural convection flow, particularly in terms 

of heat transfer and turbulent mixing behaviour. 

 

1.3 Literature review 

1.3.1 Experimental study 

 

Over the past thirty years, extensive research has been conducted on simulating molten pool 

behaviour through both experimental and numerical approaches. One such study was the BALI 

experiment, which was conducted by French alternative energies and atomic energy commission 

(CEA) using a 1/4 circular sliced geometry with a thickness of 15 cm, and water as a corium 
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simulant [8]. The experiments achieved a Ra value of up to 1017, and the results indicated that 

high Ra values generated strong turbulent flows in the IH natural convection. Figure 1-3 displays 

the flow pattern and temperature distribution observed during the experiment, which was divided 

into three distinct regions. The upper part of the domain displayed an intense turbulent zone with 

a homogenous temperature, while the lower part showed suppressed flow motion but with much-

reduced intensity. Along the curved boundary, a descending flow was also observed.  

                  

(a)                                                              (b)  

Figure 1-3 (a)BALI experiment test section. (b)General observation of the thermo-fluid 

structure in BALI experiments. [8] 

Apart from the BALI experiments, several other experiments have also been conducted to study 

the behaviour of molten pool simulations. These include the COPO, SIMECO, and COPRA 

experiments that were carried out in slice facilities [9-12]. Furthermore, the ACOPO and LIVE 

experiments were conducted in hemispherical facilities [13, 14]. These experiments were aimed 

at understanding the behaviour of molten corium under different conditions, such as varying heat 

fluxes, materials, and geometric configurations. The results of these experiments were used to 

validate and improve numerical simulations, as well as to gain insights into the fundamental 

physics of natural convection in molten corium. 

Table 1-1 Summary of IH molten pool experiments (not exhaustive) 

Experiment Geometry 
Simulant 

material 

Rayleigh 

number 

Prandtl 

number 

COPO-1 [9] 
Semi-elliptical 

slice 

ZnSO4-H2O 

solution 
1014-1016 ≈3 
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COPO-2 [10] 

Semi-elliptical 

slice 

Semi-circular 

slice 

Corium: 

ZnSO4-H2O 

solution 

Metal layer: 

Distilled water 

1014-1016 ≈3 

BALI [8] 
1/4 circular 

slice 
Salt Water 1013-1017 ≈7 

SIMECO [11] 
Semi-circular 

slice 
NaNO3-KNO3 1012-1015 ≈13 

LIVE [14] Hemisphere NaNO3-KNO3 1013 8.1-10.4 

ACOPO[13] Hemisphere Water 1012-1016 ≈7 

COPRA [12] 
1/4 circular 

slice 
NaNO3-KNO3 up to 1017 8.1-10.4 

 

Several studies have examined turbulent natural convection in a fluid layer that is heated from 

below and cooled from the top for different fluids. However, there have been only a limited 

number of experiments that investigated the presence of side cooling ([15, 16] and [3]). 

Concerning the metal layer in the corium, experiments were conducted to investigate this matter, 

including the BALI-Metal experiment by Bonnet and Seiler [17], the HELM-LR experiment 

focusing on low aspect ratio carried out by Li et al. [18], the HELM experiment focusing on high 

Rayleigh numbers performed by Ma et al. [19], and the MELAD experiment by Theofanous et 

al. [3]. These experiments measured macroscopic data, such as average temperatures and heat 

flux distribution. For instance, the BALI-metal experiment aimed to study the thermo-fluid 

behaviour of natural convection in a fluid layer contained in a rectangular cavity. The experiment 

involved heating the fluid layer from below and cooling it at both the top and one lateral side 

wall. A general flow structure observed in the experiment is shown in Figure 1-4. The domain 

can be divided into two distinct regions. Along the lateral cooled wall, a boundary layer (BL) 

was observed to fall down the wall, impacting the bottom heated plate and spreading over it as 

a cold tongue. On the other side, in the vicinity of the adiabatic wall, turbulent RB convection 

cells were observed.  
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Figure 1-4 General observation of the thermo-fluid structure in BALI-Metal experiments [17]. 

1.3.2 Numerical study 

Computational Fluid Dynamics (CFD) is a powerful tool for simulating fluid flow and heat 

transfer phenomena. Compared to experiments, CFD offers several advantages, such as lower 

cost, greater flexibility, and the ability to easily modify simulation parameters. CFD can also 

provide detailed information about the flow field, temperature distribution, and other important 

parameters, which can be difficult or impossible to measure experimentally. Additionally, CFD 

can reduce the time and cost required for designing and optimizing systems, which can lead to 

more efficient and cost-effective designs. 

Taking corium analysis as an example, the design and execution of corium pool experiments 

require significant financial and human resources, which poses limitations and difficulties. It is 

also difficult to select a simulant with a comparable Prandtl number to that of the prototypic 

corium pool, which has a Pr of around 0.5 [20]. Previous experiments have used water or salt 

solutions with a Pr greater than 3. Therefore, developing methodologies to simulate the natural 

convection of IH molten pools has gained much interest in recent years. Numerical analysis has 

become popular due to its flexibility and low cost, but experiments remain crucial for analyzing 

complicated pool configurations. However, accurately simulating the highly intensive turbulence 

of IH natural convection at high Rayleigh numbers remains a significant challenge. Various 

turbulence models have been implemented, including Reynolds-averaged Navier Stokes 

(RANS), large eddy simulation (LES), and direct numerical simulation (DNS), to increase 

expense and accuracy, in that order of least-to-most computationally expensive and least-to-most 

accurate. 

Nourgaliev et al. studied a homogenous pool using standard low Reynolds k-ε models and 

pointed out that it cannot accurately predict the near-wall turbulence region in IH convection at 

high Rayleigh numbers due to strong anisotropic behaviour near the walls [21]. Recently, Shams 

developed the AHFM-NRG+ model by adding an advanced turbulent heat flux model to the low 

Reynolds k-ε model, which showed good agreement with the BALI experimental results [22]. 

Using a similar model, Whang et al. combined the algebraic heat flux mode (AHFM) model with 

shear stress transport (SST) k-ω and investigated the effect of Prandtl number on molten pool 

convection [23]. In a comparison between LES using the Mason-Derbyshire Smagorinsky sub-

grid model and the k-ε model for numerically simulating the BALI experiment, Fukasawa et al. 

showed that LES was better than RANS models at predicting turbulent behaviour in the molten 

pool [24]. Additionally, Zhang et al. evaluated the wall-modeled LES (WMLES) model by 

comparing it with three corium experiments (BALI, LIVE, and COPRA) [25].  
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Although there is limited focus on numerical studies specifically targeting the metallic layer in 

the corium, especially DNS investigations, valuable insights can be derived from related 

research. A comprehensive review study provides a summary of numerical investigations on 

turbulent RB convection[26]. In terms of DNS, Paolucci S. et al. conducted 2D DNS simulations 

of turbulent natural convection in a rectangular enclosure [27]. Soria, M. et al. performed DNS 

simulations of natural convection in a tall cavity at a Rayleigh number of 6.4×108 [28]. 

Prasopchingchana, U. et al. explored the behaviour of turbulent natural convection in a square 

cavity with a Rayleigh number up to 109 [29]. However, it is important to note that in the case 

of the metallic fluid layer, the Rayleigh number can be higher, and the geometry of the system 

significantly influences the heat transfer distribution. Therefore, conducting dedicated numerical 

simulations specifically designed for the metallic layer is crucial to obtain reference data and 

gaining deeper insights into the thermo-fluid behaviour of this unique system. 

 

1.4 Purpose and outline 

This thesis aims to enhance our understanding of the thermo-fluid behaviour in corium through 

the numerical study of turbulent natural convection within the molten pool. The research focuses 

on achieving two primary objectives. Firstly, it seeks to investigate the fluid-structure and heat 

transfer mechanism in both the oxidic layer and metallic layer, providing a thorough analysis of 

transient and turbulent phenomena. This will provide valuable insights into the dynamics of 

molten corium. Secondly, the thesis aims to establish a comprehensive methodology for 

conducting DNS of molten pool natural convection at high Rayleigh numbers. The DNS 

approach will yield reference data for corium analysis and facilitate the evaluation of other 

turbulent models, such as LES and RANS. By accomplishing these objectives, this study will 

contribute to advancing our knowledge of corium behaviour and provide a basis for more 

accurate modelling and analysis of severe accident scenarios involving corium. 

This thesis consists of five chapters. Chapter 1 gives the background and literature review of the 

corium study. The rest of the thesis is organized as follows: 

Chapter 2 presents the mathematical models that involve the numerical study of natural 

convection flow in the corium. 

Chapter 3 demonstrates the numerical approaches involved in the numerical simulation of the 

corium, especially focusing on the DNS method. 

Chapter 4 discusses different numerical simulations on the turbulent natural convection flow in 

both the oxidic layer and the metallic layer in the corium. 

Chapter 5 summarizes the overall conclusions and proposes future work. 
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Chapter 2 Natural convection modelling 

Natural convection is a thermo-fluid behaviour that is propelled by buoyancy force due to the 

density difference in response to the temperature difference. IH natural convection is heated by 

an internal source and cooled at the boundaries, while RB natural convection is induced by 

temperature differences at the boundaries with no internal heat source. RB natural convection 

has been extensively studied over a wide range of Rayleigh and Prandtl numbers, and a regime 

map has been formulated by Grossmann and Lohse to assess the flow and heat transfer properties 

of RB convection [30]. The scaling of Nusselt and Reynolds numbers with respect to Ra and Pr 

has been obtained for each regime. IH natural convection has been studied by Goluskin, and he 

illustrated the governing equations with the Oberbeck-Boussinesq assumption and divided IH 

convection into three categories based on boundary conditions [6]. Like Grossmann and Lohse's 

theory of RB convection, Goluskin proposed a regime division theory and scaling relationship 

for IH convection [31]. He also conducted a series of DNS of IH convection in a box and 

quantified the heat transfer asymmetry in the gravity direction over a range of Rayleigh and 

Prandtl numbers [32].  

This chapter presents the method of modelling natural convection flows. Initially, the governing 

equations and their non-dimensional forms are derived. Next, a scaling theory for natural 

convection based on Ra and Pr is explained. Following that, the mathematical model of the 

natural convection flow is verified against a series of IH natural convection done by Goluskin 

[32]. In the end, turbulence modelling and associated turbulent quantities are derived using 

Reynolds decomposition method. 

2.1 Mathematical model 

To demonstrate the modelling of these two types of natural convection, two cases are considered 

(see Figure 2-1). In the IH convection case, the fluid has an internal heat source 𝑄 and is cooled 

by two isothermal boundaries, while in the RB convection case, there are only two isothermal 

boundaries with a fixed temperature difference Δ𝜃. 

               

(a) IH                                                        (b) RB 

Figure 2-1 Two demonstration cases (a) Internally heated (IH) natural convection (b) 

Rayleigh-Bénard (RB) natural convection 

2.1.1 Governing equation 

Modelling natural convection requires considering the density variation induced by the 

temperature difference. One way to account for this effect is by solving the compressible Navier-
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Stokes equation, but it is numerically challenging. Alternatively, the Oberbeck-Boussinesq 

approximation can be incorporated into the incompressible Navier-Stokes equation if the density 

variation of the fluid depends only on the temperature change when it is small enough with 

respect to the hydrostatic equilibrium [33]. The Oberbeck-Boussinesq approximation assumes 

that density change is proportional to the temperature change at the rate of the thermal expansion 

coefficient, 

 
𝜌−𝜌𝑟𝑒𝑓

𝜌𝑟𝑒𝑓
= −𝛽(𝜃 − 𝜃𝑟𝑒𝑓)  

where 𝜌 [kg/m3] is the density of the fluid, 𝜃 [K] is the temperature, 𝛽 [1/K] is the coefficient 

of thermal expansion. 𝜌ref  and 𝜃ref  are reference density and temperature, respectively. 

Incorporating the approximation, the governing equations of the mass, momentum, and energy 

for the natural convection flow are 

𝛻 ⋅ 𝒖 = 0 

𝜕𝒖

𝜕𝑡
+ 𝒖 ⋅ 𝛻𝒖 = −

1

𝜌𝑟𝑒𝑓
𝛻𝑝 + 𝜈 𝛻2 𝒖 + 𝑔𝛽𝜃𝑧 

𝜕𝜃

𝜕𝑡
+ 𝒖 ⋅ 𝛻𝜃 = 𝜅𝛻2𝜃 +

𝑄

𝜌𝑐𝑝
𝜹 

𝛿 = {
1  IH
0  RB

 

where  𝒖 = (𝑢, 𝑣, 𝑤) [m/s] and p [Pa] denotes the velocity and pressure field. The last term on 

the right-hand side of the momentum equation represents the buoyancy force induced by the 

density difference, which is along the vertical direction, 𝑧. In the energy equation, 𝑄 [W/m3] is 

the volumetric heat source for the IH natural convection, whereas it becomes zero when it models 

the RB convection.  

2.1.2 Non-dimensionalization 

Non-dimensionalized equations are commonly used in modelling physical systems. They 

simplify the governing equations, making them easier to manipulate and analyse. They also 

provide a better understanding of the fundamental characteristics of the system, such as the 

dependence on physical parameters, and enable the comparison of different systems. 

Additionally, non-dimensionalization reduces the number of variables in the equations, making 

it easier to develop simplified models or numerical simulations. 

In the case of natural convection, the governing equations can be nondimensionalized using a 

characteristic length 𝑙  [m] , a time scale of the thermal diffusion 
𝑙2

𝛼
 [s]  , a pressure scale 

𝜌ref
𝑙2

𝛼
 [Pa], a velocity scale 

𝛼

𝑙
 [m/s] a temperature scale 𝛥 [K], which is different for IH and RB, 

as shown in equation [6]. Consequently, we obtain the non-dimensional governing equations.  
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𝛥 = {

𝑙2𝑄

𝛼𝜌𝑐𝑝
       IH

 𝛥𝑇           RB

 

𝛻 ⋅ 𝑼 = 0 

𝜕𝑼

𝜕𝑡
+ 𝑼 ⋅ 𝛻𝑼 = −𝛻𝑃 + 𝑃𝑟 𝛻2𝑼 + 𝑅𝑎𝑃𝑟𝛩𝑧  

𝜕𝛩

𝜕𝑡
+ 𝑼 ⋅ 𝛻𝛩 = 𝛻2𝛩 + 1𝜹 

where  𝑼 = (𝑈, 𝑉,𝑊) , 𝛩 and 𝑃 denotes the normalized velocity temperature and pressure field, 

respectively. Additionally, the expressions of the two control non-dimensional numbers, 

Rayleigh and Prandtl numbers are obtained in the equation,   

𝑅𝑎 =
𝑔𝛽𝑙3𝛥

𝛼𝜈
  

𝑃𝑟 =
𝜈

𝛼
 

where 𝛼 [m2/s] is the thermal diffusivity and  𝜈 [m2/s] is the kinematic viscosity. As discussed 

in section 1.2, the Rayleigh number is a key parameter that governs the behaviour of natural 

convection. When the Rayleigh number is large, the buoyancy force becomes more dominant, 

and the flow motion becomes more intense. The Prandtl number is another important parameter 

that is material dependent, which plays a crucial role in determining the thermal behavior of the 

fluid and its ability to transfer heat. In general, materials with a lower Prandtl number tend to 

have higher heat transfer rates since they are better able to conduct heat relative to the viscous 

forces.  

2.2 Scaling theory 

To analyze the effects of different Ra and Pr values on the flow and heat transfer properties of 

natural convection, it is necessary to estimate the Reynolds number (Re) and Nusselt number 

(Nu). For instance, the thicknesses of kinetic BL 𝜆𝑢 and thermal BL 𝜆𝜃 depend on the Re and 

Nu, namely 𝜆𝑢 =
𝑙

4√𝑅𝑒
 and 𝜆𝜃 =

𝑙

2𝑁𝑢
. Grossman and Lohse introduced a scaling theory to 

evaluate Re and Nu based on Ra and Pr [7, 30].  

𝑅𝑒 =𝐶1𝑅𝑎
𝑎𝑃𝑟𝑏 

𝑁𝑢 = 𝐶2𝑅𝑎
𝑐𝑃𝑟𝑑 

Specifically, they also proposed a regime map based on the kinetic and thermal dissipation 

occurring within the fluid domain. Different power coefficients are derived for each regime, 
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which is determined by the dissipation balance [30]. The kinetic dissipation 휀𝑢 indicates the 

conversion rate of the kinetic energy of fluid into thermal energy, which is defined as 휀𝑢(𝑥, 𝑡) =
𝑣(𝜕𝑖𝑢𝑗(𝑥, 𝑡))

2. Similarly, the thermal dissipation is defined as 휀𝜃(𝑥, 𝑡) = 𝜅(𝜕𝑖𝜃(𝑥, 𝑡))
2. The 

spatial averaged dissipations 휀𝑢 and 휀𝜃 can be from the motion equations [34, 35], such that  

휀𝑢 =
𝜈3

𝑙4
(𝑁𝑢 − 1)𝑅𝑎𝑃𝑟−2 

휀𝜃 = 𝜅
𝛥2

𝑙2
𝑁𝑢 

Since the dissipation occurs in both the BLs and the bulk of the flow, both  휀𝑢 and 휀𝜃 consist of 

two components, such that  

휀𝑢 = 휀𝑢,𝑏𝑢𝑙𝑘 + 휀𝑢,𝐵𝐿 

휀𝜃 = 휀𝜃,𝑏𝑢𝑙𝑘 + 휀𝜃,𝐵𝐿 

The extent of dissipation can be dominant in either the BL or the bulk, depending on the value 

of Rayleigh number (Ra). For instance, at high Ra, the thickness of the BL becomes smaller, 

resulting in higher dissipation in the bulk. Conversely, at low Ra, the BL becomes thicker, 

leading to higher dissipation in the BL. In addition, Pr influences the thicknesses of the kinetic 

BL and thermal BL, which can make the dissipation distribution different between the kinetic 

and thermal fields. Therefore, four regimes are defined according to the dissipation situation. 

• Regime I: Both the kinetic dissipation and the thermal dissipation dominate in the BL, 

where 휀𝑢~휀𝑢,𝐵𝐿 and 휀𝜃~휀𝜃,𝐵𝐿. 

• Regime II: The kinetic dissipation dominates in bulk, while thermal dissipation 

dominates in the BL, where 휀𝑢~휀𝑢,𝑏𝑢𝑙𝑘 and 휀𝜃~휀𝜃,𝐵𝐿. 

• Regime III: The kinetic dissipation dominates in the BL, while thermal dissipation 

dominates in the bulk, where 휀𝑢~휀𝑢,𝐵𝐿 and 휀𝜃~휀𝜃,𝑏𝑢𝑙𝑘. 

• Regime IV: Both the kinetic dissipation and the thermal dissipation dominate in the bulk, 

where 휀𝑢~휀𝑢,𝑏𝑢𝑙𝑘 and 휀𝜃~휀𝜃,𝑏𝑢𝑙𝑘. 

The dissipation in the bulk 휀𝑢,𝑏𝑢𝑙𝑘 and 휀𝜃,𝑏𝑢𝑙𝑘 and the dissipation in the BL 휀𝑢,𝐵𝐿 and 휀𝜃,𝐵𝐿 can 

also be estimated using the non-dimensional numbers [36, 37].  

휀𝑢,𝑏𝑢𝑙𝑘~
𝑢3

𝑙
=
𝜈3

𝑙4
𝑅𝑒3 

휀𝑢,𝐵𝐿~
𝜈3

𝑙4
𝑅𝑒5/2 
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휀𝜃,𝑏𝑢𝑙𝑘 =

{
 
 

 
 ~

𝑢𝛥2

𝑙
= 𝜅

𝛥2

𝑙2
𝑃𝑟𝑅𝑒                         𝜆𝜃 > 𝜆𝑢   

~
𝜆𝜃
𝜆𝑢

𝑢3

𝑙
= 𝜅

𝛥2

𝑙2
𝑃𝑟𝑅𝑒3/2𝑁 𝑢−1     𝜆𝜃 < 𝜆𝑢 

 

휀𝜃,𝐵𝐿~𝜅
𝛥3

𝑙2
𝑁𝑢 

It should be noted that the thickness relation between the kinetic BL and thermal BL influences 

thermal dissipation. 

In each regime, we can use the corresponding dissipation balance to derive the Re and Nu. For 

example, in regime IV, we have 휀𝑢~휀𝑢,𝑏𝑢𝑙𝑘  and 휀𝜃~휀𝜃,𝑏𝑢𝑙𝑘 . Meanwhile, the expression for 

휀𝜃,𝑏𝑢𝑙𝑘 is different when 𝜆𝜃 > 𝜆𝑢 and 𝜆𝜃 < 𝜆𝑢, so regime IV can be further divided into IVl 

where 𝜆𝜃 > 𝜆𝑢 and IVu where 𝜆𝜃 < 𝜆𝑢. In the sub-regime IVu, we can come to  

𝑅𝑒~𝑅𝑎
4
9𝑃𝑟−

2
3 

𝑁𝑢~𝑅𝑎
1
3 

Similarly, we can finally have 8 regimes with the corresponding estimation of the Re and Nu. 

The values 𝐶1, 𝑎 and 𝑏 for Re, and 𝐶2, 𝛼 and 𝛽 for Nu in each regime are summarized in Table 

2-1.  

Table 2-1 Regimes of the natural convection flow and the corresponding correlations [30] 

Regime C1 a b C2 𝒄 𝒅 

Il 0.063 1/2 -3/4 0.22 1/4 1/8 

Iu 0.073 1/2 -5/6 0.31 1/4 -1/12 

IIl 0. 17 2/5 -3/5 0.37 1/5 1/5 

IIu 0.19 2/5 -2/3 0.51 1/5 0 

IIIl ~ ~ ~ ~ ~ ~ 

IIIu 0.023 4/7 -6/7 0.018 3/7 -1/7 

IVl 0.025 1/2 -1/2 0.0012 1/2 1/2 

IVu 0.088 4/9 -2/3 0.05 1/3 0 

2.3 Model verification 

To validate both the natural convection model and the numerical implementation, Goluskin and 

van der Poel conducted a simulation on a simplified 3D box that was internally heated [32]. This 

simulation has been reproduced in Paper 1. The boundary condition at the vertical wall, is 

specified as a Dirichlet thermal boundary with the normalized temperature as 𝛩 = 0, while 

periodic boundaries are set in the horizontal directions, 𝑥 and 𝑦, as illustrated in Figure 2-2. A 
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homogenous heat source is distributed throughout the domain. Four cases are simulated, each 

with different Rayleigh numbers, and the results are compared. Table 3 summarizes the cases 

and the corresponding comparison results. 

 

Figure 2-2 Problem setup of the model verification. 

Once the simulations reach a quasi-steady state, two integrated parameters are obtained to 

evaluate the results. The first parameter is the time-volume average temperature ⟨𝛩⟩, which 

indicates the temperature stabilization by heat transfer. The second parameter is the time-volume 

averaged convective scalar transport in the 𝑧 direction ⟨𝑊𝛩⟩, which quantifies the asymmetry in 

heat transfer due to buoyancy forces. As shown in Table 2-2, the simulation results are in 

excellent agreement with the available data from Goluskin and van der Poel. Furthermore, Figure 

2-3 shows that the temperature distribution along the vertical direction is also in excellent 

agreement with the available data. 

 

Figure 2-3 Comparison between the temperature distribution along the vertical direction 
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Table 2-2 Comparison results of the verification study 

Comparison Results 

Goluskin 

and van der 

Poel 

In this study 

𝑅𝑎 = 1 × 106 
𝑃𝑟 =1 

⟨𝛩⟩ 0.0547 0.0548 

⟨𝑊𝛩⟩ 0.117 0.114 

𝑅𝑎 = 2 × 106 
𝑃𝑟 =1 

⟨𝛩⟩ 0.0490 0.0490 

⟨𝑊𝛩⟩ 0.135 0.125 

𝑅𝑎 = 1 × 108 
𝑃𝑟 =1 

⟨𝛩⟩ 0.0258 0.0260 

⟨𝑊𝛩⟩ 0.208 0.205 

𝑅𝑎 = 2 × 108 
𝑃𝑟 =1 

⟨𝛩⟩ 0.0225 0.0225 

⟨𝑊𝛩⟩ 0.222 0.217 

2.4 Turbulence modelling in natural convection 

Accurately predicting turbulence behaviour is one of the major challenges in modelling natural 

convection in a molten pool. Different methods, such as DNS, LES, and RANS, are used to 

model the turbulence. DNS solves the governing equations directly, which provides the most 

accurate results but requires the highest mesh resolution, making it computationally expensive. 

RANS performs Reynolds decomposition on the governing equations and models the generated 

turbulence quantities, making it suitable for industrial practice as it reduces computational effort. 

However, the current RANS models need to be improved to model natural convection turbulence 

effectively. For example, the buoyancy production term in the TKE equation is either missed or 

not modelled correctly. Additionally, modelling the THF is also critical in natural convection 

flow, which requires further refinement in RANS [22]. In this case, DNS is necessary to capture 

turbulence details such as TKE, THF, Reynolds stresses, variances, and more, which can assist 

in better assessing the RANS model. 
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Reynolds decomposition of the governing equations can be used to characterize turbulence by 

separating a field variable into a mean value and a turbulent fluctuation value. Taking the 

velocity component on the x direction, 𝑢 as example, it can be decomposed into  𝑢 = 𝑢 + 𝑢′, 
where 𝑢 represents the temporal average of 𝑢 and 𝑢′ represents the instantaneous fluctuation 

with the property of 𝑢′ = 0. Using this approach, the time-averaged behaviour of the natural 

convection flow can be expressed as 

𝛻 ⋅ 𝑼 = 0 

∂𝑼

∂𝑡
+ 𝑼 ⋅ ∇𝑼 = −∇𝑃 + 𝑃𝑟∇2𝑼 − ∇𝑈𝑖

′𝑈𝑗
′ + 𝑅𝑎𝑃𝑟Θ𝑧 

𝜕𝛩

𝜕𝑡
+ 𝑼 ⋅ 𝛻𝛩 = 𝛻2𝛩 − 𝛻𝑈𝑖

′𝛩′ + 1 𝜹 

In the momentum equation, an additional term, 𝛻𝑈𝑖
′𝑈𝑗

′  is added and 𝑈𝑖
′𝑈𝑗

′  is called the 

Reynolds stress. Similarly, 𝛻𝑈𝑖
′𝛩′  is added in the energy equation, and 𝑈𝑖

′𝛩′ is called the 

turbulent heat flux. Reynolds stress and turbulent heat flux are two important quantities that 

provide insights into the nature of turbulence in natural convection flows. Reynolds stress 𝑈𝑖
′𝑈𝑗

′  

is a measure of the turbulent fluctuation field's impact on the mean flow field in the momentum 

equation. It is the product of the velocity fluctuations in two different directions, which indicates 

the importance of turbulence anisotropy. On the other hand, turbulent heat flux 𝑈𝑖
′𝛩′  is a 

measure of the turbulent fluctuation field's impact on the mean temperature field in the energy 

equation. It is the product of the velocity and temperature fluctuations, which is closely related 

to the buoyancy effect that drives the natural convection flow. Both Reynolds stress and turbulent 

heat flux play a critical role in characterizing the turbulent transport of momentum and heat, 

respectively. 

Another turbulent quantity of interest is the TKE, 𝑘 , which characterizes the intensity of 

turbulence. The TKE can be used to understand the distribution of energy in the turbulent flow 

and is directly related to the size and strength of turbulent eddies. It is defined as half of the sum 

of the squares of the turbulent fluctuation velocities in the three spatial directions, i.e., 𝐾 =
1

2
(𝑈′𝑈′ + 𝑉′𝑉′ +𝑊′𝑊′). Based on the definition, one can derive the following normalized 

transport equation of the TKE in the natural convection using the variance of the fluctuation 

velocities 

𝜕𝐾

𝜕𝑡
+ 𝑼 ⋅ 𝛻𝐾 = −𝑈𝑗

′𝑈𝑖
′
𝜕𝑈𝑗

𝜕𝑥𝑖
− 𝑃𝑟 (

𝜕𝑈𝑗
′

𝜕𝑥𝑖
)

2

+ 𝑅𝑎 𝑃𝑟𝑊′𝛩′

+
𝜕

𝜕𝑥𝑖
(𝑃𝑟 𝑈𝑗

′
𝜕𝑈𝑗

′

𝜕𝑥𝑖
−
1

2
𝑈𝑖
′𝑈𝑗

′𝑈𝑗
′ −

1

𝜌
𝑈𝑖
′𝑃′) 
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The left-hand side consists of the time derivative of TKE and the spatial advection term. The 

time derivative of TKE represents the change in turbulent kinetic energy with respect to time. 

The spatial advection accounts for the transport of TKE due to the mean flow of the fluid. 

On the right-hand side, the first term represents the shear force production, while the second term 

denotes the viscous dissipation. The third term represents the buoyancy force production, and 

the last term indicates the spatial redistribution caused by the viscous, turbulent, and pressure 

effects, respectively. Specifically,  

i) Shear force production −𝑈𝑗
′𝑈𝑖

′ 𝜕𝑈𝑗

𝜕𝑥𝑖
: This term represents the generation of TKE due 

to the interaction of velocity fluctuations with mean velocity gradients. In other 

words, it describes the conversion of mean kinetic energy into turbulent kinetic 

energy by the shear force. 

ii)  Viscous dissipation −𝑃𝑟 (
𝜕𝑈𝑗

′

𝜕𝑥𝑖
)
2

: This term represents the conversion of TKE into 

heat due to the viscosity of the fluid. It occurs when the velocity fluctuations are 

damped out by viscosity.  

iii) Buoyancy force production 𝑅𝑎 𝑃𝑟𝑊′𝛩′: This term describes the generation of TKE 

due to the buoyancy force. It is caused by the interaction of velocity fluctuation with 

temperature fluctuation in the fluid.  

iv) Spatial redistribution 
𝜕

𝜕𝑥𝑖
(𝑃𝑟 𝑈𝑗

′
𝜕𝑈𝑗

′

𝜕𝑥𝑖
−
1

2
𝑈𝑖
′𝑈𝑗

′𝑈𝑗
′ −

1

𝜌
𝑈𝑖
′𝑃′): This term represents the 

transport of TKE due to the interaction of velocity fluctuations with various other 

effects, such as viscous, turbulent, and pressure effects.  

It should be noted that, unlike the TKE budget of the flow without buoyancy force, the buoyancy 

production 𝑅𝑎 𝑃𝑟𝑊′𝛩′,  is an additional term that balances the TKE. The buoyancy production 

is proportional to the vertical component of the turbulent heat flux in the vertical direction 𝑊′𝛩′. 
Similar to the TKE transport equation, one can also derive the transport equation of the THF 

from the variance of velocity and temperature fluctuations. 

𝜕𝑈𝑖′𝛩′

𝜕𝑡
+ 𝑈𝑗

𝜕𝑈𝑖′𝛩′

𝜕𝑥𝑗
= 𝐷𝑢𝑖′𝛩′ + 𝑃𝑢𝑖′𝛩′ + 𝛷𝑢𝑖′𝛩′ − 휀𝑢𝑖′𝛩′ + 𝐵𝑢𝑖′𝛩′𝑧 

𝐷𝑈𝑖′𝛩′ =
𝜕

𝜕𝑥𝑗
{𝑢𝑖′

𝜕𝛩′

𝜕𝑥𝑗
+
1

𝑃𝑟
𝛩′
𝜕𝑢𝑖′

𝜕𝑥𝑗
} −

𝜕𝑈𝑗′𝑈𝑖′𝛩′

𝜕𝑥𝑗
−
𝜕𝑃′𝛩′

𝜕𝑥𝑖
 

𝑃𝑈𝑖′𝛩′ = −𝑈𝑖′𝛩′
𝜕𝑈𝑖
𝜕𝑥𝑗

− 𝑈𝑖′𝑈𝑗′
𝜕𝛩

𝜕𝑥𝑗
 



 

 
17 

𝛷𝑈𝑖′𝛩′ = 𝑃′
𝜕𝛩′

𝜕𝑥𝑖
 

휀𝑈𝑖′𝛩′ = (1 +
1

𝑃𝑟
)
𝜕𝑈𝑖′

𝜕𝑥𝑗

𝜕𝛩′

𝜕𝑥𝑗
 

𝐵𝑈′𝛩′ = 𝑅𝑎𝑃𝑟⋅ 𝛩′𝛩′𝑧 

On the left-hand side, the first term represents the time derivative of the THF, and the second 

term represents the advection term. On the right-hand side, there are several terms, including 

diffusion (consisting of viscous diffusion, turbulent diffusion, and pressure diffusion), shear 

production, the pressure temperature gradient (PTG), the dissipation and the buoyancy 

production terms, respectively. Specifically, 

i) Diffusion terms 𝐷𝑈𝑖′𝛩′ : This term includes three sub-terms: viscous diffusion, 

turbulent diffusion, and pressure diffusion. Viscous diffusion is caused by the 

viscosity of the fluid, turbulent diffusion is caused by the random motion of the fluid 

particles, and pressure diffusion is caused by the variation of pressure in the fluid. 

Together, these sub-terms represent the diffusion of THF due to various mechanisms. 

ii) Shear production 𝑃𝑈𝑖′𝛩′: This term represents the production of THF by the shear 

force between the mean flow and the turbulent fluctuations. 

iii) Pressure temperature gradient 𝛷𝑈𝑖′𝛩′: This term represents the production of THF due 

to the variation of pressure and temperature in the fluid. 

iv) Dissipation 휀𝑈𝑖′𝛩′: This term represents the dissipation of THF due to the viscous and 

thermal effects. 

v) Buoyancy production 𝐵𝑈𝑖′𝛩′: This term represents the production of THF due to the 

buoyancy force caused by the temperature difference in the fluid. It is proportional to 

the temperature variance. Notably, the buoyancy production term only exists in the 

budget of the vertical THF, 𝑊′𝛩′. 
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Chapter 3 Numerical approach 

In this chapter, the numerical approaches related to the molten pool natural convection are 

discussed (based on the work in Papers 2 and 3). First, the spectral element method (SEM) 

discretization strategy is briefly introduced. Then, the meshing method of the DNS natural 

connection simulation is illustrated. Afterwards, the scalability test of the CFD code Nek5000 

based on the DNS molten pool simulation is performed. 

3.1 Discretization 

3.1.1 Discretization strategy 

The main idea of the numerical approach to solve the partial differential equation (PDE) is to 

discretize the continuous domain and replace the derivatives in the PDE with finite differences 

or other approximation methods. This results in a system of algebraic equations that can be 

solved using numerical techniques. The discretization can be done in both space and time, and 

the choice of the discretization method depends on the properties of the PDE, such as its order, 

boundary conditions, and the type of solution. The accuracy and stability of the numerical 

method depend on the choice of the discretization method and the size of the discretization steps.  

The finite volume method (FVM) is a popular approach used in many CFD software packages 

such as Ansys Fluent, StarCCM+, and OpenFOAM due to its flexibility and suitability for low-

accuracy requirements[38]. However, achieving high-order accuracy can be challenging with 

FVM. Another discretization method, SEM is a subclass of Galerkin methods or weighted 

residual methods [39]. The spectral method (SM) is based on the weighted-residual technique 

and provides high accuracy. However, implementing it for complex geometries or flow problems 

can be difficult. On the other hand, the finite element method (FEM), based on the Galerkin 

method, is more flexible as it breaks up problem domains into elements [40]. The SEM combines 

the benefits of SM and FEM to achieve high accuracy with good generality, making it highly 

suitable for DNS simulations with relatively simple geometries.  

Specifically speaking, SEM involves dividing the computational domain into smaller elements, 

and then representing the unknowns within each element using a chosen function space and 

weights on the collocation points. In the case of the Navier-Stokes equation, which is a nonlinear 

advection-diffusion equation, the idea behind SEM can be illustrated using a simpler 1D 

advection-diffusion equation as an example (see Figure 3-1). 

𝜕𝑢

𝜕𝑡
+ 𝜎

𝜕𝑢

𝜕𝑥
= 𝜈

𝜕2𝑢

𝜕𝑥2
+ 𝑓 

 

Figure 3-1 1D SEM discretization  
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 A typical solving procedure is [39]: 

i) Deriving the variation form using a test function τ and integrating over the domain 𝛺 

∫ 𝜏 
𝜕𝑢

𝜕𝑡
+ 𝜏𝜎

𝜕𝑢

𝜕𝑥𝛺

= ∫ 𝜏 𝜈
𝜕2𝑢

𝜕𝑥2𝛺

+∫𝜏 𝑓
𝛺

 

where 𝜏 ∈ 𝐻0
1(𝛺)  and 𝐻0

1(𝛺) is a Hilbert space. 
 

ii) Inserting collocation points inside the elements. The collocation points are often chosen 

to be Gauss-Lobatto-Legendre (GLL) points[41], which are the roots of the Legendre 

polynomial. 

 

iii) Interpolating 𝑢 in the element level by using basis function 𝐿𝑗(𝜉) with weight coefficient 

𝑤𝑗. We choose the test function 𝑣 also by summarizing the basis function with weight 

coefficient 𝑡𝑗 .  

 

𝑢(𝜉) =∑𝑤𝑗𝐿𝑗(𝜉)

𝑁𝜉

𝑗=0

 

𝑡(𝜉) =∑𝑡𝑗𝐿𝑗(𝜉)

𝑁𝜉

𝑗=0

 

Therefore, the terms in the variation form become: 

 

∫ 𝜏
𝜕𝑢

𝜕𝑡
𝑑𝛺 =

𝜕

𝜕𝑡
∑∑𝑡𝑖(∫𝐿𝑖

𝛺

𝐿𝑗𝑑𝛺)𝑤𝑗

𝑁

𝑗

𝑁

𝑖𝛺

= 𝑀𝑖𝑗

𝜕𝑤𝑗

𝜕𝑡
 

 

∫ 𝜏𝑐
𝜕𝑢

𝜕𝑥
𝑑𝛺 =∑∑𝑡𝑖(∫𝜎𝐿𝑖

𝛺

𝜕𝐿𝑗

𝜕𝑥
𝑑𝛺)𝑢𝑗

𝑁

𝑗

𝑁

𝑖𝛺

= 𝐶𝑖𝑗𝑤𝑗 

 

∫ 𝜏𝜈
𝜕2𝑢

𝜕𝑥2𝛺

=∑∑𝑡𝑖(∫𝜈𝐿𝑖
𝛺

𝜕2𝐿𝑗

𝜕𝑥2
𝑑𝛺)𝑢𝑗

𝑁

𝑗

𝑁

𝑖

= 𝐾𝑖𝑗𝑤𝑗 

 

∫𝜏𝑓𝑑𝛺
𝛺

=∑𝑡𝑖∫𝐿𝑖𝑓
𝛺

𝑑𝛺

𝑁

𝑖

= 𝑀𝑖𝑗𝑓 

 

Therefore, the variation form can be rewritten in matrix form as a system of ordinary 

differential equations in time, 

𝑀𝑖𝑗

𝜕𝑤𝑗

𝜕𝑡
+ 𝐶𝑖𝑗𝑤𝑗 = 𝐾𝑖𝑗𝑤𝑗 +𝑀𝑖𝑗𝑓 
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where 𝑀𝑖𝑗is the mass matrix, 𝐾𝑖𝑗 is the stiffness matrix, 𝑓 is the load vector, and 𝐶𝑖𝑗 is 

the vector of coefficients of the basis functions. The mass matrix represents the 

integration of the basis functions over each element and is diagonal, whereas the stiffness 

matrix represents the differential operator and is not diagonal. The load vector represents 

any source or boundary conditions. 

 

Once the system of ordinary differential equation (ODE) is derived, it can be solved numerically 

using time-integration methods such as Runge-Kutta or implicit backward differentiation (BDF) 

[42]. In summary, the SEM approach to solving the 1D advection-diffusion equation involves 

discretizing the domain into elements, approximating the solution using orthogonal basis 

functions, and solving the resulting system of ODEs for the coefficients of the basis functions 

using time-integration methods. 

3.1.2 Nek5000 

Nek5000 is an open-source CFD code with spatial discretization based on the spectral element 

method (SEM), which features scalable algorithms to be faster and more efficient (see Figure 

3-2) [42, 43]. Goluskin conducted a series of DNS simulations of Internally heated natural 

convection with different Rayleigh numbers in a box geometry using Nek5000 [6]. We also used 

Nek5000 to analyse molten pool convection in different geometries [44, 45]. Since the DNS 

usually demands large computational resources, it is important to do the budget based on the 

scalability performance of the code. Recently few scalability tests of Nek5000 have been 

performed in [42, 46-48]. Fischer et al. analyzed the algorithms for performance characteristics 

on large-scale parallel computers. Offermans et al. discussed in detail the scalability of pipe flow 

simulations on Petascale systems with CPUs. Furthermore, Merzari et al. compared the LES with 

RANS calculations for a wire-wrapped rod bundle. Also, Merzari et al. studied the weak scaling 

performances for Taylor-Green Vortices simulation on a Heterogeneous system. 

 

Figure 3-2 Main features of Nek5000 

In the Nek5000 code, two solvers, namely Pn-Pn and Pn-Pn-2, are available for solving the 

Navier-Stokes equations [49, 50]. For time discretization, an implicit-explicit Backward 

Difference Formula and Extrapolation of order k (BDFk-EXTk) is commonly used. In addition, 
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the Helmholtz solver is used for solving the passive scalar equation. More information on the 

discretization of the governing equations can be found in the theory guide of Nek5000 [51]. 

 

3.2 Meshing method 

3.2.1 General flow 

In conducting a DNS of natural convection flow, it is crucial to ensure the ability of the 

computational mesh to capture small-scale thermo-fluid phenomena. The mesh size needs to be 

determined by considering the smallest dissipation length scale in the bulk and the boundary 

layers of turbulent flows. The thickness of the boundary layer should be identified first, followed 

by estimating the mesh size based on the dissipation estimation in both domains. Once pre-

estimation is complete, the mesh can be constructed. However, post-verification of the mesh 

using the simulation result of the dissipation length scale is necessary to ensure that it satisfies 

the requirements of DNS. This DNS work follows a meshing strategy that involves three steps, 

as illustrated in Figure 3-3. 

 

Figure 3-3 Workflow of the DNS mesh construction. 

 

To estimate the thickness of the boundary layer, the scaling theory presented in section 2.2 can 

be employed to determine Re and Nu based on the given Ra and Pr. Then, the boundary layer 

thicknesses, 𝜆𝑢 and 𝜆𝜃, can be computed. Next, the mesh sizes within the boundary layer and the 

bulk flow can be calculated by applying Shishkina et al.'s formulas, which are developed based 

on the dissipation analysis of natural convection [52]. Within the boundary layers, the mesh size 

ℎ𝐵𝐿 can be determined using the dissipation analysis inside the boundary layers. As for the mesh 

size in the bulk domain ℎ𝑏𝑢𝑙𝑘, it should satisfy the requirement of the smallest cascading scale, 
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which can also be estimated from Ra and Pr. The characteristic size refers to the Kolmogorov 

length scale when Pr is smaller than 1, and to the Batchelor length scale, which is the smallest 

thermal dissipation scale, when Pr is larger than 1 [22]. 

ℎ𝐵𝐿 ≤

{
 
 

 
 2

−
3
2𝜂−1𝑁𝑢−

3
2 𝑃𝑟

3
4 𝐴−

3
2 𝜋−

3
4𝑙,                          Pr<3 × 10−4

2−
3
2𝜂−1𝑁𝑢−

3
2𝑃𝑟0.5355−0.033𝑙𝑜𝑔𝑃𝑟𝑙,    3 × 10−4 ≤ 𝑃𝑟 < 1

2−
3
2𝜂−1𝑁𝑢−

3
2𝑃𝑟0.0355−0.033𝑙𝑜𝑔𝑃𝑟𝑙,                  1 ≤ 𝑃𝑟 < 3

2−
3
2𝜂−1𝐸−

3
2𝑁𝑢−

3
2𝑙,                                                      Pr ≥ 3

 

where 𝜂 ≈ 0.482, 𝐴 ≈ 0.332, 𝐸 ≈ 0.982, and L is the characteristic length. 

ℎ𝑏𝑢𝑙𝑘 ≤

{
 
 

 
 𝑃𝑟

1
2

𝑅𝑎
1
4(𝑁𝑢 − 1)

1
4

,               Pr≤1

1

𝑅𝑎
1
4(𝑁𝑢 − 1)

1
4

,               Pr>1

 

As mentioned, the computational domain consists of elements, and they are divided by the GLL 

grid points on the element edges according to the polynomial order[51]. In this case, the distance 

between adjacent grid points must satisfy the mesh size requirement. In the post-verification 

step, the mesh resolution is checked based on the dissipation distribution from the resulting DNS. 

With the dissipation rate throughout the domain, one can calculate the Kolmogorov length scale. 

In this way, the mesh size can be compared with the Kolmogorov length scale.  

3.2.2 Example 

Take our work: a DNS case of the natural convection of the molten pool in a hemispherical 

geometry as an example [44]. The Ra is 1.6×1011 (log 𝑅𝑎=11.2), and Pr is 0.5 (log 𝑃𝑟=0.49); the 

corresponding formulas in the region IVu are used in the estimation: 

𝑁𝑢 =0.050𝑅𝑎
1
3 = 271.44  

𝑅𝑒 = 0.088𝑅𝑎
4
9𝑃𝑟−

2
3 = 13328.41 

𝜆𝑢 =
𝑙

4√𝑅𝑒
 = 0.00216546 

and 𝜆𝜃 =
𝑙

2𝑁𝑢
=0.001842016 

Therefore, both 𝜆𝑢 and 𝜆𝜃 are computed based on Re and Nu. Based on the above formulas, the 

normalized mesh sizes inside the upper BLs and bulk are ℎ𝐵𝐿 ≤1.57× 10−4 and ℎ𝑏𝑢𝑙𝑘 ≤2.76×
10−4, respectively. The DNS mesh is given in Figure 3-4, where the total number of elements is 
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around 800K and the polynomial order is 7, which means that the total number of grid points is 

around 409.6 million.  

 

Figure 3-4 Overview of the element distribution on the XZ-middle slice of the domain and the 

refined mesh near the boundary layers. 

 

To perform the post-check, we utilize the obtained dissipation distribution inside the 

computational domain to estimate the Kolmogorov length scale. Based on the DNS simulation 

result, a spatial-average Kolmogorov length scale distribution on the vertical middle planes is 

presented in Figure 3-5. The figure shows that in the upper part of the domain and along the 

curved boundary, the Kolmogorov length scale is smaller, indicating a need for higher mesh 

resolution in those areas. To verify the mesh resolution, we examined the ratio between the 

Kolmogorov length scale and the mesh size over the plane. Figure 3-6 displays a histogram of 

the ratio of each element over the slice, and all of them are above 1, implying that the mesh size 

was smaller than the smallest dissipation rate. 
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Figure 3-5 The spatial-average Kolmogorov length scale distribution of the domain generated 

from the DNS. 

 

Figure 3-6  Ratio distribution between the Kolmogorov length and the mesh cell size. 

3.3 Scalability 

When performing numerical simulations on a large scale, it is essential to utilize high-

performance computing (HPC) technology[53]. However, the computational code used for the 

simulation must have good scalability, which refers to its ability to handle an increasing number 

of processors without significantly degrading performance[54]. If the scalability of the code is 

not adequate, the computational time required for the simulation can become prohibitively long, 
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which can considerably limit the size of the problem that can be solved. To ensure good 

scalability, the code must be designed to minimize communication overhead and load imbalance 

between processors. This involves careful consideration of the parallelization strategy used and 

the data structures employed. Additionally, the code must be optimized to take full advantage of 

the parallel architecture of the HPC system being used. 

Recently, we conducted a DNS of molten pool convection with Rayleigh number Ra=1011 in a 

hemispherical configuration using Nek5000 [44]. The Rayleigh number, in this case, is already 

the highest Ra value to date in a hemispherical geometry, but it is still significantly less than the 

prototypic value of 1016-1017. If DNS data can be generated for even higher Rayleigh numbers, 

then better insights and understanding can be attained relevant to the prototypic case. It is 

important to note, though, that the higher the Rayleigh number, the required computational 

resources for a DNS calculation go up exponentially. Hence, such calculations must use HPC 

systems, which can also support the computational tool of choice. 

Therefore, a scalability test of Nek5000 based on Bian et al.’s DNS molten pool simulation has 

been investigated [55] using four different HPC clusters, namely, JUWELS, ARCHER2, Hawk, 

and Beskow, see Table 3-1. The simulations resolved both the governing Navier-Stokes 

equations and the passive scalar equation. To measure interprocessor communication, a linear 

model developed in scaling limits for PDE-Based Simulation[42] was used. 

𝑇𝑐(𝑚) = (𝑎1 + 𝑎2𝑚)𝑇𝑎 

where 𝑇𝑐 is the communication time, 𝑎1 and 𝑎2 are two parameters, 𝑚 is the message length, 

and 𝑇𝑎 is the inverse of the observed flop rate.  We used the model to measure the latencies and 

bandwidths on these systems.  The latencies and bandwidths for a word with 64-bit long for these 

systems using 512 MPI-rank are presented in Table 3-2. 

 

Table 3-1. HPC clusters used and their specifications. 

Specifications JUWELS[56] Archer2[57] Hawk[58] Beskow[59] 

Peak performance 73 Pflops 28 Pflops 26 Pflops 2.44 Pflops 

Total number of 

compute nodes 
2271 5860 5632 2060 

Compute node 

2x 24 core Intel 

Xeon Platinum 

8168@2.7 GHz 

CPU 

2x64 core 

AMD EPYC 

7742@2.25 

GHz processors 

2 x 64 core 

AMD EPYC 

7742 

2x Intel Hasell 

Xeon E5-

2698v3@2.3 

GHz 

mailto:8168@2.7
mailto:7742@2.25
mailto:E5-2698v3@2.3
mailto:E5-2698v3@2.3
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@2.25GHz 

processors 

Memory 96 GB 256 GB 256 GB 64 GB 

Interconnection 

InfiniBand EDR 

with fat-tree 

network 

HPC Cray 

Slingshot with 

2x100 Gbps bi-

direction per 

node 

InfiniBand 

HDR200 with 

9-dimensional 

hypercube 

Cray Aries with 

dragonfly 

topology 

Queue system SLURM SLURM PBS SLURM 

Location Jülich, Germany EPCC, UK 
HLRS, 

Germany 
PDC, Sweden 

 

 

Table 3-2. Overview of latencies and bandwidths on the systems used. 

Clusters 𝑻𝒂(µs) 𝒂𝟏 𝒂𝟐 

JUWELS 1.4 ∙ 10−4 26925 8.9 

ARCHER2 7.3 ∙ 10−5 11866 2.9 

Hawk 9.3 ∙ 10−5 23161 3.5 

Beskow 1.5 ∙ 10−4 17000 5.5 

For the benchmark case, we consider a simulation with 763904 elements of 7th polynomial order, 

resulting in a total of about 391 million grid points. The scalability is tested by running the 

simulation with different numbers of MPI ranks for up to 1000 timesteps. To measure the speed-

up, the authors use the same method as Offermans et al. [48], and only consider the execution 

times during the time-integration phase without accounting for I/O operations. 

The speed-up performance of the code in the four clusters is shown in Figure 3-7. Overall, the 

Nek5000 benchmark case demonstrates super-linear speedup on all tested HPC systems, subject 
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to certain MPI rank ranges dictated by communication requirements. The upper bound for 

speedup is highest for the ARCHER2 and Hawk systems (up to 65536 MPI rank), with Hawk 

exhibiting a shorter execution time per timestep compared to ARCHER2. While super-linear 

scalability allows for time savings through increasing MPI rank within the linear speedup range, 

performance may degrade and become inefficient beyond the speedup limit. 

 

 

(a)                                                                          (b) 

 

(c)                                                                          (d) 

Figure 3-7. The performance results on different clusters: (a) JUWELS system, (b) ARCHER2 

system (c) Hawk system, and (d) Beskow system. 

Using the scalability results, an estimate of the computational resources required for cases with 

larger Pa can be made. The benchmark case in this study with Ra=1011 took about 2M core-hour 

computational resources to reach a quasi-steady state. As the Rayleigh number increases by a 

factor of 10 to 1012, the mesh size of the computational domain is expected to increase by a factor 

of 10, and the velocity magnitude of the flow is expected to increase by a factor of 101/2. This 

means that if the CFL condition number is maintained, the time step will have to be reduced to 

about 3% of the case with Rayleigh number 1011. On the computer front, the minimum MPI 

ranks required for a simulation are limited by the maximum element number capacity on each 
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core. For example, on the ARCHER2 system, the minimum MPI rank of the simulation with 

Ra=1011 is 1024. If the Rayleigh number increases to 1012, the minimum MPI rank should be 

10240 because the total element number of the simulation becomes ten times larger. Therefore, 

if the Rayleigh number becomes 1012, the whole simulation will require approximately 300 times 

more core hours than the original case, which translates to about 600M core-hours. Practically, 

given the allocation in the order of 200M core-hours per year, the amount of time needed to 

reach a quasi-steady state at Ra=1012 is estimated to be about 3 years. 

Assuming the same scaling laws hold for an order of magnitude higher Rayleigh number of 1013, 

it would require an estimated 900 years of computational time to perform a DNS simulation with 

the required mesh size. Therefore, for the ultimate case with a Rayleigh number of 1017, DNS 

simulations are currently not feasible using existing technology. In the meantime, alternative, 

less accurate models such as LES or RANS can be utilized. However, these models need to be 

carefully modified and validated using the available DNS data with the highest Rayleigh number 

to ensure their accuracy and reliability. 
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Chapter 4 Results and discussion 

4.1 DNS of an IH molten pool in a hemispherical domain 

In this study, a DNS of a homogeneous IH molten pool convection within a hemispherical 

domain is conducted using the natural convection model illustrated in Chapter 2. Nek5000 is 

utilized as the CFD solver, and the mesh based on the SEM discretization is constructed 

following the workflow introduced in section 3.2. The study investigates the thermo-fluid 

behaviour in detail, with a Prandtl number of 0.5, corresponding to a prototypic corium, and a 

Rayleigh number of 1.6×1011, which is the highest achieved through DNS in this confined 

hemispherical geometry (Paper 2). The simulation results provide detailed information on the 

thermo-fluid behaviour and the turbulence quantities. It should be noted that all the quantities 

presented in this section have been normalized. 

4.1.1 Problem setup 

The lower head of an RPV is modelled using a 3D hemispherical cavity with unit radius, as 

shown in Figure 4-1. The domain is filled with an incompressible fluid, and two non-slip walls 

as boundaries. The gravity acceleration is directed along the opposite of the vertical direction z⃗. 
In order to simulate the IH natural convection, a uniform volumetric heat source is set up within 

the domain, while the boundaries are subjected to an isothermal condition. A summary of the 

case conditions can be found in Table 4-1. 

 

Figure 4-1 Computational Domain. 
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Table 4-1 Case conditions 

Settings Values 

Thermal boundary 𝛩 = 0 

Velocity boundary No-slip wall 

Rayleigh number 1.6×1011 

Prandtl number 0.5 

The results obtained through the DNS work at the quasi-steady state regime are reported. To 

enhance the visualization of the simulation outcomes, additional locations have been defined 

within the domain to capture post-processed data aside from the two boundary surfaces. These 

locations include the XZ-middle plane and the line between the centrals of the top and curved 

surface, referred to as the ‘middle slice’ and ‘middle line’, respectively, as illustrated in Figure 

4-2(a). On the middle slice, both the instantaneous velocity and temperature fields are presented. 

The mean fields are subject to temporal and spatial averaging, where spatial averaging is 

conducted across 72 vertical slices that are equally distributed along the circumference of the 3D 

domain, as shown in Figure 4-2(b). Additionally, 50 horizontal planes are arranged along the 

vertical direction, where a quantity such as temperature can be averaged over the plane surface 

and presented as vertical distributions, as demonstrated in Figure 4-2(c), and such profile is 

referred to as ‘vertical-plane’ distribution. 
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Figure 4-2 Locations in the domain illustrate the results. (a) XZ middle plane and middle 

line. (b) Seventy-two vertical equally distributed slices. (c) Multiple (50 in actuality) vertically 

distributed XY planes. 

4.1.2 Velocity field 

Figure 4-3 illustrates the instantaneous velocity distribution of the molten pool circulation at the 

quasi-steady state on the XZ middle slice (y=0), revealing the presence of intense turbulence 

throughout the domain, particularly along the boundaries. Furthermore, the velocity distribution 

on four different vertical slices is presented in Figure 4-4, providing a more comprehensive view 

of the molten pool circulation. These results show the velocity field is composed of three distinct 

zones: the upper mixing zone, the stagnation zone in the middle of the domain, and the 

descending flow. These observations are consistent with the BALI experimental results. Figure 

4-5 displays the time-and-spatial-averaged velocity distribution, where the largest velocities are 

observed in the descending flow through the domain. Two large circulations are visible within 

the domain, with the flow moving down along the curved boundaries, then up around the 

stagnation zone, and after mixing in the upper zone, returning towards the curved wall and 

descending again.  
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Figure 4-3 Instantaneous temperature distribution on the middle slice 

 

Figure 4-4 Instantaneous velocity distributions on the XY-slices with different vertical levels. 
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Figure 4-5 Averaged velocity distribution. 

 

4.1.3 Temperature field 

Figure 4-6 displays the instantaneous temperature distribution on the middle plane, revealing 

several cold plumes along the top boundary as a result of turbulent eddies in the upper zone. Hot 

temperature plumes are also observed along with the descending flow, while at the end of the 

descending flow and near the bottom, cold plumes can be seen again due to turbulent eddies. 

Figure 4-7 depicts the space-and-time-averaged temperature distribution, which shows that the 

mean temperature trend in the upper zone is relatively homogeneous due to turbulence-induced 

mixing. In contrast, in the lower part of the domain, the temperature gradually decreases towards 

the bottom, consistent with the stratified temperature layers observed in the BALI experiment. 

Figure 4-8 presents mean temperature profiles along both the middle line of the domain and 

averaged values on multiple vertical planes, providing a more intuitive view of the temperature 

distribution. The temperature in the upper zone is fully mixed and changes little, while in the 

lower part of the domain, the temperature calculated through the multiple vertical planes 

gradually decreases, resembling a linear slope. Meanwhile, the values taken along the middle 

line present a concave behaviour around z=0.3. The averaged values on multiple vertical planes 

tend to be smoother since they take the whole vertical plane into account, including the effects 

of the walls in the form of plumes penetrating in the bottom, as illustrated in Figure 4-6. 

The distribution of temperature in the molten pool is also in agreement with the three distinct 

regions identified in the BALI experiment. The volumetric heat source generates thermal energy 

in the domain, while the two cold boundaries remove this energy. The driving force of the natural 

convection flow is the vertical buoyancy force, which is triggered by the temperature difference. 

In the upper zone, the cold boundary is at the top, which propels the flow via the buoyancy force. 

Conversely, in the lower part of the domain, the cold boundary is at the bottom, causing the 

buoyancy force to suppress the flow motion. The cold curved boundary cools down the flow 

near it, resulting in the flow moving downward along the boundary due to the difference in 

density. The vortices observed along the descending flow are primarily caused by the shear 

forces of the flow motion. 
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Figure 4-6 Instantaneous temperature distribution on the middle slice. 

 

             

Figure 4-7 Averaged temperature distribution. 

 

Figure 4-8 Averaged temperature profiles along the vertical direction. 
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4.1.4 Heat flux 

In order to assess the IVMR strategy, the heat flux distribution along the boundaries must be 

carefully considered. To this end, we present the time-averaged heat flux distribution along the 

top and curved boundaries in this work. Figure 4-9 illustrates the 3D plot of the time-averaged 

heat fluxes on the walls. As shown in Figure 4-9 (a), the heat flux distribution is uneven due to 

the periodic turbulent eddies in the upper part of the domain. The peaks on the surface indicate 

the locations where convection heat transfer is enhanced by the vortices. Figure 4-9(b) presents 

the 3D heat flux distribution on the curved wall projected onto the XY-plane. The heat flux 

gradually increases from the centre to the edge, and the uneven surface reflects the effect of 

turbulent eddies along the descending flow. 

Furthermore, we provide the 2D mean heat flux plot on the boundaries of 8 different 1/4 slices 

in Figure 4-10. Each of the heat flux profiles has been spatially averaged on the boundary on 

eight uniformly distributed 1/4 planes in the domain. Along the top wall, the heat flux tends to 

fluctuate within a small range due to the turbulent eddies (from the centre to the edge), as shown 

in Figure 4-10(b). Along the curved boundary, the polar angle in the plot is measured from the 

bottom of the wall, with an angle of zero at the bottom. The heat flux increases gradually as the 

polar angle increases and can be divided into three regimes according to the increasing rate. In 

the area near the bottom (0-20 degrees), the heat flux is nearly constant and at its lowest value 

due to the weak and homogeneous convection caused by low turbulence near the bottom. In the 

middle (20-75 degrees) of the curved boundary, the effect of the descending flow becomes 

stronger, resulting in an increase in convective heat transfer, which is reflected by the nearly 

linear increase in heat flux. In the upper part (75-90 degrees), the heat flux increases at a higher 

rate due to the combination of the turbulent mixing caused by the top eddies and the descending 

flow, reaching its maximum value at the same level as the top boundary. The overall power split 

on the boundary surface is also calculated, which shows that 46% of the internally generated 

heat is released on the top wall, while the remaining 54% is released from the curved wall. 

 

(a)  
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(b)  

Figure 4-9 3D heat flux profile on the boundaries. (a) Heat flux of the top wall. (b)

 Projection of the heat flux of the curved wall on the top wall. 

 

(a) 
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(b) 

Figure 4-10 (a) 8 ¼ plane where the heat fluxes along the boundaries are averaged. (b)Heat 

flux profile along the boundaries of the middle slice. The red line is the heat flux along the top 

boundary, and the blue one is the heat flux along the curved boundary from the bottom (0 

degrees) to the top (90 degrees). 

4.1.5 Turbulent quantities —TKE 

As introduced in section 2.3, the turbulent kinetic energy 𝑘 is an important turbulent quantity to 

evaluate the turbulence intensity of the convective flow. Based on its definition, it consists of 

three terms, 𝑈′𝑈′, 𝑉′𝑉′, and 𝑊′𝑊′,which represent the energy distribution in each velocity 

direction. Figure 4-11 displays the spatial-averaged TKE distribution, which shows that the 

energy is mainly located in the upper unstable zone and the descending flow, while it is relatively 

low in the stagnation area, consistent with the velocity distribution as discussed in section 4.1.1. 

Figure 4-12 presents the vertical plane-averaged profile of the root-mean-squared (RMS) term 

of the fluctuation velocity in each direction, i.e., i.e., √𝑈′𝑈′,√ 𝑉′𝑉′ and √𝑊′𝑊′. It demonstrates 

that the vertical velocity RMS √𝑊′𝑊′ is significantly larger than the others in the upper part of 

the domain. In contrast, the horizontal velocity RMS √𝑈′𝑈′𝑎𝑛𝑑 √ 𝑉′𝑉′are much larger than the 

vertical one in the lower part. Such difference can be explained by analysing the contribution 

from the different budgets of TKE in the domain, which are shown in Figure 4-13. Only the 

dominant budgets, namely dissipation, production, and buoyancy production, are displayed, 

while the contribution of the remaining budgets is denoted as ‘others’ for simplicity. 

The TKE budgets reveal that the dominant contribution to it in the upper zone of the pool (z > 

0.5) is the buoyancy production term in the TKE transport equation, which means that the 

turbulence is mainly induced by the buoyancy force in the vertical direction. As a result, the TKE 
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in the vertical direction term 𝑊′𝑊′ is much larger than the other terms. However, in the lower 

part of the domain, the buoyancy force suppresses the flow motion, causing the buoyancy 

production of the TKE to vanish. Meanwhile, the shear production of the TKE gradually 

increases and reaches its peak near the bottom, indicating that the turbulence is mainly induced 

by the shear force caused by the descending flow. Therefore, the horizontal terms of the TKE 

become larger than the vertical ones in the lower domain. 

 

Figure 4-11 TKE distribution. 

 

 

Figure 4-12 RMS of the fluctuating velocity terms along the vertical planes. 
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Figure 4-13 TKE budgets along the vertical planes. 

4.1.6 Turbulent quantities —THF 

In section 2.3, it was mentioned that the THF terms are crucial in natural convection flow 

turbulence modelling, as they describe the interaction between the mean temperature field and 

turbulence. More importantly, the unique Buoyancy production term is proportional to the 

vertical 𝑊′𝛩′.  It has been shown in research that a better THF model in RANS modelling can 

greatly enhance simulation accuracy. Therefore, in the DNS analysis, the THF term and its 

budget are also examined.  

For brevity, only the results of the vertical THF, 𝑊′𝛩′ , which determines the buoyancy 

production of the TKE, are presented in this section. Figure 4-14 illustrates the distribution of 

spatial-averaged 𝑊′𝛩′. Its value is notably higher near the boundaries in the upper zone of the 

domain. In the upper unstable zone, where the flow is primarily propelled by buoyancy force, 

the vertical THF 𝑊′𝛩′ is also relatively high. This can be explained by analyzing its budgets, 

shown in Figure 4-15. From top to bottom, the 𝑊′𝛩′  is mostly generated by the buoyancy 

production term. Near the top boundary, the buoyancy production and shear production are 

balanced by dissipation, pressure temperature gradient, and turbulent diffusion. Near the bottom, 

the buoyancy is counterbalanced by the shear production term. 
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Figure 4-14 Averaged turbulence heat flux distribution. 

 

Figure 4-15 The budgets of the vertical turbulent heat flux 𝑊′𝛩′ along the vertical planes. 

 

4.1.7 Turbulent quantities — temperature variance 

Like the buoyancy production term in the TKE budget, the buoyancy production of the vertical 

THF 𝑊′𝛩′  is an additional term for the natural convection. This term is proportional to the 

variance of temperature, given by 𝐵𝑊′𝛩′ = 𝑅𝑎𝑃𝑟⋅𝑊′𝛩′. Hence, when modelling turbulent heat 

flux in natural convection, it is essential to consider the temperature variance. Taking the AHFM-

RANS model [22] as an example, the algebraic expressions of the turbulent heat flux include the 

temperature variance effect, and an additional transport equation of the temperature variance is 

used. Figure 4-16 shows the distribution of the spatial-averaged temperature variance, which 

indicates that 𝛩′𝛩′  is large near the top boundary, where the buoyant effect is high. This 

distribution is reflected in the budget and the distribution of the 𝑊′𝛩′  . Along the curved wall, 
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it is also relatively high. Along the curved wall, the temperature variance is also relatively high, 

and it contributes to the production of the vertical THF 𝑊′𝛩′   in that region, as shown in Figure 

4-14. 

. 

 

 

Figure 4-16 Temperature variance 𝛩′𝛩′  distribution. 

 

 

4.2 Effect of Prandtl number on IH molten pool convection 

The Prandtl number has a significant impact on the flow pattern in the molten pool and the heat 

transfer distribution along the walls. In corium simulation experiments, the Prandtl number of 

the simulants is usually greater than 1. However, the actual corium Pr is approximately 0.5[20], 

resulting in a more diffusing temperature and more vigorous velocity. Nourgaliev investigated 

the impact of Pr on molten pool convection by simulating various corium experiments and 

comparing different Pr values[21]. It was discovered that lower Prandtl numbers led to enhanced 

conduction heat transfer and stronger descending flow along the curved boundary, known as the 

α-phenomenon and ν-phenomenon, respectively. Whang et al. studied the Prandtl number effect 

on thermal-hydraulics in a 2D ¼ circular slice geometry at high Rayleigh numbers (1013-1016) 

using the AHFM-SST turbulence model [23]. They observed more vigorous turbulent flow and 

stronger descending flow along the curved wall with lower Pr values. 

4.2.1 Problem setup 

In this section, we present the impact of the Prandtl number Pr on the natural convection of an 

internally heated molten pool, using the high-fidelity DNS results obtained from Paper 1. Our 

simulations are performed in a 3D semi-circular slice (see Figure 4-17) with an affordable 

Rayleigh number up to 6.5×1011. Inside the domain, there is a volumetric heat source. On the 

boundaries, isothermal boundaries conditions are specified. It's worth noting that for an oxidic 
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molten pool, the prototypic Prandtl number is typically below 1, and we assume it to be Pr=0.5 

(following [20]). We also investigate the critical Prandtl number, Pr=1 and a Prandtl number of 

the material that is commonly used in the experiments, Pr=3.11 (see Table 4-2). Compared to 

previous investigations on the Prandtl number effect on molten pool convection, our study 

utilizes the DNS method on all cases, providing more detailed information, especially regarding 

turbulence. Additionally, we consider the 3D effect and fully curved boundary, making our study 

closer to the prototypic situation. 

 

Figure 4-17 3D semicircular domain with 45500 elements mesh 

Table 4-2 Input parameters 

Parameters Values 

Rayleigh Number 6.54×1011 

Prandtl Number [0.5, 1.0, 3.11] 

Element Number 45500 

Number of Grid 

Points 
45.5 M 

Polynomial order 9 
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Target CFL 3.6 

Maximum timestep 1×10−6 

The following subsections will present the comparison results of the three cases from different 

perspectives, for example, velocity field, temperature field, TKE, THF and heat flux etc. To 

facilitate the visualization, different locations are defined in the domain, as shown in Figure 4-18. 

It should be mentioned that all the quantities presented in the following have been normalized. 

 

(a)                                                            (b) 

Figure 4-18 Planar positions in the test section for post-processing, (a) middle-sliced XZ and 

YZ planes, and (b) XY planes. 

4.2.2 Velocity and TKE 

Figure 4-19 depicts the instantaneous normalized velocity distribution on the middle sliced XZ-

plane at different Prandtl numbers. The three regions identified in the previous reference case 

with Pr=3.11 are still evident in the other two cases with Pr=0.5 and Pr=1.0, although with some 

noticeable detailed features. In general, as the Prandtl number decreases, the turbulent motion 

becomes more vigorous, consistent with previous observations. Specifically, the thickness of the 

intense turbulent mixing in the upper domain region becomes thicker as the Prandtl number 

decreases. This results in the presence of more eddies closer to the bottom since the Kolmogorov-

like cascade range becomes wider. Additionally, as the Prandtl number decreases, the descending 

flow extends further down the bottom and creates a more intense circulation flow at the bottom. 

As a result, the lower part of the domain, which is nearly stagnant in with case with Pr=3.11, 

becomes less stagnant as Pr decreases. 

Turbulent intensity can be assessed by examining the TKE of the flow. As explained in section 

2.3, TKE is composed of three terms that represent the contribution of the fluctuating velocity 

in each of the three directions, i.e. 𝐾 =
1

2
(𝑈′𝑈′ + 𝑉′𝑉′ +𝑊′𝑊′). 
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Figure 19 displays the planar-averaged RMS values of the velocity fluctuations at different 

heights z for the three cases. In all cases, the TKE in the horizontal directions (
1

2
𝑈′𝑈′and 

1

2
𝑉′𝑉′) 

is high near the top and bottom boundaries but low in the middle of the domain (around z=0.5) 

where a stagnation area exists. The TKE values in the upper region are similar among the cases. 

However, in the lower part, TKE values are much greater in cases 1 and 2 when Prandtl number 

decreases, due to a stronger descending flow that extends farther down to the bottom and creates 

intense motion, especially in case 1. On the other hand, the TKE in the vertical direction (
1

2
𝑊′𝑊′) 

is mainly located in the upper region where the buoyancy force facilitates flow motion. The TKE 

becomes larger as the Prandtl number increases, indicating that a larger Prandtl number promotes 

the buoyancy production of the TKE. 

 

Figure 4-19. Instantaneous normalized velocity distributions at different Prandtl numbers. 
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Figure 4-20. XY-planar averaged RMS of the fluctuation velocity components profiles along 

vertical direction 𝑧 at different Prandtl numbers. 

4.2.3 Temperature and THF 

Figure 4-21 shows the normalized temperature field snapshots on the middle-sliced XZ-plane at 

different Prandtl numbers, revealing interesting insights into the behaviour of thermal stripping 

structures and stable stratification layers. As the Prandtl number decreases, the number of 

thermal stripping structures increases, and the stable stratification layers become less stable. 

Specifically, we observe that the separation between the upper mixed layer and the bottom 

stratified layer becomes less stable with decreasing Prandtl number. Furthermore, the bottom 

layer becomes less stable for lower Pr, which can be attributed to the stronger descending flow 

that extends farther down the bottom and creates considerable fluid motion. This behaviour is 
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particularly pronounced in the Pr=0.5 case, where a large negative dip is observed near the 

bottom, indicating the extent of the descending flow and the fluid motion created afterwards. 

 

Figure 4-21 Instantaneous normalized temperature distributions at different Prandtl numbers. 

In Figure 4-22, the planar-averaged profiles of the vertical THF term 𝑊′𝛩′  as a function of 

height z are shown for the three cases. The vertical THF in the upper layer is more pronounced 

for smaller Prandtl number, indicating a thicker layer of high THFs. However, in the lower layer, 

both the Pr=1.0 and Pr=0.5 cases exhibit consistently negative vertical THF when compared to 

the Pr=3.11 case, which has nearly zero values. Additionally, there is a significant negative dip 

for the Pr=0.5 case near the bottom, indicating the extent of the descending flow and the resulting 

fluid motion. 
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Figure 4-22. XY-planar averaged vertical THF term 𝑊′𝛩′  profiles along vertical direction 𝑧 

at different Prandtl numbers. 

4.2.4 Heat flux 

The heat fluxes along the boundaries are also compared between the different Prandtl numbers. 

In particular, the heat fluxes along the curved wall can be considered as one of the most important 

quantities in the assessment of IVR strategy, as discussed earlier.  

Figure 4-23 displays the normalized heat fluxes at the top boundary. The fluctuations in all cases 

represent the eddies in the upper unstable regime carrying hot fluid upwards, which then cools 

down due to the top boundary condition and flows back down as cold plumes. The peaks in heat 

fluxes tend to be higher for smaller Pr, which could have implications for cases where a metal 

layer is present on top of an oxidic layer, as most of the heat transferred from the heat-generating 

oxidic layer is transferred to the side walls through the metal layer. 

Figure 4-24 presents the normalized heat fluxes along the curved wall as a function of the polar 

angle with a reference angle of zero at the bottom. In all cases, the heat flux nonlinearly increases 

with respect to the polar angle. Notably, the maximum normalized heat flux on the curved wall 

is twice that on the top boundary shown previously. The minimum heat flux occurs at the bottom 

and remains the same across all cases. There are two regions where noticeable differences in 

heat fluxes can be observed. First, in the 15°-35° range, the heat fluxes are lower when the 

Prandtl number is higher. Second, in the above 60° range, the behaviour is reversed, and heat 

fluxes are higher when Pr is higher. The maximum heat flux is approximately 14% lower for 

Pr=0.5 compared to the case with Pr=3.11.  
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Figure 4-23. Normalized heat flux distributions on the top wall at different Prandtl numbers. 

 

Figure 4-24. Normalized heat flux distributions along the curved wall at different Prandtl 

numbers. 

4.3 Numerical simulation of a metal layer based on BALI-Metal 
experiment 

In this section, a numerical study of turbulent natural convection in a fluid layer based on the 

BALI-Metal 8U experiment is presented (Paper 4). The study is to analyze the thermo-fluid 

behaviour of the natural convection flow in the metallic layer in corium and investigate the 

focusing effect of the metallic layer. Additionally, different methods are utilized, including DNS 

and three RANS models: Standard k-epsilon, SST k-omega, and Reynolds stress equation model 



 

 
49 

(RSM). The simulation results are compared with the experimental data. The DNS can provide 

more detailed information about the turbulence, such as TKE and THFs, which can be the 

reference data for the assessment of the RANS models. 

4.3.1 Problem setup 

The simulations in this study are based on the BALI-metal experiment 8U test (see Figure 4-25), 

which involves a rectangular test section with dimensions of 13cm width (y-axis), 200cm length 

(x-axis), and 40cm height (z-axis). Water is used as the simulant, and uniform heating from the 

bottom with fixed power input is applied. To simulate radiation heat transfer in a reactor, a heat 

exchanger is placed on the top surface. The front, back, and right lateral side walls are treated as 

adiabatic walls, while the left lateral side has an isothermal boundary condition achieved by 

cooling the water. A summary of the simulation parameters can be found in Table 4-3. 

 

(a) 3D test section 

 

(b) Front view and the left view of the domain with the thermal boundary conditions 

 

Figure 4-25 Schematic of BALI-Metal 8U experiment 
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Table 4-3 Simulation parameters 

Parameters Values 

Rayleigh number 2.16× 1010 

Prandtl number 6.94 

Kinetic boundary condition No-slip walls 

The heat exchanger on the 

top wall 

ℎ = 113 W/(m2K) 

𝜃𝑖𝑛𝑓 = 0°C 

The temperature on the left 

lateral wall 
  𝜃𝑙𝑒𝑓𝑡 = 0°C 

Power input on the bottom   𝑄𝑏𝑜𝑡𝑡𝑜𝑚 = 1680W 

Four simulation cases are performed: one using DNS and three using RANS models. The RANS 

cases utilize different turbulence models, namely SST k-omega, Standard k-epsilon, and RSM, 

as shown in Table 4-4. The DNS case is solved using Nek5000, which employs the SEM 

discretization scheme. In contrast, the RANS cases are simulated using Ansys Fluent, which is 

based on the FVM scheme. The DNS case is executed on the HPC cluster Vega [60], utilizing 

approximately 2000 MPI ranks and consuming around 1 million core hours. As for the RANS 

simulations, they are conducted on the Dardel HPC cluster at KTH. In these simulations, a 

transient solution is employed using the unsteady RANS method. The results will be post-

processed once the simulations reach the quasi-steady state. 

 

Table 4-4 Simulation cases 

Case 

number 

Turbulence 

model 

Software Mesh size 

Case A DNS method Nek5000 v19.0 ~100M grid 

points 
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Case B SST k-omega Ansys Fluent 

v21.2 

~500K cells 
Case C Standard k-

epsilon 

Ansys Fluent 

v21.2 

Case D RSM Ansys Fluent 

v21.2 

In the following section, the simulation result on different locations in the 3D domain will be 

presented. The locations are defined in Figure 4-26, including a XY-middle slice (y=6.5 cm) of 

the geometry, the planes where the temperature data was measured in the BALI-Metal 

experiment (Figure 4-26(b)), and 50 uniformly distributed YZ-planes for illustrating the quantity 

distribution along the horizontal direction, x. 

 

(a) XY-middle slice (y=6.5 cm) 

.  

(b) Measurement locations of the temperature in the BALI-Metal experiment: Bottom 

boundary, top boundary, a XY middle plane (z=20cm) and a YX- plane (x=33cm). 
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(c) 50 uniformly distributed YZ-planes 

Figure 4-26 Locations of the post-processing 

4.3.2 Velocity field 

Figure 4-27 shows the velocity distribution on the middle XZ-plane (y=6.5cm) of the DNS case 

(Case 1). The flow experiences intense turbulence with varying-sized turbulent eddies in the 

whole domain, especially near the boundaries. The observed flow structure aligns well with the 

general flow structure observed in the BALI-Metal experiment, as introduced in Chapter 1. The 

flow pattern can be divided into two distinct regions. On the left side, there is a large-scale flow 

circulation, capturing the descending flow near the left lateral cooling wall and the formation of 

a ‘cold tongue’ extending towards the right side. On the right side, a RB convection cell is 

observed. The middle region experiences the combined effects of vertical buoyancy and large-

scale circulation driven by shear forces. The velocity of the large-scale circulation is higher near 

the bottom wall, indicating a stronger shear force effect, while the velocity is lower near the top 

wall, resulting in larger buoyancy effects and the generation of multiple turbulent vortices. 

 

 

Figure 4-27 Instantaneous velocity distribution on the XZ-middle slice (y=6.5cm) in the DNS 

case. 

Figure 4-28 shows a comparison of the mean velocity on the XZ-middle plane (y=6.5cm). The 

results reveal that both the k-ω SST model (Case B) and the k-ε model (Case C) can reproduce 

the rotating RBC cell in the right part of the domain. However, the RSM model (Case D) only 
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captures the large-scale circulation. Comparing these results to the DNS simulation, we can see 

that the k-ω SST model shows a similar flow pattern, indicating its ability to capture the flow 

behaviour. 

 

Figure 4-28 Mean velocity distribution on the XZ-middle slice (y=6.5cm) in 4 cases. 

4.3.3 Temperature field 

Temperature measurements were conducted at different positions in the experimental setup, 

including the bottom heating plate, the top cooling surface, a horizontal middle plate, and a 

vertical plate located 33cm away from the lateral cooling wall (see Figure 4-26 (b)). Similarly, 

corresponding mean temperature values were extracted from the simulations at these positions, 

and a comparison is shown in Figure 4-29. It is worth mentioning that each temperature value in 

the simulation plots represents the average temperature along the y-direction, obtained by 

averaging 13 data points. 
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(a) Bottom (z=0cm)                                       

 

 (b) Middle (z=0.2m) 
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(c) Top (z=0.4m)  

 

 (d) vertical plane (x=0.33m) 

Figure 4-29 Comparison of the temperature profiles at different measurement locations 

On the bottom heating plate, the DNS case agrees well with the experimental data near the 

cooling lateral wall (x < 50cm). However, as the distance increases, the DNS case gradually 

predicts higher temperatures, creating a growing difference. The RANS cases consistently 

predict higher temperatures throughout the entire domain, deviating from both the experimental 

data and the DNS case. On the middle plate, where the temperature becomes more uniform due 

to mixing, all cases, including the experimental data, show relatively flat temperature profiles. 

However, all simulation cases overestimate the temperature compared to the experiment, with 
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the DNS case providing the closest match. Moving to the top cooling plate, the difference 

between the simulation results and the experimental data becomes smaller, although the RANS 

cases still tend to slightly overestimate the temperature. When comparing the results on the 

vertical plane, all cases overestimate the temperature, but the DNS data shows better agreement. 

Additionally, in the DNS case, the temperature difference between the bottom and bulk region 

matches the experimental observations. The presence of a peak near the bottom in all simulation 

cases indicates the occurrence of the ‘cold tongue’ effect. 

4.3.4 Heat flux 

The simulation also analyzes the distribution of heat flux on the cooling boundaries. Figure 4-30 

shows the distribution of mean heat flux on the lateral cooling wall. The highest heat flux is 

observed near the top of the wall in all simulation cases, while a region of low heat flux is present 

near the bottom. In the DNS case, the heat flux decreases from the bottom to the middle and then 

increases. However, in the RANS cases, the heat flux increases from the bottom to the top. In 

the experimental setup, the heat flux profile along a vertical line in the middle of the lateral 

cooling wall was measured. Figure 4-31 compares the heat flux profiles between the simulation 

results and the experimental data. It is shown that the DNS case reproduces a similar heat flux 

profile to the experiment, with an initial increase from the bottom, reaching a peak, and then 

decreasing. In the middle part of the wall, the heat flux increases again towards the top. On the 

other hand, the RANS cases only exhibit a monotonically increasing trend and reproduce the 

peak value close to the top. 

 

Figure 4-30 Mean heat flux distribution on the lateral cooling wall. 
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Figure 4-31 Heat flux profiles along the measurement line on the lateral cooling wall. 

The increase in heat flux in the lower part of the wall is of particular interest, as it influences the 

transient focusing effect. To better understand this influence, we examine the instantaneous heat 

flux distribution on the lateral wall (see Figure 4-32). The distribution reveals that heat transfer 

is more stable in the upper part of the wall, while fluctuations occur in the lower part due to 

turbulent eddies in that region. At various recording times, small red areas are observed in the 

lower part of the wall, indicating localized heat flux peaks that change their locations over time. 

It is important to note that the time-averaged heat flux profiles displayed in Figure 4-30 and 

Figure 4-31 suppress these peak values. However, these peaks still exist as relatively high values 

in the mean profile. Transient behaviour plays a crucial role in analyzing the focusing effect. For 

example, in the quasi-steady state of the DNS simulation, we captured the transient maximum 

heat flux value during a 25-second period (see Figure 4-33). It becomes evident that the 

maximum instantaneous heat flux greatly exceeds the mean field. These transient phenomena 

cannot be captured in the RANS cases. 
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Figure 4-32 Instantaneous heat flux distribution on the lateral wall at different times in the 

DNS case. 

 

Figure 4-33 Maximum heat flux value during a 25-second period in the DNS case. 

By examining the heat transfer distribution on the cooling surfaces, we calculated the average 

heat flux on the boundaries and analyzed the energy balance in the domain. The results, presented 

in Table 4-5, show that the DNS case (Case A) accurately predicts the energy balance compared 

to the RANS cases. The average heat flux on the lateral wall is an indicator of the strength of the 

focusing effect. The DNS simulation provides a reasonable value for this heat flux, whereas the 

RANS case underpredicts it. 
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Table 4-5 Average heat flux distribution and total energy balance 

Case number 𝒒𝒍𝒂𝒕𝒆𝒓𝒂𝒍(𝑾/𝒄𝒎
𝟐) 

Percentage of 

 𝒒𝒍𝒂𝒕𝒆𝒓𝒂𝒍 
𝒒𝑻𝒐𝒑(𝑾/𝒄𝒎

𝟐) 
Percentage of 

 𝒒𝑻𝒐𝒑 

Case A 1.6181 50.04% 0.3231 49.96% 

Case B 1.5388 47.45% 0.3409 52.55% 

Case C 1.5139 46.81% 0.3440 53.19% 

Case D 1.5087 46.65% 0.3451 53.35% 

Experiment 1.66 50.92% 0.32 49.08% 

4.3.5 Turbulence quantities 

Two turbulence quantities (TKE k  and THF  𝑤′𝜃′) are obtained from the simulation results, and 

we use the DNS data to assess the capability of the RANS models on the modelling of turbulent 

natural convection flow. To analyze the distribution of turbulent quantities in different cases and 

illustrate the turbulent intensity throughout the domain, we employ 50 uniformly distributed YZ 

planes along the x direction, as depicted in Figure 4-26 (c). The TKE is averaged on each plane, 

allowing us to obtain a planar-averaged TKE profile along the x direction. 

Figure 4-34 illustrates the profiles of TKE for the different cases. In the DNS simulation (Case 

A), the TKE shows high values near the side walls and reaches its peak within the RBC zone. 

Among the RANS cases, the k-ω SST model (Case B) produces a similar profile to Case A, as 

the flow structure is comparable between the two cases. However, it underestimates the peak 

values near the side walls. The k-ε model (Case C) exhibits a TKE value similar to Case A near 

the left cooling boundary (x=0 cm), but it overpredicts the TKE peak within the RBC zone. 

Conversely, the RSM model overpredicts the TKE values across the entire domain. 
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Figure 4-34 Planer-averaged TKE profiles along the x direction in 4 cases 

In addition to studying TKE, we have also investigated THF in the simulations. In RANS models, 

the THF is modelled using the Spalart-Allmaras generalized differential hypothesis (SGDH) 

approach[22], which considers turbulent viscosity 𝜇𝑡 , turbulent Prandtl number 𝑃𝑟𝑡 , and 

temperature gradient 𝛻𝛳, such that 

𝑢𝑖′𝛳′ =
𝜇𝑡
𝑃𝑟𝑡

𝛻𝛳 

The THF terms not only affect the mean temperature field but also impact the production of TKE 

through the vertical THF 𝑤′𝛳′, which is linked to buoyancy effects in natural convection flows. 

Figure 4-35 compares the planer-average 𝑤′𝛳′ profiles along the x-direction, which shows the 

k-ω SST model fails to accurately model the 𝑤′𝛳′ across the entire domain. On the other hand, 

the k-ε and RSM models are capable of reproducing similar 𝑤′𝛳′ profiles to the DNS simulation 

near the left boundary (x < 30cm). However, significant deviations become apparent beyond that 

point. 
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Figure 4-35 Planer-averaged THF 𝑤′𝛳′ profiles along the x direction in 4 cases 
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Chapter 5 Conclusions and outlook 

5.1 Conclusions 

This thesis focuses on the numerical study of the thermo-fluid behavior of the natural convection 

flow within the corium, which can be formed during the severe accident in the nuclear power 

plant (NPP). The numerical model of both the IH and RB natural convection flow is developed, 

and the derivation of the turbulence quantities based on the Reynolds decomposition is illustrated. 

The DNS method on the turbulent natural convection modelling is explored, as it can provide 

more detailed information on the molten pool, especially from the perspectives of turbulent and 

transient phenomena. A DNS mesh strategy for the natural convection flow is proposed. The 

scalability of open source CFD code Nek5000 based on the IH molten pool simulation is 

investigated. Different simulation studies have been conducted to study the thermo-fluid 

behavior of the corium pool, both the oxidic layer and the metallic layer. All these efforts 

contribute to improving the safety analysis of molten corium behavior and IVR efficiency 

through a more accurate characterization of molten pool and comprehensive understanding of 

interrelated phenomena. 

Based on the context and desired objectives, the work presented in this thesis can be divided into 

an introductory/literature review and three core parts. In the first core part (Chapter 2), the 

Mathematical models have been developed which involve the numerical study of natural 

convection flow in the corium, especially on: (i) governing equations of the IH and RB natural 

convection flow and the physical meaning of the control numbers, Ra and Pr, (ii) illustration of 

the scaling theory of the natural convection flow to facilitate a pre-estimation of the flow based 

on the given Ra and Pr and (iii) method on the turbulent modelling of the natural convection 

flow and the corresponding turbulent quantities. Verification work of the model has been done 

using a previous DNS study by Goluskin, which has the IH natural convection with Rayleigh 

number up to 1010 in a unit box geometry. Results show good agreement on the temperature and 

vertical convective scalar transport. 

For the second part of the thesis (Chapter 3), the numerical approaches involved in the numerical 

simulation of the corium have been established, especially with the focus on the DNS method. 

Firstly, different discretization schemes are discussed and the advantages of the SEM scheme 

and its implementation in Nek5000 are also illustrated. Then, a DNS mesh strategy is proposed 

consisting of pre-estimation and post-check. An example from a DNS study of a homogenous 

IH molten pool in a hemispherical geometry with Ra= 1.6 × 1011 and Pr= 0.5 (Paper 3) is utilized 

to give a more detailed description of the meshing strategy. In the last section, a scalability study 

of Nek5000 is performed on four different HPC clusters (Paper 2) based on the same simulation 

case in the previous section. The results show a super-linear speedup of Nek5000 on each cluster 

within a range that is investigated.  For example, the case can be scaled up to 65536 MPI-rank 

on Hawk and ARCHER2 systems. The estimation is done for the DNS study for a high Rayleigh 

number for the IH molten pool.  For an order of magnitude higher Ra, that is, 1012, the required 

resources can readily increase two orders of magnitude. For the prototypic Ra, about 1016 to 1017, 

current HPC technology is not up to the task of obtaining DNS data. In this case, less accurate 

LES or RANS should be used. 
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In the third part of the thesis (Chapter 4), our main motivation is to demonstrate different 

numerical simulations of the turbulent natural convection flow in both the oxidic layer and the 

metallic layer in the corium. The simulation results reveal the thermo-fluid behavior from 

different perspectives, such as flow configuration, temperature distribution, heat flux profiles on 

the cooling boundaries and turbulent quantities. Three studies are discussed based on Paper 1, 

Paper 3 and Paper 4, respectively. 

In Section 4.1, a DNS investigation is conducted on the IH molten pool convection in a 

hemispherical domain at a Rayleigh number of 1.6×1011 and a Prandtl number of 0.5 (Paper 3). 

The study reveals three distinct regions within the pool: an upper region with large turbulent 

eddies, a nearly stagnant lower region promoting thermal stratification, and a descending flow 

along the curved wall enhancing heat transfer to the bottom. Heat flux distribution displays 

fluctuations along the top boundary due to turbulent eddies, while it shows nonlinearly increasing 

heat flux with the polar angle along the curved boundary, reaching a maximum at the top. TKE 

distribution shows strong turbulence in the upper unstable zone, the vicinity of the domain 

bottom, as well as the descending flow. TKE budget analysis indicates buoyancy production as 

the main contributor in the upper unstable region and shear production in other areas. The vertical 

THF term 𝑊′𝛩′ distribution and budget are presented, highlighting its importance for modelling 

buoyancy production. The temperature variance distribution can provide reference data for 

modelling turbulent heat fluxes in RANS models. 

In section 4.2, we present the effect of the Prandtl number on the natural convection of an IH 

molten pool in a 3D semi-circular test section (Paper 1), considering Pr values of 3.11, 1.0, and 

0.5. When the Prandtl number is smaller, we observe more vigorous turbulent motion and a 

thicker layer of intense turbulent mixing in the upper region. The descending flow extends 

further down toward the bottom, creating a more intense circulation flow at the bottom with 

smaller Pr. Additionally, smaller Pr results in more thermal stripping structures and less stable 

stratification layers. Comparing the heat fluxes on the top and curved walls for different Pr cases, 

we find that heat fluxes along the top boundary have higher fluctuation frequency with smaller 

Pr. On the other hand, the maximum heat flux to the side walls is lower with smaller Pr, although 

it is still significantly higher than that on the top boundary. 

In section 4.3, we focus on numerically simulating turbulent natural convection flow in a 3D 

fluid layer based on the BALI-Metal 8U experiment (Paper 4). Employing different turbulent 

modelling methods, including DNS and three RANS models: k-ω SST, standard k-ε, and RSM, 

we compare the simulation results with experimental data and evaluate the performance of the 

RANS models using DNS as a reference. Our findings reveal that DNS reproduces a two-distinct 

region flow structure consistent with the experimental observations. Specifically, a large flow 

circulation is observed in the left part of the domain, including a descending flow and a ‘cold 

tongue’ along the bottom plate, while an RBC cell is captured in the right part of the domain. 

Furthermore, the k-ω SST model exhibits flow patterns and TKE profiles similar to those 

obtained from DNS simulations. The temperature field tends to be homogeneous in all 

simulations due to the mixing effect of turbulence. However, all simulations, including DNS, 

tend to overpredict the temperature field compared to the experimental data at the measurement 

locations. Additionally, our analysis of THF demonstrates that the RANS models inadequately 
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model THFs in turbulent natural convection flow based on the SGDH approach. The heat flux 

analysis shows that DNS achieves good agreement with the experimental data in terms of heat 

flux distribution and energy balance, while the RANS models underestimate the lateral heat flux 

and overestimate the heat flux on the top surface of the same level. In other words, the focusing 

effect is underestimated in the RANS simulations by around 8%. Moreover, we capture the 

transient maximum heat flux on the lateral cooling wall in the DNS simulation, which is around 

2 times higher than the time-averaged value. This transient behaviour plays a crucial role in 

accurately estimating the ‘focusing effect’. 

 

5.2 Outlook 

In terms of the oxidic layer in the corium, the Rayleigh number explored in this study is relatively 

small compared to the prototypic cases, which can range from 1016 to 1017. Reaching such high 

Rayleigh numbers may not be feasible with current DNS capabilities, but there is a potential to 

increase the Rayleigh number by a few orders of magnitude beyond the 1011 considered here. 

However, for an order of magnitude higher Ra, such as 1012, the required resources can increase 

significantly, potentially needing the use of GPU-based CFD code such as NekRS with further 

development. Achieving DNS data for the prototypic Ra in the range of 1016 to 1017 is currently 

beyond the capabilities of existing HPC technology. In this case, less accurate LES and RANS 

models should be employed, but they are supposed to be verified against available reference 

DNS data at the highest Ra, possibly requiring improvements. 

Regarding the metallic layer, although water is used as a simulant in this study based on the 

BALI-Metal experiment, it is important to consider that the prototypic metallic layer has a much 

smaller Prandtl number, about 10-2. As demonstrated in Section 4.2, the Prandtl number can 

influence the heat flux profiles in the IH molten pool, bringing about the need to investigate the 

effect of the Prandtl number in the metallic layer. Additionally, developing an appropriate RANS 

model for the natural convection flow in the metallic layer could significantly reduce 

computational effort. 

An important extension of this work would be to simulate an interacting two-layer configuration 

of the molten pool. Another significant aspect that is not addressed in this study is the formation 

of a crust on the boundaries. This phenomenon poses additional challenges when combined with 

numerical simulations and should be explored in future investigations. 
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