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Comparing Gaze Cues: Avatars versus Humans in Allocating Visual
Attention
Eye Tracking Case Study

JULIUS ALBIZ

When designing websites or applications, being able to allocate visual attention to specific parts of an interface
is important. One powerful tool that can be used for this is Gaze Cues, which is a social cue that makes use of gaze
direction to allocate visual attention in the same direction. Gaze mechanisms such as gaze cues have been tested on
virtual characters, also known as avatars, and show potential. This study aims to compare how gaze cues with avatars
allocate visual attention compared to gaze cues with humans. An eye tracking case study with 30 participants was
conducted, with gaze cues presented from either avatars or humans, measuring time to first fixations on a certain object.
In combination with post-session interviews, results showed that there was no significant difference if the stimulus that
presented the gaze cue was human or avatar. These results imply that avatars can make use of gaze cues as effectively
as humans, to allocate visual attention in settings where they appear such as video games, animated series and/or
animated movies.

SAMMANFATTNING

Vid design av hemsidor och applikationer, är det viktigt att kunna dra visuell uppmärksamhet till specifika delar av ett
gränssnitt. Blickar är ett kraftfullt verktyg som kan användas för att skapa en social signal som använder riktningen av
blickar för att leda visuell uppmärksamhet i samma riktning. Olika blickmekanismer har testats på virtuella karaktärer,
eller avatarer, och påvisar potential. Denna studie fokuserar på att jämföra hur blickar med avatarer drar visuell
uppmärksamhet i jämförelse med mänskliga blickar. En eye tracking studie med 30 deltagare hölls, med blickar
som presenterades av antingen avatarer eller människor, med tiden till första fixering på ett visst objekt som mått. I
kombination med efterföljande intervjuer, visade resultaten att det inte fanns någon signifikant skillnad ifall stimulen
som presenterade blickarna var människa eller avatar. Utifrån dessa resultat kan man se att avatarer kan utnyttja blickar
lika effektivt som människor kan för att leda visuell uppmärksamhet i miljöer där de förekommer, såsom datorspel,
animerade serier och/eller animerade filmer.

CCS Concepts: • Human-centered computing → Field studies.

Keywords: Gaze Cue, eye tracking, mixed-method, case study

Nyckelord: Gaze Cue, eye tracking, mixad metod, fallstudie

1 INTRODUCTION

This study aims to examine the effectiveness of gaze cues used with images of avatars compared to images of real-life
people. In particular, this study investigates if gender and prior experience of virtual environments increase the success
of the gaze cues, which is defined as if visual attention is allocated in the direction of the gaze cue.
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Within the area of User Experience (UX) Design, to be able to distribute users attention effectively in an interface,
understanding and working with visual hierarchy is essential [10, 24]. Visual Hierarchy is defined as the order that
the human eye is guided to consume each design element of an interface in the intended way [10]. To guide users
in an interface in a specific order, different visual cues such as arrows, words or buttons can be used to encourage
users to spend more time interacting with an interface to complete tasks [32]. Cialdini [8] brings up six factors that are
important to be aware of when persuading users. One of these is Social Proof, which focuses on how we humans, as
social beings, tend to follow others believing that if everyone else is doing something a certain way, they cannot all be
wrong [8].

How humans use gaze in social interactions, also defined as Social Gaze, has been the focus of extensive research,
with the goal of gaining an increased understanding of the social brain, defined as the areas of the brain that aid humans
in recognizing others but also evaluating others feelings and mental states [27]. The core processes of social gaze focus
on the different uses gaze can have in social interactions, such as mutual gaze, gaze aversion, gaze following and joint
attention. Mutual gaze is defined as when eye contact is achieved, gaze aversion is when the mutual gaze is broken by
one party, which can lead to gaze following from the other party, and finally leads to joint attention [27]. The process
of gaze following is a clear example of Cialdini’s Social Proof, if an object has caught the attention of others, it will
probably also be of interest to us as well.

One cue that takes advantage of this social behavior is Gaze Cues. Gaze cueing is the way in which humans direct
their visual attention based on the direction of other people’s gaze, and is often used in websites to allocate users visual
attention to parts of the website that are important to interact with, also known as Regions of Interest (ROI) [28].

Websites nowadays use gaze cues by displaying images of real-life people that have a certain gaze direction, that
is used to direct visual attention to call-to-action (CTA) objects such as buttons. Gaze cues has therefore become a
valuable tool used by companies, such as Conversionista, which is the company that provides the setting for this study.
Conversionista makes use of gaze cues with the goal of increasing a website’s conversion rate, which is defined by
Conversionista as the percentage of users that take a desired action.

With the emergence and fast expansion of technology, more and more people interact daily with computers and
the virtual environments that can be created with the help of technology. Within these virtual environments, virtual
characters, also called “avatars”, are crucial for the multiple interactions that can be had from these environments. This
has led to research focusing on how to make these avatars as human-like as possible. With gaze cues being important
for social interactions, designing gaze mechanisms for avatars has therefore become a field of interest for researchers
[3, 18].

When researching gaze cues, and how they affects users, eye tracking is often used as an evaluation method, as it
provides designers a more psychophysiological approach to usability testing [35]. Eye tracking allows designers to
learn what in an interface draws attention and what might not, and from there be able to better evaluate the usability of
an interface [26]. Data gathered from eye tracking studies can provide valuable insights on users behavior, as it enables
us to understand more of the user’s attentional and cognitive processes in usability testing [26, 35]. The use of eye
tracking when conducting gaze cue studies, is therefore an evaluation method that can help verify if the gaze cues are
successful; that is, if the users direct their visual attention based on the gaze direction of the stimulus.

1.1 Purpose

Expanding the usage of gaze cues to avatars can be beneficial for settings where avatars are used to communicate, for
example in video games[16] or immersive learning settings[20]. As the goal of avatars in these settings is to make
the interactions as natural as possible, being able to use human-like social patterns such as gaze cues will help fulfill
this goal. Studies have found that when evaluating gaze cues provided by humans, results show that there is a gender
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difference, with women being more likely to respond to gaze cues [19, 33]. The purpose of this study will therefore be
to evaluate the success of gaze cues provided by avatars in comparison with real-life humans, with two specific factors
being focused on. These factors are gender of the participant and the participants prior experience of avatars, and will
be evaluated if they have an effect on the success of the avatar gaze cues.

1.2 Research question

RQ: How do humans direct their visual attention based on gaze cues from avatars compared to gaze cues from real-life
human images?

To answer the overall research question, the following two sub-questions are formulated:

∙ Does prior experience of avatars increase the success of the gaze cues from avatars?
∙ Does the gender of the participant affect the success of the gaze cues from both stimuli?

2 BACKGROUND

This section presents previous related research findings. The first part of the literature review is on visual hierarchy and
its importance for web design, thereafter eye tracking and its usages as a usability method are presented. The next
two parts of this section present related research results about gaze cues: part one focuses on gaze cues with real-life
humans as stimulus, and the other focuses on avatars as the stimulus. With relevant information of the related research
presented, the final part of this section will present the hypotheses.

2.1 Visual Hierarchy

Websites have since the birth of the internet been a medium for communicating information, and has therefore found
various areas of use [24]. Due to websites being often task-oriented, the way in which a website can communicate
information to users in a way that is beneficial for the task at hand is essential for web designers [24] . Within a website,
designers present the visual elements to the users, with the users then mentally assembling the elements to uncover the
meaning behind them. Good web design is therefore seen as how efficiently a website guides the user’s visual attention
from one element to another, and also that is does it in the right order [24]. This is also known as Visual Hierarchy, and
is a concept that is essential in the field of advertisement [10].

The main goal of visual advertisement design is twofold: 1. visual communication, and 2. how effectively designers
communicate and allocate visual attention. In a study where visual hierarchy has been studied, several layout patterns
that are used to take advantage of people’s scanning and reading patterns on a visual interface were presented [10]. The
three main patterns discussed are the Guttenberg diagram, the z-pattern layout and the f-pattern layout. The Z-pattern
and F-pattern layouts are much as they sound, in which the users interact with elements in a pattern that follows
the letters Z or F. The Guttenberg Diagram is instead a pattern that is popular for designs with evenly distributed
homogeneous information. This pattern suggests that the user’s attention sweeps across the interface in a series of
horizontal movements, which are called axes of orientation. Each of these axes starts more and more from the left edge
and moves towards the right edge. This pattern therefore suggests that users pay the least attention to the bottom-left
part of the interface[10].

2.2 Eye tracking as a usability method

What is it then that makes eye tracking different from regular usability methods? Traditional usability methods focus
on factors such as user satisfaction, effectiveness or efficiency, whereas eye tracking focuses on the cognitive processes
of the user, and how they distribute their visual attention [26, 35].

3



Julius Albiz

Eye tracking is an experimental method that records eye movements and gaze locations of the users across both time
and task [6]. It is therefore a method that is used to observe the allocation of visual attention that users go through
during a usability testing session. To get any valuable data from the usability tests, two eye movements are measured;
they are fixations and saccades. Fixations are described as a duration of time in which the eyes are fixed on a specific
element and perception is stable [6, 35]. It is the fixations that result in the eyes taking in visual information. Saccades
are the movements that the eye makes when moving from one fixation to the next, in which no visual information is
gathered. This means that during saccades, the user is effectively blind to visual information.

One specific setting that eye tracking has been found to be valuable is within the understanding of people that have
disabilities such as Autism Spectrum Disorder (ASD). For example,[11], used eye tracking in a usability study with
the goal of investigating if participants with ASD had different strategies when processing information on websites
in comparison with participants with no neurological disabilities. In that study, eye tracking was a suitable usability
method, as it allowed the authors to understand differences and similarities in the cognitive processes with participants
that might have neurological differences. Results showed that the participants with ASD tended to look more at
irrelevant visual elements, shorter fixation durations, and have longer scanpaths. From this, the authors suggested that
there is a difference in processing strategies, and that websites have to be improved to accommodate these differences
[11].

2.2.1 Eye Tracking within the e-commerce industry. A company’s conversion rate, as mentioned in the intro-
duction, is the rate in which users take a desired action. Depending on the client, the conversion rate can focus on
different metrics, such as amount of users that add items to a shopping cart or number of subscribers. With the goal
of increasing conversion rates, eye tracking is one of many usability methods that Conversionista use to help better
understand how their users use their digital services, and gain valuable insights. During the Covid-19 pandemic, the
usefulness of eye tracking has been decreased, as usability studies with eye tracking equipment were not optimal to do
remote. Conversionista have decided to once again use eye tracking as a usability method towards clients, which led to
Conversionista being chosen as a suitable context for the purposes of this study.

As traditional usability methods can measure if an element is interacted with or not, eye tracking allows designers to
see how the users allocate visual attention, which can provide answers to why or why not certain elements are or are
not interacted with. Eye tracking has become a valid usability method within the e-commerce industry, used to gain
insight on web design and user behavior. Boardman and Mccormick used eye tracking for example, on a fashion retail
website to gain insights about how consumer viewing patterns on websites varied throughout the shopping journey [5].
The results showed that in the home page, the user’s attention was placed in a different pattern than in product listing or
product information. These findings were shared with another study that focused on viewing strategy on Facebook [31].
Findings from both studies show that the viewing strategy of users on websites may vary due to motivation, which is in
contradiction with previous research that showed that there are certain patterns that people use to scan textual websites
[10, 25].

With the e-commerce industry comes online advertisement, and eye tracking has become a popular usability method
to be able to measure how much visual attention is allocated to the advertisements [22, 37]. One specific way of
advertising products is with the use of a so-called banner-ad, which is a rectangular display embedded into a website
which, if clicked, redirects users to the sponsors’ website. With banner-ads comes the web phenomenon called banner
blindness: where users ignore banner-ads consciously or unconsciously. This has led to examples of usability studies in
which participants do not recall seeing banner-ads when navigating a website[22]. With this phenomenon that denies
the viability of banner-ads, research has focused on how banner-ads should be designed to overcome banner blindness
and increase the effectiveness of their advertisements, in which eye tracking has a vital role[22, 37]. In this regard,
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results of an eye tracking study showed that to overcome banner blindness, the ad should fit in well with the website,
and should have visual elements that stand out and grab attention, also known as visual saliency [37]. The visual
saliency factor was shared in a similar study that focused on measuring the effectiveness of ads in a travel website.
Banner blindness was not encountered in the study due to the banner-ad having three celebrities in them, which is an
effective way of attracting visual attention [22].

2.3 Gaze Cues

Gaze cues is a type of visual cue that uses a visual display of a human, in which a CTA button or other interactable
object is placed in the direction of the displayed gaze direction [28]. As mentioned above, eye tracking has proved to
be useful in increasing the effectiveness of advertisements. One way that eye tracking studies do this is by using gaze
cues to increase the visual attention allocated to important parts of the ads, such as the brand or a CTA. Sajjacholapunt
and Ball[30] measured the effectiveness of banner-ads in three different settings, no face, mutual gaze and averted
gaze. Mutual gaze is when the gaze direction is towards the users, and averted gaze is the setting in which a gaze cue is
applied. Results showed that dwell time on regions of interest (ROI), was significantly higher on the test with averted
gaze on vertical banner-ads. ROI in this study was images of the products and advertising words. Another interesting
result was that both averted gaze and mutual gaze led to higher dwell times compared to the no face setting, but the
averted gaze setting accumulated the highest dwell time. Further the authors discussed how mutual gaze led to higher
dwell times on the stimulus face, which may or may not be a positive result, as it instead leads to consequences if the
task at hand is a visual search task. By instead using averted gaze, or gaze cues, visual attention is allocated to the
ROI, which augments the possibility that the users engages further with the banner-ads to understand the product and
message [30].

This conclusion is shared in another study [34], which also measured the effectiveness of using gaze cues in the
form of averted gaze in comparison with direct gaze. The authors took the study a step further by testing how direct
and averted gaze could be used with informative ads that are meant to evoke emotional responses. As some ads are
used to motivate consumers to action by conveying negative emotions, direct gaze was seen to be the better option.
This due to direct gaze serving as a way to protect a vulnerable user from experiencing the negative emotions, whilst
averted gaze instead led users to experience the negative emotions. This led to more users shying away from the ads
and its content, which made the authors come to the conclusion that gaze direction of the presented stimulus is a factor
that should be discussed based on the goal of the advertisement[34].

Gaze cues have many more usages besides in advertisements, such as a study [17] that focuses on how gaze cues can
affect food preferences. In that study, participants were asked to write down their willingness to pay, taste and health
preferences before the test, in which participants would be presented with images of people with food and varying
gaze directions. Results showed that participants were willing to pay more for the images that utilized gaze cues in the
direction of the food. In contrast, participants showed a decreasing preference for the food in the images where the
gaze cues were not in the direction of the food. An interesting finding was that only 11% of the eye movements were
fixated on the food stimulus, whereas 77% of the fixations were on the central cue face[17]. Going back to Cialdini’s
Social Proof factor[8], it is clear that gaze cues can be seen as not only a visual cue, but also a social cue, as it can
provide social information and influence human behavior, as seen in the previous study.

In addition to gaze cues, another visual cue that is used to allocate visual attention on websites are arrow cues. With
arrow cues being used in similar ways as gaze cues, this led to research comparing the effectiveness of arrow cues
and gaze cues [7, 14, 19]. Joseph and colleagues used a fMRI scan with the intention to measure differences in brain
activity when presented with stimuli that were either gaze cues or arrow cues [14]. Findings showed that orienting
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visual attention through gaze cues showed a higher automaticity compared to arrow cues. This in short means that we
humans direct visual attention more unconsciously when presented with a gaze cue in comparison with an arrow cue.

Although we humans might direct attention unconsciously when it comes to gaze cues, the overall cueing effect is
similar to when presented with arrow cues [7, 19]. However, one difference that was found, was that gaze cues trigger a
more specific attentional visual orientation compared to arrow cues. This was tested by having arrow cues and gaze
cues be directed towards a group of objects, with one object being of interest. Arrow cues allocated attention to the
whole group of objects, whereas gaze cues allocated attention to the specific object that was of interest [7] . Overall,
findings in this research area show that there are no significant differences in the cueing effect, but that gaze cues
can be more useful as it provides a social aspect that arrow cues do not, such as with the study that tested users food
preferences [17].

Besides focusing on different types of cues such as gaze or arrow cues, research has also targeted gender as a factor
that might affect the cueing effect. Since the late 1970s, Judith Hall has published several studies that show that women
show a greater accuracy in judging the emotional meanings of nonverbal cues, such as facial expressions [13]. Other
studies have shared these findings, but with gaze cues being the nonverbal cue in focus [1, 4, 33]. When testing gender
differences in visual attention to place-based advertising, results showed that females were more prone to respond
to gaze cues compared to men. Males instead showed longer fixations time and overall viewing time compared to
females. With males showing longer fixation times and overall viewing times being a contradicting result, the authors
could attribute the result to the fact that the ads were showing new technology, which according to previous research
allocates males attention more than females [33]. In addition to females responding more to gaze cues compared to
males, females also showed a larger cueing effect when responding to gaze cues [1]. This was defined as a shortening of
reaction time when reacting to the gaze cue. What’s more, participants were asked to answer two questionnaires from
the Empathy- and Systemizing Quotient self-reports, which let participants answer questions on a scale from strongly
disagree to strongly agree. Findings showed that answers of these questionnaires together relate significantly to the
gaze-cueing effect. This led to the authors making the conclusion that a larger gaze-cueing effect was correlated with
a higher tendency of empathizing [1]. These findings were in line with a previous study that found that people with
autistic-like traits showed lower gaze-cueing effects as they reported reduced empathizing [4]. Bayliss et al., showed
that participants’ scores on the Autism-Spectrum Quotient had a negative correlation with gaze-cueing effects. The
participants’ scores were in line with previous research in that males show more autism-like traits than females [4].
Males showing more autistic-like traits and therefore showing reduced empathizing skills is thus the main reason as to
why females show greater gaze-cueing effects.

2.4 Gaze Cues with avatars

In virtual environments, interactions with virtual characters are used as a way of providing users with embodied
interactions that can use human communicative cues, and contribute to making the virtual environments feel more
immersive [3, 18]. These virtual characters can have many different names, such as virtual agents, virtual characters
or avatars, for this paper they are all summarized to avatars. Gaze is a social signal that is used by humans in social
interactions to help us indicate visual interest, understand other human’s emotional and mental state, or just see what
their visual attention is placed upon [12]. Even in virtual environments, social signals such as those that gaze provide in
human social interactions are of value, which has led to research focusing on how to implement gaze based techniques
such as gaze cues with avatars [3]. By implementing gaze cues, users interacting with avatars in a virtual environment
showed faster task-completion times [2, 15, 18], higher likeability ratings for the avatars [3], and lower error rates [2].

In a written review of eye gaze in avatars, the importance of creating realistic and engaging avatars is brought up as a
way of increasing feelings of immersiveness, learning among users and overall enjoyment [29]. The authors thereafter
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bring up the biggest challenge within the field of Computer Graphics, which is creating artificial characters that are
meant to replicate both human appearances and behaviors. When it comes to gaze cues, they are lifted as a way of
improving task performance for users, but also as a way of ensuring users interact with a certain object. One interesting
conclusion that was brought up was that computational gaze modeling has always been focused on reproducing gaze
mechanisms seen in real life humans or animals, but that it necessarily should not need to be constrained to that.
With an example of cartoon characters, who are animated characters that have a tendency of using communicative
mechanisms with their eyes that are not possible in the real world, such as spinning eyes or bulging eyes. This possibility
of increased expressiveness is mentioned as an interesting track for future research to expand upon [29].

With importance placed on making avatars feel realistic and engaging, Khoramashi et al. focused on answering the
question if gaze behaviors such as gaze cues can do just that [15]. In an experiment in which participants completed a
simple task of mirroring the avatar, two different conditions were set, one in which the avatar used gaze cues and one
in which it did not. The goal was to see if gaze cues were exploited by the participants to improve their coordination,
but also if gaze cues made the avatars feel more realistic and human-like. The gaze cues that were used by the avatar
were that the avatar fixated the gaze on the body part that was going to move, and thereafter shifted the gaze to where
the hand would subsequently be moved. Results showed that gaze cues significantly improved the participants reaction
time to the avatars movements, made the task feel less difficult and that the avatars gaze movements were not only
perceived as cooperative, but human-like and realistic [15].

In sum previous research has shown that gaze cues can and are used both with images of real-life humans as stimulus,
but also with avatars. However, to our knowledge, there is limited research on comparisons between these two stimuli.
Therefore this study aims to fill this gap.

2.5 Hypothesis

Based on the previous research and the research question in combination with its sub questions, the following hypothesis
were formulated.

∙ H1: Previous experience of avatars will increase the gaze cueing effect.
∙ H2: The gender of the participants will have an effect on the gaze cueing effect from both stimuli.

3 METHOD

3.1 Case study setting

The presented case study was conducted at Conversionista’s office, and the participants were mostly employees from the
different companies within the holding company ARC, that also have their office at the same location as Conversionista.
Besides employees from ARC, people that work close or pass by the ARC office were recruited.

To evaluate gaze cues from avatars in comparison with gaze cues from images of humans, a mixed method approach
[9] to a experimental case study was taken. This study consisted of an eye tracking session that was conducted with
the help of a screen based Tobii eye tracker, and the software program Tobii Pro Lab. The eye tracking session was
thereafter followed by interviews with the participants.

3.1.1 Participants. The 30 participants were mostly employees of Conversionista’s holding company ARC. To
guarantee that the participants would provide valid eye tracking data, exclusion criteria for participating in the study
were created. The exclusion criteria focused on excluding participants that could have biases towards eye tracking
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and gaze cues, but also criteria created by Tobii themselves. The criteria created by Tobii could be found in Tobii Pro
Academy1, and refer to factors that can affect the data gathered by the eye tracker.

The exclusion criteria were as following:

∙ If the participant had performed eye surgery.
∙ If the participant has glasses with more than one power, bifocal, trifocal, progressive etc.
∙ If the participant has any eye movement or alignment abnormalities such as lazy eyes, Strabismus or Nystagmus.
∙ If the participant has worked with eye tracking usability studies.

Individuals who worked in User Experience Design teams were also excluded as participants as they might have
knowledge of gaze cues, and therefore could produce biased results.

Through communication channels provided by Conversionista, employees of all companies within ARC were asked
if they would like to partake in this study. In the message sent out, the exclusion criteria were also presented, to
guarantee that the participants that agreed to be a part of the study were viable for the context of the study. According
to Nielsen’s report [26] on conducting Eye tracking studies, to be able to use both quantitative and qualitative data
gathered from the eye tracker, a minimum of 30 participants is needed. Following this recommendation, 30 participants
were recruited for the present study.

3.2 Methods for data collection

The data collection section of this study presents the two steps. First, it presents an eye tracking session, which was
conducted as the main data collecting method, and second, the post-session interviews that were held to provide data
that could be used in combination with the gaze data. The choice of combining these two usability methods was based
on the method known as triangulation [23]. Triangulation is a method to increase both the credibility and validity of
findings from research, and is performed by combining different methods or theories. Triangulation is used as a way to
ensure that biases surrounding usages of only a single method are overcome [23]. In this study, an eye tracking session
followed by a interview was combined to increase the validity of the insights and findings generated from this study.

3.2.1 Eye tracking session. The test consisted of eight trials, four with the real life person as stimulus, and another
four with the avatar. These trials were structured in the following way. A fixation cross appeared in the middle of the
screen for 670ms, later replaced by the stimulus (300x455 pix) which at first has a direct gaze. After a delay of 900ms,
the gaze becomes averted, to either the left or right. After 300 ms, an object appears 610 pix to the left or right of the
stimulus and 100 pix from the edge of the screen. Each trial could therefore be a valid gaze cue, in which the object
appears in the gaze direction of the stimulus, or an invalid, in which the object appears in the opposite gaze direction.
After 2000 ms, the trial ended and a new began, with the fixation cross again in the middle to regain gaze focus to the
middle of the screen. An example of how a trial looked like can be seen in Figure 1.

The test design followed three earlier developed approaches [1, 4, 28], which has been used to measure gaze cueing
effect of participants. The avatar was created using the Unity Asset UMA 2 Multipurpose Avatar, which was customized
to look similar to the human stimulus. When creating the test design in Tobii Pro Lab, a tool called Areas of Interest,
or AOI was used to signify what areas that the test should gather data on. This can be for example, time to first fixation
of the AOI, or the duration of a fixation in the AOI. The objects that appeared after the gaze cues were the AOI in this
study. After the stimuli was created and test design in Tobii Pro Lab finished, the eye tracking session was conducted. To
design the eye tracking session, Nielsen’s report on conducting eye tracking experiments [26] was used, with adaptions
made to better fit the present study. This report presents how an eye tracking experiment should be designed, with an
example of having the user sit 60cm from the screen on a chair with no wheels or swivel capabilities. One tip that
1Tobii’s educational platform with courses on different aspects of eye tracking and usability studies with eye trackers.
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Figure 1: Example of the four stages in a trial

was used in this study was conducting a pilot study before the eye tracking sessions with the participants. This was
done to ensure the tasks created for the study were doable, instructions clear, and to try out conducting tests in the
Tobii Pro Lab program. The design of the eye tracking session was within-group, as this allowed each participant to be
presented with gaze cues from both real-life humans and avatars. The participants were presented with the stimuli
ordered randomly with Tobii Pro Lab. The eye tracker that was used was Tobii’s screen based eye tracker Tobii Pro
Nano. A screen-based eye tracker was chosen as it would feel more natural for the participants as they did not need to
put on eye tracking glasses.

The eye tracking session consisted of the following steps:

∙ The exclusion criteria were shown and checked once again to guarantee the participation of the participant.
∙ A consent form was presented and signed by the participant.
∙ A calibration of the participants eyes was done.
∙ The participants were presented with information of the test.
∙ The eye tracking test was conducted.
∙ A post-interview was held with the participants.

The data gathered from the eye tracking session was both qualitative and quantitative. The collected qualitative
data was in the form of gaze replays. In gaze replays, a recording of the eye tracking session is viewed, showing how
the participants gaze moved throughout the session. Fixations are visualized as circles, with the size of the circle
corresponding to the duration of the fixation. Straight lines represent the saccades(i.e., quick eye movements that
happen between fixations) done by the participant, The quantitative data was collected in the form of heatmaps, gaze
plots and gaze data, which shows a graphical visualization of what elements allocated visual attention, and sorts the
amount by color. The gaze data or metrics as they are called in Tobii Pro Lab, could be visualized in graphs with
different variables as the axes.

3.2.2 Post eye tracking interviews. After the eye tracking session, interviews were conducted with the participants
(N =30). The participants were asked questions regarding their gender and not only how often they interact with avatars,
but also in what medias they interact with them. The aim of the interviews was to provide data that in combination
with the gaze data would increase the validity of the results, as described in the triangulation method [23]. The answers
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regarding gender and previous experience of avatars were inserted in Tobii Pro Lab as participant variables, which
later could be used in the visualizations of the gaze data. The participants were also asked questions regarding their
overall experience of the stimuli and the gaze cues. These answers were later thematically analysed to uncover patterns
in the participants answers.

3.2.3 Method Limitations. The stimulus used in this study were images of an avatar and a human, which were
chosen together with experts at Conversionista to guarantee the viability of the images.

The avatar was created using the Unity Asset UMA 2 Multipurpose Avatar, with the customization of the avatar
meant to look like the image of the human being. How customizable the avatar became was therefore limited by the
UMA 2 customization options.

Due to the scope of this study, physical differences such as reaction time and eyesight, will not be a factor that is part
of the evaluation, as this would entail the need of further testing and evaluations with the participants beyond the eye
tracking study.

3.3 Methods for data analysis

The data gathered from the eye tracking session was directly analyzed using the Analyze tab of Tobii Pro Lab. Different
options available through the analyze tab will be presented in the following subsections.

3.3.1 Gaze replays. One of the options presented in the analyze tab is watching gaze replays. The gaze replays were
used to be able to see everything that the participant looked at and in what order. Looking through the gaze replays
helped verify if the calibration of the eyes was correct, and also help answer if the gaze cues were successful or not.

3.3.2 Visualizations. The visualizations that could be accessed through Tobii Pro Lab were heatmaps and gaze
plots. Heatmaps are mappings of visual attention on images, with a color scaling indicating the amount of visual
attention allocated to the specific part of the image. Gaze plots are visualized on the same image, but instead show the
order of how the visual attention of the users was allocated to the different parts of the image.

3.3.3 Statistical analysis. To conduct an statistical analysis on the gaze data, R Studio was used to conduct a mixed
model analysis of variance, also known as a mixed model ANOVA. The ANOVA aimed to check for main effects and
interaction effects that the independent variables of the study had on the dependent variable. The independent variables
in this study were gender of the participant, the participants previous experience of avatars, stimulus type, validity of
the gaze cue, and the direction of the gaze cue. The dependent variable was the time to first fixation on the object that
appeared next to the stimulus. [21]. As the gaze data gathered did not have a normal distribution, a non-parametrical
test, an Aligned Rank Transform (ART) ANOVA was used for data analysis. To be able to do a non-parametrical test
ANOVA, ART has been used to first align the data for main and interaction effects before ranking the data. After
aligning the data, a model has been created, which can thereafter be used in a mixed model ANOVA.[36]

3.3.4 Graphic visualizations. Objects that were marked as AOIs could be used to gather gaze data, such as time
to first fixation, or average time of fixation, which could be used to answer how quickly the participants allocated
visual attention to the object that appeared after the gaze cue. This gaze data could also be visualized in graphical
visualizations which could be altered based on participant and/or stimulus variables.
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3.4 Ethical considerations

This study has followed all the ethical guidelines of Etikprövningsmyndigheten regarding conducting research experi-
ments with participants. All of the participants were asked to sign consent forms at the beginning of the session and
their data was anonymised.

During the eye tracking session, the real goal of the study was not revealed to the participants until after it was
completed, as to not get biased results when it comes to gaze cues. Therefore, to follow the ethical guidelines, after the
real goal of the study was shared, the participants could withdraw from the study if they felt the need to do it, and
therefore discard all data gathered.

4 RESULTS

4.1 Participants

In total, 30 participants were a part of this study; 15 were female (mean age = 32.5, SD = 7.5) and 15 were male (mean
age = 34.1, SD = 7.9). All participants gave written consent and were naive to the purpose of the study. When asking
the participants of their previous experience, the participants were asked to estimate how often they interact with
avatars. For example, this could include participants watching animated videos/series, playing video games which have
avatars, or browsing social medias where avatars can be present. Table 1 shows how the previous experience of avatars
differed among the participants.

Table 1: Previous experience of avatars

Gender Every day Couple times a week Couple times a month

Male 6 8 1
Female 4 2 9
Total 10 10 10

The following Table 2 displays the distribution of medias that the participants came across avatars in.

Table 2: Medias in which participants come across avatars. Participants were allowed to answer with more than
one media

Media Male Female Total

Video games 8 2 10
Series and movies 7 6 13
Commercials 1 2 3
Social media 4 8 12
Through work 2 1 3
Internet browsing 2 1 3

4.2 Heatmaps and Gaze plots

Following are images from gaze plots and heatmaps taken from the analysis section of Tobii Pro Lab. In the Gaze plots,
Fixations are labeled with circles with numbers within them where the size of the displays the duration of the fixation,
and saccades are seen as lines drawn between the fixations. Figure 2a shows a gaze plot of one participants invalid
right trial with an avatar as stimulus, whereas Figure 2b shows the same trial, but for all 30 participants. The following
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(a) Gaze plot with 1 participant (b) Gaze plot with 30 participants

Figure 2: Gaze plots on avatar right invalid trial, 1 and 30 participants. Fixations are displayed as the circles
with numbers, and saccades as the lines drawn between the fixations. Each participant is shown with a different
color

figures, Figure 3a and Figure 3b, display the heatmaps for 30 participants, showing the difference between a stimulus
presenting a gaze cue to the left, with both a valid and invalid trial.

(a) Heatmap of human left valid trial (b) Heatmap of human left invalid trial

Figure 3: Heatmaps of left gaze cue, valid and invalid trial. Color scale goes from green to red, showing the
intensity of the visual attention allocated, with red being the most intense allocation of visual attention

4.3 Metrics visualizations

The gaze data exported from Tobii Pro Lab was the time to first fixation of the object that appeared on the right or
left side of the stimulus. Each participant had eight data points, with independent variables for both the participants
and the eight trials. The independent variables for the participants were their gender and virtual character experience,
whereas the independent variables for the trials were the stimulus presented (avatar/human), the validity of the trail
(valid/invalid) and the direction of the gaze (left/right). Data points slower than 1000 ms (outliers), faster than 150 ms
(anticipations) which resulted in 1.25% of the total data points. Errors in which the eye tracker did not register eye
movements were also removed from the data analysis, which resulted in 1.7% of the total data points.
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Figure 4a and Figure 4b show how the participants time to first fixation was distributed before removing the data
as mentioned above. After removing the data points as mentioned in the beginning of this section, the mean values
changed could be seen in Table 3

Table 3: Adjusted mean times for Figure 4a and Figure 4b. Columns from left to right: if the trial type was valid
or invalid, the participants previous experience of avatars, the stimulus that presented the gaze cues, the mean
time to first fixation on all trials with the values presented in the same row

Validity Previous experience Stimulus type Mean

Valid Every day Human 323 ms
Valid Couple times a week Human 274 ms
Valid Couple times a month Human 301 ms
Valid Every day Avatar 322 ms
Valid Couple times a week Avatar 323 ms
Valid Couple times a month Avatar 280 ms

Invalid Every day Human 372 ms
Invalid Couple times a week Human 361 ms
Invalid Couple times a month Human 328 ms
Invalid Every day Avatar 336 ms
Invalid Couple times a week Avatar 361 ms
Invalid Couple times a month Avatar 335 ms

Figure 5a and Figure 5b show how the participants time to first fixation was distributed based on the gender of the
participant. Even in these figures all data points gathered are shown to show an overall distribution of the data points,
including the data points that for analysis are removed.

Table 4: Adjusted mean times for Figure 5a and Figure 5b. Columns from left to right: if the trial type was valid
or invalid, the participants gender, the stimulus that presented the gaze cues, the mean time to first fixation on
all trials with the values presented in the same row

Validity Gender Stimulus type Mean

Valid Male Human 296 ms
Valid Female Human 302 ms
Valid Male Avatar 297 ms
Valid Female Avatar 289 ms

Invalid Male Human 364 ms
Invalid Female Human 345 ms
Invalid Male Avatar 362 ms
Invalid Female Avatar 326 ms

13



Julius Albiz

(a) Human stimulus

(b) Avatar stimulus

Figure 4: Time to first fixation based on previous virtual character experience, with valid trials to the left on the
x-axis and invalid to the right. The different color signify the participants previous experience of avatars, with
blue being every day, yellow/green being couple times a week, and orange being couple times a month. Time to
first fixation is displayed on the y-axis in milliseconds
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(a) Human stimulus

(b) Avatar stimulus

Figure 5: Time to first fixation based on participants gender, with valid trials to the left on the x-axis and invalid
to the right. The different color signify the participants gender, with blue being males and yellow/green being
females Time to first fixation is displayed on the y-axis in milliseconds

4.4 Analyzing the gaze data

Looking at Table 5, with p <0.05, the only main effect that reached significance was Validity, F(1, 140) = 14.1, with
valid having a mean of 296 ms and invalid 350 ms. Conducting a contrast test on the two levels of validity reached
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Table 5: Results from the ART ANOVA presenting the main effects and interaction effects the independent
variables Stimulus, Validity, Direction, Gender and Experience had on the dependent variable time to first
fixation. Df = degrees of freedom, Df. res = residual degrees of freedom for each model. Significant results
meaning: "***" = 99% confidence interval, "**" 95% confidence interval, "." = 90% confidence interval

Main/interaction effects F-value Df Df res. p-value Significance

Stimulus 0.995 1 140 0.320
Validity 14.1 1 140 0.000250 ***
Direction 1.47 1 140 0.228
Gender 0.105 1 20 0.749
Experience 0.0725 2 20 0.930
Stimulus:Validity 1.02 1 140 0.314
Stimulus:Direction 3.49 1 140 0.0637 .
Validity:Direction 2.62 1 140 0.108
Stimulus:Gender 0.0989 1 140 0.754
Validity:Gender 0.201 1 140 0.655
Direction:Gender 7.803 1 140 0.00595 **
Stimulus:Experience 0.450 2 140 0.639
Validity:Experience 1.370 2 140 0.258
Direction:Experience 0.823 2 140 0.441
Gender:Experience 0.245 2 20 0.785
Stimulus:Validity:Direction 0.509 1 140 0.477
Stimulus:Validity:Gender 0.0380 1 140 0.846
Stimulus:Direction:Gender 1.32 1 140 0.252
Validity:Direction:Gender 0.555 1 140 0.458
Stimulus:Validity:Experience 0.0385 2 140 0.962
Stimulus:Direction:Experience 0.850 2 140 0.430
Validity:Direction:Experience 1.06 2 140 0.348
Stimulus:Gender:Experience 0.0740 2 140 0.929
Validity:Gender:Experience 0.113 2 140 0.893
Direction:Gender:Experience 3.96 2 140 0.0212 *
Stimulus:Validity:Direction:Gender 0.339 1 140 0.561
Stimulus:Validity:Direction:Experience 0.596 2 140 0.552
Stimulus:Validity:Gender:Experience 2.27 2 140 0.107
Stimulus:Direction:Gender:Experience 1.09 2 140 0.338
Validity:Direction:Gender:Experience 2.85 2 140 0.0611 .
Stimulus:Validity:Direction:Gender:Experience 0.962 2 140 0.385

significance and further showed that there is a significant difference between the two levels valid and invalid. The other
main effects, Stimulus, Gender, and Virtual Character Experience did not reach significance.

With validity being the only main effect to reach significance, this entails that both hypothesis are proven false,
as both gender and virtual character experience did not show a main effect, and therefore do not have a statistical
significant affect on the dependent variable, namely time to first fixation. When examining interaction effects, there
were interaction effects for Direction:Gender and Direction:Gender:Experience. However, using a contrast check on
the levels of these factors did not show significance.

4.5 Participants perception of Gaze Cues

Besides asking questions about the participants gender and previous experience of virtual characters, see Section 3.2.2,
the participants were also asked about their opinions on the stimulus and the gaze cues provided by them.
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When it came to the gaze cues provided by the avatar, 11 out of 30 participants shared that the gaze cue was similar
to the human gaze cue, as it was a similar experience following the gaze direction. Participant 4 shared that even
though the avatar seemed a little more fatigued, it was as simple to follow the gaze direction of both the stimulus.
Another participant (P28) shared this opinion in saying that it felt very natural when the avatar glanced at the object,
and therefore felt natural to follow the gaze direction.

Other three participants (P2, P7 & P17) underlined that after some trials, they stopped focusing as much on the eyes
and focused more on their peripheral vision to quicker identify where the object would appear. P7 further explained
that at first they trusted the human stimulus more and was more fooled by it, but after a while, even the trust aspect
disappeared, and they learned not to always focus on the eyes.

Trust was a factor that many participants stressed in different ways. For example, P19 and P29 thought that both
stimulus were aiming to trick them. P29 explained that after being tricked the first time, they did not want to look in
the gaze direction as they did not trust the stimuli. P23 chose to differentiate the stimuli, as they explained that they
trusted the human stimulus more, which led to them being more fooled by the invalid human gaze cues. This opinion
of being more tricked by the human stimulus was also shared by P14, who explained it in the following way: when
looking at the human eyes for longer periods of time they could recognize them to be human eyes, and had a easier
time looking away from the avatar eyes.

5 DISCUSSION

5.1 The validity of Gaze Cues

This study aimed to provide answers about how humans allocate visual attention based on gaze cues from avatars in
comparison with real-life humans, which was done by conducting an eye tracking session with post-session interviews
with the participants. When analysing the results, the only main effect that is statistically significant is validity. By
looking at Table 3 and Table 4, this significant difference of means is clear, with valid trials having lower means than
invalid trials in all the displayed constellations. The fact that valid gaze cues produce shorter time to first fixations
compared to invalid gaze cues speaks for that the gaze cues provided by the both the human and avatar stimulus have
been found to be successful. Looking at the examples Figure 2 and Figure 3, these can also be used to verify that
the gaze cues were indeed successful in allocating visual attention based on the direction of the gaze. This statistical
significant result was also found in [1, 4]. Similarly to this study, they also tested gender as a factor that can affect
the gaze cueing effect, with females producing lower times to first fixation. In contrast to the results of the present
study, the above mentioned studies found gender to also be a main effect, therefore being a factor that affected the
reaction time, or time to first fixation. In this study, there was no significant result for gender as a factor affecting the
time to first fixation mean, even though in Table 3 and Table 4, females do provide lower means compared to males in
all trials except human valid trials. This result is in line with the hypothesis H2, which proposed that given the gender
difference with gaze cueing effect found in [1, 4, 19, 33], will also be found in this study. Although the data points
gathered prove the hypothesis true, with gender not being a main effect and therefore not being statistical significant,
the hypothesis can not be considered true, as it may be due to chance.

Hypothesis H1 focused on previous experience of virtual environments and avatars, and hypothesized that previous
experience of avatars would increase the gaze cueing effect. Looking at the ANOVA result in ??, labeled as Experience,
the findings for the main effect of experience was not significant. This can also be seen in Table 3, where there is no
clear correlation between previous virtual character experience and the mean time. Participants that answered that they
interact with avatars on a daily basis tended to have the highest mean times in comparison with others. The answer that
had the lowest mean in all constellations but human valid was the monthly participants.
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During the interview, the participants where asked how often they would say they come across avatars, with the
participants being able to answer from their own perspective. As the participants were allowed to be subjective in
answering, what the participants deem as interacting with avatars can vary depending on their own opinion. For
example, many participants mentioned Snapchat as a social media that they interact with avatars in, as every person has
a small avatar that represents themselves. When interacting with other people in Snapchat or browsing the map, one is
able to see other peoples avatars. Participants therefore may deem this an interaction with avatars, but in comparison
with watching avatars in animated series/movies or video games, might be a completely different type of interaction,
and can therefore provide more or less experience of interacting with avatars.

5.2 The future of gaze cues

An interesting result was that stimulus was not a main effect that reached significance, which can be verified by
inspecting Table 3, and Table 4. These results, combined with the interview answers in which a majority of participants
did not feel that the gaze cues provided by the stimuli differed greatly, are positive towards showing that avatars can
make use of gaze mechanisms such as gaze cues. These results are in line with previously mentioned studies [2, 15, 18],
in which gaze cues with avatars are proven to decrease task-completion times. What this study aimed to add to research
was taking a well-known gaze cue method, but use it to make comparisons between gaze cues provided by humans and
avatars. Results thus show that there is no significant difference, and that gaze cues with avatars can be used to allocate
visual attention in similar ways to how human gaze cues are used.

5.3 Design implications

5.3.1 Research implications. Looking at the results, as the stimulus type, avatar/human did not reach significance,
this means that there is no statistical significant difference in the means of the time to first fixation, which can be seen
as a positive result. As the goal of this study was to see if gaze cues with avatars can be used in the same way as gaze
cues with real-life human images, not having a significant result is promising. Even though previous research such as
[2, 15, 18], have proven that gaze cues from avatars work, this study compares the gaze cues from the two stimuli and
show that there is no statistical significant difference in task completion. This can lead to designers having avatars as a
choice of providing gaze cues, given that it is viable in the specific setting.

As mentioned in the purpose subsection of the introduction, gaze cues with avatars can find use in settings where
avatars are used to communicate such as video games or immersive learning. Being able to use gaze cues in these
settings can help in making interactions feel more human-like, but at the same time decrease task-completion times
[2, 15, 18] and error rates [2]. With participants sharing that following the gaze direction of the avatar felt natural, this
is a good sign that avatars can appear more realistic and engaging with the use of gaze cues. This can therefore lead to
increased immersiveness, increased learning among the users and overall enjoyment [29]. With the biggest challenge
of the field of Computer Graphics mentioned to be creating artificial characters that are meant to replicate both human
appearances and behaviors [29], the results of this study can provide results that replicating gaze behaviors with avatars
produces similar effects to real-life human images.

5.3.2 Implications for practice. Gaze cues as mentioned in the background section, are often used in advertisement
settings, where the goal is to allocate visual attention to the desired parts of the advertisements, which often is the
product or brand [30, 34]. Based on this study results, game designers could for example use their own avatars in their
advertisements and provide gaze cues, that would therefore increase the exposure to their brand and product. At the
same time, using their already branded avatars instead of unknown humans also may increase their branding, as the
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avatars may peak the interest of the people looking at the advertisements. Similarly, animated movies or series may
also make use of their already created avatars instead of taking images of unknown humans for marketing purposes.

It is also important to distinguish the settings in which gaze cues with avatars might not produce similar results to
humans. If avatars are used in settings where they feel misplaced, they may instead allocate attention to the avatar
instead of in the gaze direction, and therefore not produce the intended results which they might do if the setting is
relevant.

5.4 Method discussion

Comparing results of this study with the studies [1, 4],in which the gaze cue methodology is used, results differ in the
significance of the gender main effect. Based on the methodology presented in the studies, some choices were made
that made this study slightly different. In the present study, after the stimulus provided the gaze cue, there was a 300ms
pause until the object appeared, whereas in the mentioned studies, they have 100, 300 and 700ms, and therefore have
trials for each of the different time numbers. In these studies, they displayed the largest gender difference at 300ms,
and as this study aimed to have gender as a factor, only 300ms was chosen as to keep the duration of the tests down.
Looking at interview answers in which some participants mentioned that they stopped looking at the eyes after a couple
of trials, doing the same test two times more but with different time pauses, would probably affect the viability of the
gaze cues, and lead to more participants strictly using their peripheral vision to locate the object instead of using the
gaze direction. As the studies did not include interviews with their participants, participants learning and adapting
throughout the test is not a factor that is brought up in studies besides this one.

The studies [1, 4] also included a test task, which was meant to serve as a test run, and in combination with the
instructions, prepare the participants for the test. Due to this test only running eight trials compared to the other studies
that had significantly more, this study did not chose to have test tasks as to minimize the learning effect with the
participants. Instead the instructions were tested on the pilot study participant and were refined to better explain the
test and how the trials would work. Looking at the first trial for every participant, there was no clear difference in
the time to first fixation, and the trials that were randomly ordered as the first trial were evenly distributed across the
different eight trials, meaning that roughly the same amount of invalid trials and valid trials were the first trial the
participants saw. For future studies, including a test task might still be viable to better prepare the participants to avoid
large differences in time to first fixation.

This study had a total of 30 participants that were a part of the eye tracking sessions and were later interviewed.
When conducting the statistical analysis, eight data points were needed for each participant to get results with greater
statistical power. Unfortunately, as there were outliers and anticipations, in combination with eye tracker errors, data
points needed to be removed for four participants. This led to the statistical analysis mentioned above only using data
points for 26 participants, with a total of 208 data points. Having to remove four participants data points can therefore
be a factor that affected the statistical analysis.

5.5 Future work

For future work, focusing on further research if previous experience of avatars may affect the interaction with them
would be an interesting continuation of this study. In this study, there was no formal questionnaire or form to measure
their previous experience, and no way of determining how each media influences the experience gained. For future
work, finding a way of ranking experiences and having a tested method to measure experiences, would be a valuable
contribution.

In this study, only a male avatar and male human image was used to provide the gaze cues, as the gender aspect
was only focused on the participants. Mentioned in [4], there might be a correlation between a participants gender
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and them looking at images of stimuli with the same gender as they identify as. Future work could expand the gender
aspect to also focus on the stimuli that present the gaze cues, to see if there is a difference in how people allocate visual
attention based on the gender of the stimuli, and if the stimulus type can affect this difference.

Of all the 30 participants, 20 participants were from different companies that worked in the same office as Conver-
sionista. All of these companies worked within the IT industry, which could lead to this study participants having more
experience than the general population when it comes to usability studies within the Human Computer Interaction
field. This could have had an effect on the results, and for future studies, striving to recruit a randomized user group,
would be beneficial.

6 CONCLUSION

To conclude, this study aimed to contribute to research on investigating if there was a difference in the cueing effect
depending on the stimuli, but also base it on the two additional factors: gender of the participant, and the participants
previous experience of avatars. With stimulus type not being statistically significant, this implies that there is no
significant difference in the time to first fixation means between having a avatar or human as the stimulus that provides
the gaze cue. The results of this study also showed the success of the gaze cues from both stimulus types, as the validity
of the gaze cue affected how the participants allocated their visual attention. These results prove the usefulness of gaze
cues, but also expand it to the comparison between avatars and humans.

The results of the interviews regarding the gaze cues presented by the stimuli showed that the gaze cues provided
by avatars felt natural and generated a similar experience to following gaze cues provided by real-life humans. This
can have implications as it shows the potential of using gaze cues with avatars as a viable choice instead of using
human images. In this study, gender was a factor that led to differences in time to first fixations, but did not reach
statistical significance. Another factor that was measured was if previous experience of avatars affects the time to first
fixations, which also did not reach statistical significance. Even if these three mentioned factors did not reach statistical
significance, having no significant difference in stimulus type contributes to the Computer Graphics research field in
providing comparisons when using gaze cues with different stimulus types, in this case humans and avatars. At the
same time, it also shows that gaze cues from avatars can replicate gaze cues from humans, leading to various settings
in which avatars can find use. These results also show that settings that use gaze cues, such as advertisements, can find
use of avatars to provide gaze cues, which can be beneficial for video game companies or animated video/series which
can make use of their already branded avatars to further gain exposure of their brand. Looking forward, utilizing gaze
mechanisms with avatars is just one step in the direction of making virtual environments more and more immersive so
that only imagination will be the limitation on virtual environments.
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