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Abstract

The evolution of Language Models (LMs) has enabled building chatbot systems that are capable of human-like dialogues without the need for fine-tuning the chatbot for a specific task. LMs are stateless, which means that a LM-based chatbot does not have a recollection of the past conversation unless it is explicitly included in the input prompt. LMs have limitations in the length of the input prompt, and longer input prompts require more computational and monetary resources, so for longer conversations, it is often infeasible to include the whole conversation history in the input prompt. In this project a short-term memory module is designed and implemented to provide the chatbot context of the past conversation. We are introducing two methods, LimContext method and FullContext method, for producing an abstractive summary of the conversation history, which encompasses much of the relevant conversation history in a compact form that can then be supplied with the input prompt in a resource-effective way. To test these short-term memory implementations in practice, a user study is conducted where these two methods are introduced to 9 participants. Data is collected during the user study and each participant answers a survey after the conversation. These results are analyzed to assess the user experience of the two methods and the user experience between the two methods, and to assess the effectiveness of the prompt design for both answer generation and abstractive summarization tasks. According to the statistical analysis, the FullContext method produced a better user experience, and this finding was in line with the user feedback.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
</tr>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>ASR</td>
<td>Automatic Speech Recognition</td>
</tr>
<tr>
<td>BERT</td>
<td>Bidirectional Encoder Representations from Transformers</td>
</tr>
<tr>
<td>CUQ</td>
<td>Chatbot Usability Questionnaire</td>
</tr>
<tr>
<td>DL</td>
<td>Deep Learning</td>
</tr>
<tr>
<td>DM</td>
<td>Dialog Manager</td>
</tr>
<tr>
<td>GPT</td>
<td>Generative Pre-trained Transformer</td>
</tr>
<tr>
<td>GPT-2</td>
<td>Generative Pre-trained Transformer 2</td>
</tr>
<tr>
<td>GPT-3</td>
<td>Generative Pre-trained Transformer 3</td>
</tr>
<tr>
<td>LM</td>
<td>Language Model</td>
</tr>
<tr>
<td>LLM</td>
<td>Large Language Model</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
</tr>
<tr>
<td>NL</td>
<td>Natural Language</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>NLU</td>
<td>Natural Language Understanding</td>
</tr>
<tr>
<td>NN</td>
<td>Neural Network</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>Robustly Optimized BERT Pretraining Approach</td>
</tr>
</tbody>
</table>
ROUGE  Recall-Oriented Understudy for Gisting Evaluation

SOTA  State of the art

SUS  System Usability Scale
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Chapter 1

Introduction

1.1 Background

LMs are probability distributions trained with text corpora. Given a sequence of words LMs predict the probability of such sequence. Large Language Models (LLMs) are LMs that are trained with large text corpora and contain a large number of parameters, usually in the billions. LLMs, such as Generative Pre-trained Transformer 3 (GPT-3) \[2\], have transformed both research and application of Natural Language Processing (NLP), an area of computer science that studies how computers process text data.

LLMs can be used to produce a Natural Language (NL) text output given some NL input prompt, and one of the application areas is predicting the next turn in a conversation. This means that LLMs can be used as the prediction engine for chatbot systems without the need for additional task-specific datasets \[16\]. Another application area of LLMs is abstractive text summarization \[9, 31\].

LMs are *stateless*. This means that LMs have no memory of previous events unless these are explicitly introduced in the input prompt. In the context of chatbots, this means that a chatbot can only remember what is included in the input prompt, but with long conversations, it is infeasible to have tens and hundreds of conversation turns included in the input prompt due to time, monetary and system limitations. Having a memory of the conversation history has the potential to improve the user experience of chatbot systems, as such systems may be able to produce more personalized and relevant responses.
This study investigates ways to implement a short-term memory for a LM based chatbot to improve the quality of a conversation while keeping the input prompt short. The quality is mainly assessed by the user experience. The chatbot system used in this study utilizes GPT-3 to predict the output and to create an abstractive summary of the conversational history that we can use as a contextual short-term memory. Two methods for the short-term memory implementation, LimContext method and FullContext method, are introduced. Both methods generate summaries using a number of previous conversation turns. The difference is that the FullContext method also uses the previous summary to generate the new summary. This way the information from the beginning of the conversation can persist without the need for long input prompts.

The motivation for this approach is twofold. Firstly, the parameters of the LM do not change as the conversation progresses. This means that the LM has no recollection of the previous conversation apart from what is included in the input prompt. From the user’s perspective, it would be good if the chatbot had the ability to remember the conversation history, for example, to avoid repetition or to have a more personalized experience. Secondly, as the conversation progresses the length of the conversational history increases. This is bad for several reasons; more computational resources are required, the system administrator experiences higher monetary costs and LLMs may have a limit for the maximum prompt length, which means that the conversation window that can be included in the input prompt is limited in size. This means that conversational history as it is cannot be included in the input prompt in longer conversations. By creating an abstractive summary of the conversation history and including it in the input prompt, we can sustain the context and details of the conversation while keeping our prompts short.

This study also contributes to the larger goal of designing effective prompts for LLMs, both for dialogue turn generation and summarization tasks and for designing user-friendly chatbots.

1.2 Problem

Creating a chatbot that can sustain long and meaningful conversations is difficult due to the fact that both the GPT-3 language model and user inputs are complex and outputs are hard, if not impossible, to predict [16]. Designing a whole system is out
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of the scope of this study. The method proposed may be one step towards enhanced prediction performance for GPT-3.

The prompt is the only task-specific information we can provide for the LM, so it is preferable that we can include much of the relevant information in the prompt. As the prompt length is limited and longer prompts require more resources, it is important to investigate ways to include the most fundamental information without the need to append most of the conversational history.

1.3 Research Questions

RQ1 How is the user experience of the two methods for short-term memory summarization for a GPT-3 based chatbot system? Is there a difference in the user experience between the two methods?

RQ2 What are the effective prompt designs for GPT-3 based chatbots

RQ2.1 for conversation response generation?

RQ2.2 for creating abstractive summaries from written dialogues?

1.4 Goal

The goal of this study is to implement a short-term memory for a LLM based chatbot and study the user experience of the users interacting with the system. Two different methods are introduced.

In addition, some techniques for prompt design and abstractive dialogue summarization are studied.

1.5 Benefits, Ethics, and Sustainability

This study may be of interest to both researchers in the field of NLP and companies developing chatbot systems or working with LMs.

From an ethical perspective, there is a challenge with user privacy. The user might give out personal information without understanding how it will be stored and used in
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the study. To mitigate this concern, this information is provided to the users prior to starting the conversation and users must give consent before proceeding.

Another ethical challenge is that the summaries produced by the system might not accurately represent the content of the conversation and can hence affect the content and direction of the conversation. The chatbot might be less reliable than what the user expects.

This project relates to the following Sustainable Development Goals of the United Nations [noauthor_united_nodate]:

• 12. Ensure sustainable consumption and production patterns
• 9. Build resilient infrastructure, promote inclusive and sustainable industrialization, and foster innovation
• 4. Ensure inclusive and equitable quality education and promote lifelong learning opportunities for all
• 8. Promote sustained, inclusive, and sustainable economic growth, full and productive employment, and decent work for all

Related to sustainable consumption and production patterns (SDG 12), training LLMs requires substantial computational resources and this causes emissions. However, once trained these models can be used and fine-tuned without significant computational resources. Each time a LLM is used, an input prompt is given. The length of the input prompt affects the computational resources required, and long prompts demand more computational power, causing emissions, and costing more money. Designing methods to reduce the length of the input prompts can have effects on sustainability when scaling these models for more users, for example, ChatGPT [23] has over 100 million users.

Building systems on top of pre-trained LMs gives people access to powerful Artificial Intelligence (AI) without the need for massive resources (SDG 9). LMs and chatbots allow developing systems for education that are accessible by people with otherwise restricted access to education (SDG 4). The development of AI, and more specifically LLMs and chatbots, affects the nature and productivity of work, for example, by allowing faster information retrieval and outsourcing of tasks such as content creation and customer service and thus affecting the economic growth (SDG 8).
1.6 Methodology

A user study is conducted, and both quantitative and qualitative data are collected on the user experience of the study participants interacting with the system. This includes a survey with a questionnaire and written feedback, as well as data collected during the interaction, such as user sentiment and conversation transcripts, and conversation summaries.

Quantitative data are analyzed using statistical methods to test for statistical significance. For qualitative data, both sentiment analysis and human evaluation are used as evaluation methods depending on the data.

The study is divided into three phases; system development, user study, and analysis of results.

System Development

In the first phase, a pre-existing chatbot system developed at KTH Royal Institute of Technology is modified by implementing a short-term memory feature.

User Study

In the second phase, the system is handed out to a number of volunteer study participants, and data is collected.

Analysis of Results

In the third phase, the collected data is analyzed and results are reported and discussed.

1.7 Stakeholders

This project is done in the division of Speech, Music, and Hearing at KTH Royal Institute of Technology under the supervision of Alireza Mahmoudi Kamelabad and as part of the project Early Language Development in the Digital Age (e-LADD). This project has received funding from the European Union’s Horizon 2020 research and innovation program under the Marie Sklodowska-Curie Actions grant agreement No. 857897.
Other stakeholders include the target audience of this project, such as the research community and companies working with LMs and chatbot systems.

1.8 Delimitations

GPT-3 is trained with data from the internet, so it reflects the biases found in its training data [2]. These biases can be related for example to gender, race, or religion. For example, gender stereotypes are enforced in associating occupations requiring higher levels of education or hard physical labor with males, and care-related occupations with females.

Combating these biases is out of the scope of this study. The prompts in this study are designed not to exacerbate such biases. However, due to the nature of GPT-3 mimicking its training data, it is not given that the model outputs are bias-free.

The size of the user study is relatively small, consisting of 9 participants, of which each interacted with the system twice, once with each summarization method. In addition, we were present in each of the test sessions and personally knew each participant. These may have an effect on the reliability of the results and should be taken into consideration.

1.9 Outline

In chapter 2 the relevant background of the study is introduced and discussed. This includes LMs and GPT-3, text summarization, prompt design, and chatbots. In chapter 3 the chatbot system is introduced and methods for the user study are introduced. In chapter 4 the results of the study are presented and analyzed. In chapter 5 the results of the study are discussed, and limitations and future work are introduced. In chapter 6 the final remarks and conclusions are presented.
Chapter 2

Theoretical Background

In this part, the theoretical background for the study is introduced. In Section 2.1 LMs and LLMs are introduced, as well as how to utilize them for different tasks using prompt programming. Then a specific LLM, GPT-3 is introduced in detail in Section 2.2, both its architecture and capabilities relevant to this study, as it will be used both in generating the chatbot answers and the short-term memory summaries. In Section 2.3 the task of text summarization is covered in more detail. In Section 2.4 a comprehensive introduction to chatbots is given, covering chatbot design, chatbot architectures, and previous work on chatbot systems.

2.1 Language Models

LMs predict the probability of a sequence of words. This allows LMs to be used to predict the following word or words given some sequence of words. The probability for such a sequence comes from a probability distribution based on the training data used to train the LM.

LMs are based either on probabilistic methods or Artificial Neural Networks (ANNs). Only neural LMs are of interest in this study. Neural LMs assign probability values to the weights of an ANN based on the training data, and given some NL input assigns a probability for such an input. There are several use cases for LMs including generating NL text and Natural Language Understanding (NLU) [14].

In recent years we have seen a great increase in the interest towards LMs. The increase in computational power and availability of text data has resulted in larger LMs
and led to the introduction of models such as Bidirectional Encoder Representations from Transformers (BERT) [5], Robustly Optimized BERT Pretraining Approach (RoBERTa) [22] and GPT-3 [2]. Such models are also referred to as LLMs.

2.1.1 Large Language Models

Recently, LLMs have changed the nature of NLP research. In the past LMs were first trained on large amounts of data and then fine-tuned with task-specific datasets. These LMs often worked well on benchmarks, but could not generalize outside of the given task [2, 17].

Scaling has not only improved the performance of LMs in many downstream tasks but has also introduced emergent abilities [31]. Emergent abilities can be defined as abilities that are not present in the smaller models but are present in the larger models. LLMs, such as GPT-3 [2] have shown that by increasing the size of the dataset and number of model parameters, the model can obtain generalization capabilities. This means that the same model can be used for many tasks without the need to update its weights. Instead of fine-tuning, the model adjusts to a new task by being introduced with a task-specific input prompt.

Due to their scale, LLMs are able to learn patterns in language data so well that it results in very fluent and human-like responses. These language abilities extend to many domains, such as text summarization, reading comprehension, and question answering [26].

2.1.2 Prompt Design

A prompt is a NL description of the task expected from a LM. Prompt programming [27] is the act of creating a prompt in natural language for a language model that uses natural language inputs and produces natural language outputs. This is a difficult task since natural language is not deterministic and the consequences of specific natural language prompts are difficult if not impossible to predict. Different tasks require different kinds of prompts.

The goal of prompt design is to increase the likelihood of a desired output [16]. As a response to a prompt the probability distribution over how any person would continue the prompt, not how a person would [27]. In other words, if the instructions are not
clear, the model may not produce coherent responses, but a mixture of different ideas for what is expected. This implies the need for clarifying the context clearly so that there is less room for ambiguity. If there are many ways to interpret the prompt, there are many ways to respond to it, many of which are undesirable for the given task. Hence constraining behavior in prompt design may be a desirable approach; not only do we want to clearly imply what kind of output we expect, but also which kind of output we do not want to see.

Input prompts can include either a description of the expected behavior, examples of the expected behavior, or both. If the prompt only contains the description of the task, it is referred to as zero-shot prompt. If it contains one example of the expected behavior, it is called a one-shot prompt, or if more than one example is introduced, it is called a few-shot prompt.

### 2.2 GPT-3

GPT-3 is an autoregressive LM. Autoregressive LM is a Feed-forward Neural Network (NN), which predicts an output value based on the data used to train the model. GPT-3 [2] is the descendant of the LM Generative Pre-trained Transformer 2 (GPT-2) [26], and is based on the same model and architecture, but with many more parameters.

#### 2.2.1 Architecture

**Feed-Forward Network**

Feed-forward NN is an ANN that consists of nodes in consecutive layers, and the nodes on each layer are connected to each node on the next layer (Figure 2.2.1). This is referred to as fully connected network. More specifically, the network has one input layer, one or more hidden layers, and one output layer. The information in the network moves only forward, not backward. A node in the network is called a perceptron. A perceptron is a binary classifier that takes a vector as an input and outputs a single value. The connections between the nodes have weights. A weighted sum of the input vector on each layer is calculated, and an activation function, for example, a binary step function or a sigmoid function, is then applied to compute the input for the next layer. Feed-forward NNs can be used in classification and regression...
Word Embeddings

For computer algorithms to process text data, a numerical representation of the text data is needed. This concept is called word embedding. Word embeddings are multidimensional vectors that encompass semantic similarity between different elements in the input sequence. This means that similar words are located closer to each other in some multidimensional vector space based on some similarity metric (euclidean distance, cosine similarity). Using word embeddings allows the model to be taught which elements typically appear in similar contexts. In the pre-training phase of GPT-3, the model learned word embeddings that capture the semantic relationships between words, and this helps GPT-3 to produce a semantically coherent text.

Transformer

GPT-3 is a transformer-based model [29]. Transformers are encoder-decoder [28], or sequence to sequence, networks that use an attention mechanism.

Encoder-decoder networks (Figure 2.2.2) consist of two ANNs. The first network, the encoder, encodes the input vector into a fixed-length context vector. The decoder then takes this encoding and decodes it into the output. Both encoder and decoder have
typically the same but reverse structure. Typical use cases for encoder-decoder models are for example text translation and text summarization.

Figure 2.2.2: Encoder-decoder architecture [29]

**Attention Mechanism**

The attention mechanism defines which parts of the input sequence should the decoder focus on. In other words, given the context, how relevant is the $i$th element relative to all other elements in the input sequence. *Self-attention* mechanism defines how much each element in the output sequence is related to every other element in the output sequence. In *multi-head self-attention*, the attention module runs the computations several times in parallel. Then these attention scores are combined together to produce the final attention score.

A common formula for calculating attention scores [29] is the *scaled dot-product attention*:
\[ Attention(Q, K, V) = \text{softmax} \frac{QK^T}{\sqrt{d_k}} V \] (2.1)

Matrix Q represents the current element in the input sequence. Key K and value V matrices contain references to words that have been previously generated. \( d_k \) represents the dimensions of matrices Q and K. Using matrices Q, K, and V we can define which key in K is most similar to the query Q and then find the corresponding value in V. The resulting matrix contains contextualized word embeddings for each element in the input sequence, which tells us how much each element should be weighted in relation to every other element in the sequence, or how much attention each element should be given.

**GPT-3 Transformer**

GPT-3 uses the same model architecture as GPT-2, which is a variant of the original transformer architecture [29]. Instead of encoder-decoder architecture, it consists of 96 layers of transformer decoders [25]. An illustration of the decoder layer can be found in Figure 2.2.3.

**2.2.2 Training**

For GPT-3 [2] 175 billion parameters have been trained with 45TB of text data, including CommonCrawl [4] and WebText [26] datasets, internet-based books, and Wikipedia in the English language. More than 90% of this data is in English text. GPT-3 has been trained using unsupervised learning. This means that GPT-3 has learned its ground truth labels from the data itself, not from example labels, as in supervised learning.

**2.2.3 Using GPT-3**

The input for GPT-3 [2] is a NL prompt, that contains the description of desired model behavior, in other words, what kind of output we hope the model will produce. GPT-3 can be prompted either with zero-shot, one-shot, or few-shot prompts. After GPT-3 was released it was considered to perform best in the few-shot setting [2], more recent studies have shown that with careful prompt design zero-shot approach can in fact outperform the few-shot approach [16, 27], but the feasibility of this also depends on
Next, two example prompts and corresponding outputs utilizing zero-shot and few-shot paradigms are introduced. Text summarization task can be achieved by including Tl;dr after the text to be summarized, and it is an example of a zero-shot prompt [2]:

**Input prompt for zero-shot Tl;dr summarization**

*Teacher and student are having a conversation about food:*

*Teacher: What is your favorite food?*

*Student: My favorite food is pizza.*

*Teacher: Why is pizza your favorite food?*
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Student: Because I like cheese and tomato sauce.

TL;dr

Output

Student’s favorite food is pizza because they like cheese and tomato sauce.

For response generation for a dialogue describing the scenario and giving a few examples of the conversation turns is an example of a few-shot prompt:

Input prompt for few-shot text generation

Teacher and student are having a conversation about food:

Teacher: What is your favorite food?

Student: My favorite food is pizza.

Teacher: Why is pizza your favorite food?

Student: Because I like cheese and tomato sauce.

Output

Teacher: What type of pizza do you like the most?

Model DaVinci version 3 (text-davinci-003) was used for producing both of the examples [2].

As GPT-3 makes predictions only based on the information in the input, it is important to include all the required information in the input prompt. However, longer prompts take more time to process and have a higher monetary cost, so if time or price are critical elements, carefully designing prompts that both contain all the necessary information and are as short as possible is important.

The size of the input prompt in GPT-3 is limited to 2048 tokens. The act of encoding text into tokens is called tokenization. By tokenizing the input prompt the text is pieced into pieces of words, or tokens. These tokens do not necessarily correspond to separate words and may contain leading or trailing spaces as well as sub-words. On average one token corresponds to 4 characters in the English language.

OpenAI provides a web Application Programming Interface (API) for GPT-3 [2]. This API allows software developers to use GPT-3 in their own systems. There are four
models to choose from: Ada, Babbage, Curie, and DaVinci, each model being more capable than the previous one, but the capability comes with higher cost and slower computation. The current models served by the OpenAI API are called InstructGPT [24] models, which are fine-tuned GPT-3 models trained to follow human instructions. InstructGPT models contain 1.3 billion parameters, which is 100 times less than the original GPT-3 model but produces outputs that are more preferred by humans.

As the chatbot system we are using in this study utilizes GPT-3, the direct and indirect references of capabilities and behavior of LLMs refer to GPT-3. Future research is needed to find out whether these capabilities and behaviors can be generalized to other LLMs trained with similar data as well.

### 2.3 Text Summarization

Text summarization is a common application area of Deep Learning (DL). DL refers to Machine Learning (ML) techniques where ANNs with multiple layers are used. *Abstractive* text summarization refers to generating a summary with the main ideas of the source text, similar to summarizing a text using your own words. *Extractive* text summarization means that specific sentences from the text are extracted as a summary [9].

In this study, we are interested in abstractive dialogue summarization. Previous literature on dialogue summarization is scarce, partly due to the lack of standardized dialogue datasets for summarization [6]. As of writing this study, we were unable to find a study that utilizes the abstractive, prompt-based approach for dialogue summarization.

A common benchmark in text summarization is news summarization [9]. Compared to for example news articles and academic papers, summarizing conversations is a more challenging task because the main ideas are often spread across multiple turns and two or more interlocutors. In addition, the lack of benchmark datasets has further limited comparing different methods for conversation summarization [6].

Most academic literature on conversation summarization defines conversations as something that happens between two or more people. In this study, we are solely focusing on dialogue, the conversation between two interlocutors. In addition, in this study, we are only interested in summarization using GPT-3 [2, 9].
A recent study compared the performance of prompt-based models to models fine-tuned on task-specific datasets [9] in the news summarization benchmark task. GPT-3 was able to outperform the fine-tuned models based on human evaluation. The study also showed that common metrics for evaluating the results of summarization are not well-suited for evaluating summaries generated by GPT-3. A more suitable evaluation method was manual evaluation, i.e. evaluation by humans. In this study, text summarization is used to summarize the conversation history so that the chatbot has a recollection of the different conversation topics and content, and can then utilize that in response generation. So far the theoretical background for the chatbot system utilized in this study has been introduced. In the next section background and different implementations of other chatbot systems are introduced to link this study to the broader literature on chatbot systems.

2.4 Chatbots

Chatbot refers to a software program that allows natural language interaction with a computer in the form of a dialogue [8, 12]. This dialogue can either be mediated as text or as spoken language if an Automatic Speech Recognition (ASR) and speech synthesis system is integrated into the conversational agent. For meaningful conversation, the conversational agent must also have NLU capabilities [13] to be able to analyze the interlocutor input and respond to it in natural language.

The first chatbot called ELIZA was developed several decades ago, in 1966 by Joseph Weizenbaum [12]. More recent chatbots include Gunrock [33] and Gunrock 2.0 [19] and ChatGPT [23]. Chatbots have many use cases. Some common use cases for chatbots include question-and-answer, website customer service, personal assistance (e.g. Amazon Alexa, Siri), and education [8, 18].

Chatbots may differ both in terms of whether the interaction with the chatbot is short-term, for example, web service assistant, or long-term, for example, studying a foreign language or acting as a virtual friend, and whether the interaction is user-driven or chatbot-driven. These aspects are important to consider when designing a chatbot system for a specific use case. In long-term interaction, it is feasible to consider ways to improve the user experience by taking into account user-specific information and previous parts of the conversation [8]. In this study, we are interested in the long-term interaction with the chatbot across two or more different topics. The system
proposed is user-driven, as the user decides the topic of discussion and steers the conversation.

### 2.4.1 Designing Chatbots

Literature for designing chatbot systems for different use cases is somewhat limited [8]. Larger technology companies, such as Google and Amazon do provide guidelines for different aspects of chatbot design, such as UX design and conversational interaction design. A common goal in designing conversational chatbots is to make them appear human-like [16].

### 2.4.2 Chatbot Architectures

Chatbots can be divided into rule-based [7, 10, 15, 18, 19] and LM-based [16, 23] systems. The difference is that rule-based systems use a decision tree to determine output, whereas LM-based systems predict the output using the model weights.

Rule-based systems typically consist of multiple modules that are responsible for different areas, for example, NLU, mini-skills, and knowledge storing and extraction [19]. The benefit of rule-based systems is that the creator of the system has more control over its behavior as the conversation flow can be constrained [16]. The downsides include a limited ability to have longer conversations and difficulties adapting to unexpected input [7]. Interaction with rule-based chatbots may often be repetitive and impersonal [18]. To mitigate this, some recent work suggests introducing personalization to the system, which can adapt to the individual characteristics of the user and provide a more individualized experience [18, 19].

Some chatbots utilize a rule-based approach, but also include fine-tuned LMs as modules. So the distinction between rule-based and LM-based approach is not necessarily clear. In this study when referring to LM-based chatbots we are referring to systems that are not rule-based, and that use LLMs as the main conversation engine due to the generalization capabilities such models have. Building chatbot systems on top of LMs makes simpler architectures possible. This is because a single LM can be responsible for many of the functions that would require separate modules in rule-based systems.
2.4.3 Large Language Models and Chatbots

The availability of high-quality conversational data has been a major bottleneck for the development of chatbots [19]. The introduction of LLMs has mitigated the need for conversation-specific datasets as LLMs, such as GPT-3, tend to perform relatively well empirically in the conversational context [2, 16].

The limitations of LLMs are the unpredictability of the output, the tendency to get stuck in loops, and the unreliable factual content of the output [2]. LLMs also struggle with answering questions that require multi-step inference. The problem with non-factual content and multi-step inference is in many cases not due to the model’s lack of knowledge, but due the method of extracting such knowledge. So these problems can be mitigated to some extent with careful prompt design [30, 32]. Compared to the rule-based approach, where the conversational agents often relied on smaller datasets and knowledge bases [19], LLMs tend to be more flexible in adapting to new topics and opinion-related conversations due to their generalization capabilities. These generalization capabilities also provide interesting opportunities for chatbot development as we can design chatbots for different purposes by programming suitable prompts.

In the academic literature, LLM-based chatbots have not been researched extensively. One example is a personal coach for mental well-being that utilizes GPT-3 [16]. The study investigated how to design prompts for GPT-3 so that the empirical performance of the chatbot is optimized. The study suggests using three dimensions in the prompt design:

1. **Identity** - describes the identity of the chatbot

2. **Intent** - describes the intention of the conversation

3. **Behavior** - describes the expected behavior from the chatbot

This prompt design proved successful, despite some problems with the conversation getting stuck in a loop. The study also suggested that the zero-shot approach can outperform the few-shot approach if the prompt is designed well, further supporting the discoveries of Reynolds et al. (2021) [27]. This prompt design is used in this study for the chatbot response generation, but with some further improvements that will be introduced in the next chapter.
2.4.4 **Previous Research on Chatbots**

Next, a brief introduction to some popular or interesting chatbot systems will be given.

**Sounding Board**

Sounding Board [7] is the 2017 Amazon Alexa Prize winner. The interaction with the system is ASR based, and it is capable of having conversations on various current topics, including sports, politics, and entertainment. The goal of the system is to sustain long conversations, and it averaged a duration of 10:22 in the competition in 2017. The system is described as both *user-centric*, meaning that users control the conversation, and *content-driven*, meaning that it uses a growing collection of content to be able to provide meaningful output for the conversation.

Typical to a rule-based system, Sounding Board’s architecture consists of separate modules for NLU, answer generation, and dialog management. Dialog Manager (DM) is a module responsible for managing the conversation state and conversation flow. Sounding Board uses a knowledge graph for generating content on different topics. A knowledge graph is a structure where related entities are linked with each other, making relevant information accessible fast.

**Gunrock**

Gunrock [19] was the Amazon Alexa Price winner in the following year 2018. Gunrock is also an ASR based chatbot. Gunrock has a modular architecture consisting of NLU, a DM, and answer generation modules, as well as several knowledge bases equipped with information regarding factual, current, and personal information. A personal information database is referred to as *Persona Backstory*, and its purpose is to store information about Gunrock’s personality and background so that it is equipped to answer questions about itself.

Some key findings with Gunrock were that both longer sentences from the user and questions about Gunrock’s backstory correlated positively with the user experience. Another finding was that combination of personal opinions and stories, and factual information in the conversational flow had a positive effect on the user experience.
Gunrock 2.0

Gunrock 2.0 [19] is an adaptive chatbot built on top of Gunrock [33]. Gunrock 2.0 can have conversations over various topics including games, fashion, movies, and travel. Typical of a rule-based system and similar to Sounding Board [7] and Gunrock [33], it consists of several modules, such as NLU module, answer generator module, DM and a knowledge base, including the Persona Backstory similar to Gunrock. The dialog manager of Gunrock 2.0 is a hierarchical system divided into high-level and low-level dialog management. The high-level dialog manager is responsible for recognizing user intent and referencing the previous dialog module state to select the favorable dialog module. The low-level module is then responsible for generating a response to the user.

In Gunrock [33], the system itself had a sort of personality through the Persona Backstory, but it could not adapt to different users. Gunrock 2.0 includes personalization capabilities, and is able to adapt to the user by learning from the user inputs, for example by defining the user’s gender and then adapting its vocabulary to match that, for example, “cologne” vs “perfume”.

Edubot

Edubot is a web-based chatbot [18]. It follows the design of Gunrock 2.0 but is adapted to the context of second language learning. To do this, the system uses the information in the user’s profile to adapt to the user’s language proficiency. The idea behind this is to the experience feel more personalized to the user and increase user engagement. The major focus point in the study is correcting user mistakes. Although interesting, it is out of the scope of this study. Edubot is a good example of applying a more general conversational chatbot system to a specific use case.

ChatGPT

During conducting this study OpenAI released a new chatbot, ChatGPT [23]. It is a conversational chatbot system that can have a discussion on almost any topic. Apart from other chatbots introduced in this chapter, ChatGPT is a LLM-based chatbot. ChatGPT is based on InstructGPT [24]. The difference to InstructGPT is that ChatGPT is specifically designed for having conversations instead of being a general purpose LM. It is currently in a research phase and can be accessed through an online interface.
2.5 Summary

GPT-3 can perform a variety of tasks, including text summarization and predicting the next turn in a dialogue by designing suitable input prompts. This allows us to design chatbots that do not require separate modules for NLU, text generation, knowledge bases, and so on. We can cover most requirements with a single LLM and adjust its use by prompt programming. Due to the abstractive summarization capabilities of GPT-3, it can be used for producing the summaries that act as short-term memory and will be used for the prompts for answer generation. GPT-3 is able to produce natural and human-like responses, which makes building chatbots on top of it a good option.
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Methods

3.1 The System

In order to explore the effects of a short-term memory implementation on RQ1, the first version of a chatbot system initially designed for language learning was repurposed for this study. The functionality for grammar correction was removed, and the following features were implemented:

1. A module for summarizing conversation history
2. Prompt generator module that utilizes prompt description, summary, and conversation history
3. Data collection module for collecting summaries, conversation transcripts, and additional metrics
4. Implemented a message pop-up that in mid-conversation suggests new conversation topics to test how switching the topic affects the conversation flow given that the system remembers the previous conversation topic

The system is a web-based chatbot application built with Python and JavaScript, and it utilizes the Python Flask framework. It uses OpenAI’s [2] GPT-3 API for dialogue summarization and response generation. The reason for using the GPT-3 API is its accessibility and high performance, as well as, the vast amount of academic literature.
3.1.1 Language Model

The system uses LM GPT-3 [2]. More particularly DaVinci model version 3 (text-davinci-003) through OpenAI API for both summarization and answer generation tasks. It is accessible through the OpenAI web API. It is currently the most sophisticated GPT-3 model available, but also the slowest and most expensive. The max_tokens parameter was set to 100 for the summarization task, and to 50 for the text generation task. The max_tokens parameter represents the upper bound for the output length. The remaining model parameters are not modified and are the default values.

3.1.2 User Interface

Users interact with the system through a web interface. The interface contains the current conversation, a field for user input, and send button. The chatbot responses are inside red areas and user responses are inside green areas (Figure 3.1.2).
3.1.3 Backend

The system backend is a web server built with Python that handles the input and output data, as well as the data collection. The backend is responsible for generating the conversation summaries, GPT-3 prompts, and chatbot answers.

3.1.4 System Interaction

Figure 3.1.3 describes the system interaction flow.
Figure 3.1.3: Chatbot system interaction flow
The interaction with the system includes multiple rounds of outputs from the chatbot and inputs from the user. Next, the whole interaction flow is introduced step by step.

**Start**

The conversation begins.

**User’s Name**

The user’s name is asked for by a pop-up prompt at the beginning of the conversation. This name is then stored as a parameter and used in the GPT-3 prompts to improve the user experience by allowing the chatbot to know the user’s name.

**Chatbot Output**

The interaction starts with the chatbot outputting a pre-defined message (Figure 3.1.2). After that, on each turn, the next chatbot response is generated by the system and displayed in the user interface.

**User Input**

The user writes a text input and submits it (Figure 3.1.2). The maximum input length is limited to 300 characters.

**Each 5 Turns**

After every five turns the user has submitted an input the system asks the user to rate the conversation so far. This is a binary option between good and bad (Figure 3.1.4). This data is collected and used in analyzing the study results for user sentiment.

**Characters >= 2250**

Mid-conversation, after 2250 input characters, the user will get a message to change the topic of discussion (Figure 3.1.5).

To reinforce changing the topic, the string "Let’s talk about music now. What are your favorite bands?" is automatically set to the input field, but can be modified before submitting it. The purpose of this is to ensure that the conversation does not stay for
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Figure 3.1.4: Rating the conversation

too long on a single topic and to challenge the summarization by introducing variation to the conversation.

Generate Summary

Based on the user input, previous conversational history, and the previous summary (for FullContext method), the system generates a summary of the conversation using GPT-3 (Figure 3.1.1). The summary is updated dynamically on every turn so only one turn from the chatbot and one turn from the user is introduced to form the new summary. A detailed description of summary generation can be found in Section 3.2.1.

Generate Response

A new prompt is created as the combination of the prompt template, the summary, and previous turns. Then GPT-3 is used to generate the system output (Figure 3.1.1). Detailed description can be found in Section 3.2.2.

The resulting output is processed so that only full sentences, in other words, word sequences ending with ",", "!" or "?" are included, as there is no guarantee that GPT-3 outputs are full sentences. This ensures that the output for the user appears complete.
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Character $\geq$ 4500

The system checks whether the limit of 4500 characters is reached. The conversation ends when 4500 characters have been submitted by the user, otherwise, the conversation continues.

End

The conversation ends and the user is given a link to the online survey (Section 3.3).

3.2 Prompt Design

In this study GPT-3 [2] is used both for summarizing the conversation to produce an abstractive summary for context reference and for generating the chatbot answers (Figure 3.1.1). In order to answer RQ2, which is about designing effective prompts, we will discuss the approaches to prompt design for both tasks.
3.2.1 Summarization

For summarizing the conversation a zero-shot prompt is created by injecting the conversation history into the prompt (RQ2.2) (Section Generate summary). The length of the input prompt affects both the quality of the output, as more data contains more information for producing the output, but also affects the processing time of the algorithm which causes a delay in the user interaction. We have tried to find a balance between these two to preserve both the output quality and minimize the latency. This was achieved by several trials between different prompts and by evaluating the results with the human eye, as we were unable to find any benchmark results from the academic literature.

Users are asked for their names at the beginning of the conversation (Section User’s name). From this point forward users’ names are referred to as <USER> in the examples to protect the privacy of the study participants. The name of the AI agent is Ben. For constructing the summary prompt, two methods, referred to as Limited Context method (LimContext) and Full Context method (FullContext) from now on, are considered and compared.

The prompt used for summarization is

*Summarize the following conversation between two friends:*

*<LimContext method> / <FullContext method>*

*The summary should describe the context of the conversation in the past tense.*

Next, we will show examples of both methods and corresponding summaries for both methods:

**LimContext method:** Previous, a maximum of, 16 turns in the conversation are injected in the summary prompt.

Example:

*Ben: What would you like to discuss with me? I have a few suggestions, for example, movies, books, or traveling. Would you like to discuss one of those topics?*

*<USER>: Hello Ben! Let’s discuss traveling*

*Ben: Great idea! What have you found to be the most fascinating place that*
you’ve ever traveled to?

<USER>: I think Sumbawa was great! It’s an island in Indonesia. How about you?

Ben: That sounds beautiful! What aspects were so fascinating about your experience in Sumbawa?

<USER>: It’s one of the best places for surfing.

Ben: Wow, that sounds like a great time! Did you go alone or with someone else?

<USER>: I went with a friend.

Ben: Was it just the two of you or were there any other people around?

<USER>: Well yes, there were other people around, but we did not know them

Ben: Cool, so did you take advantage of the great surfing opportunities or did you explore some of the local towns?

<USER>: We did both, but focused on surfing. Have you been to Indonesia?

Ben: No, never been there unfortunately. What was it like, would you go back?

<USER>: I would definitely back, it was great!

Ben: What specifically did you like about it? Was the surfing really good?

<USER>: I liked the food, people, weather, nature and the surf.

Example summary for LimContext method:

Ben and <USER> had a conversation about their travels. <USER> told Ben that he had been to the island of Sumbawa in Indonesia and Ben asked him what made the experience so fascinating. <USER> mentioned that the destination was great for surfing and that he had gone along with a friend. Ben asked if they had taken advantage of the surfing opportunities and had also explored the local towns. <USER> said they did both but had focused on surfing.

**FullContext method:** The previous summary and the previous, maximum of, 12 turns in the conversation are injected into the summary prompt.

Example:
Two friends discussed their experience travelling to Tibet and saw Dalai Lama’s old home and temple, which was strictly controlled by Chinese officials. They engaged with a tour guide and found out that Chinese authorities are trying to force the locals to speak Chinese instead of Tibetan language. The Tibetans felt sad and angry, but couldn’t demonstrate their feelings as Chinese government had a tight control of the area.

Ben: That sounds like it must have been a great experience. What kind of things did you learn from him?

<USER>: That for example Chinese officials are trying to force everyone to speak Chinese instead of Tibetan local language.

Ben: Wow, that is outrageous. How do the Tibetans feel about that?

<USER>: They are really sad and angry. But they can’t really demonstrate their feelings as China has a really tight grip of the whole land.

Ben: That sounds really unfair. Is there anything that can be done to help the Tibetans?

<USER>: We could try to impact the Chinese government for example by having pro Tibet demonstrations. But to be honest its really hard to help Tibetans at the moment.

Ben: That’s really unfortunate. What do you think would be the best way to help the Tibetans?

<USER>: Like I just said, I think by having for exampe pro Tibet demonstrations

Ben: That’s a great idea. Do you think by having enough people come out for these demonstrations it would be able to create a positive effect on the Chinese government?

<USER>: Not really as China is so large country and it’s not easy to have an impact to it’s policies.

Ben: That’s true. So what do you think we can do then to help bring awareness of the situation in Tibet?

<USER>: We should have more news articles about the situation and we all
should just talk more about the situation over there.

Example summary for FullContext method:

Two friends discussed their experience travelling to Tibet and saw Dalai Lama’s old home and temple, which was strictly controlled by Chinese officials. They engaged with a tour guide and found out that Chinese authorities are trying to force locals to speak Chinese instead of the Tibetan language, which made the locals feel sad and angry, but unable to demonstrate their feelings due to the tight control of the area.

3.2.2 Answer Generation

Common principles for conversational prompt design are to describe the identity, intent, and behavior [2, 16] of the AI agent to guide the content and tone of the answers (RQ2.1). It has been pointed out that GPT-3 can understand analogies, and we can proxy certain intent and behavior through a character or a characteristic that possesses such intention or behaves in a certain manner. Such a feature is called a memetic proxy [27]. This means that instead of specifying certain intent or behavior explicitly, for example, ”Explain things in detail and in an understandable way, and tell me if I’m wrong”, we can assign the identity of a teacher. Or ”be kind, compassionate, and supportive”, which are behaviors often expected from a friend. Because we tend to affiliate certain characteristics in our cultural consciousness to identities, these characteristics transfer to the language models from the training data and affect the output of the language model. There are also use case-specific intents and behaviors that are not transferred through memetic proxy. In these cases, we can explicitly state the intent or behavior in the prompt.

In the study, the identity of the chatbot is a friend. In the prompt design, the idea of the memetic proxy is applied, and then a specific scenario where the friend operates is described (Section Generate response). This extends the intent of a friend into our scenario.

Each prompt starts with the scenario description containing the identity:

A friend named Ben has a discussion with <USER>. <USER> decides the conversation topic and Ben and <USER> discuss this topic. Ben asks questions often.
And this is then complemented with the initial message:

What would you like to discuss with me? I have a few suggestions, for example, movies, books, or traveling. Would you like to discuss one of those topics?

<table>
<thead>
<tr>
<th>Identity</th>
<th>Scenario (extended intent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friend</td>
<td>A [Identity] named Ben has a discussion with &lt;USER&gt;. &lt;USER&gt; decides the conversation topic and Ben and &lt;USER&gt; discuss this topic. Ben asks questions often.</td>
</tr>
</tbody>
</table>

Table 3.2.1: Prompt design used in the study and the relationship between the Identity and the scenario. User is asked for their name before the conversation and the name is injected into <USER> in the prompt

Each conversation starts with the initial prompt to which the user is expected to answer. The complete prompt for generating the chatbot answers is constructed from the following four parts:

1. Scenario description (Table 3.2.1)
2. The summary of the previous conversation based on LimContext method or FullContext method
3. Previous, maximum of, 4 conversation turns, i.e. 2 turns from the chatbot and 2 turns from the user
4. The prompt ends with "Ben: " to illustrate that the expected output is predicting what the AI agent would say next

An example of a generated prompt after 8 conversation turns:

A friend named Ben has a discussion with <USER>. <USER> decides the conversation topic and Ben and <USER> discuss this topic. Ben asks questions often.

Ben and <USER> had a conversation about their travels. <USER> told Ben that he had been to the island of Sumbawa in Indonesia and Ben asked him what made the experience so fascinating. <USER> mentioned that the destination was great for surfing and that he had gone along with a friend. Ben asked if they had taken advantage of the surfing opportunities and had also explored the local towns. <USER> said they did both but had focused on surfing.

Ben: No, never been there unfortunately. What was it like, would you go back?
<USER>: I would definitely back, it was great!

Ben: What specifically did you like about it? Was the surfing really good?

<USER>: I liked the food, people, weather, nature and the surf.

Ben:

The user is responsible for deciding the conversation topic and is expected to inform the chatbot regarding which topic they prefer to discuss.

3.3 Data Collection

Each participant has two conversations with the chatbot, one with each summarization method implementation. The conversation ends after 4500 input characters from the user.

All conversation transcripts are collected, as well as three summaries of each conversation. This information is stored in the local file system (Figure 3.1.1). Time stamps of each user input are included in the transcript logs. Every five turns the user is asked to rate whether the conversation is going well or not, and these user sentiments are saved (Section Each 5 turns). At the end of each conversation, the participants are asked to fill out an online survey through Google Forms. The link to the survey can be found in Appendix A. The survey consists of demographic information, namely gender and age range, multiple choice questions, and text feedback.

3.3.1 Questionnaire

A part of the online survey is the Chatbot Usability Questionnaire (CUQ), a questionnaire specifically designed for chatbot usability studies from Ulster University [11]. CUQ is comparable with a more well-known usability questionnaire, System Usability Scale (SUS) [1], which is a usability questionnaire intended for studying conventional computer systems. CUQ has been specifically designed for measuring the usability of chatbot systems, which is the reason it was selected for this study.

CUQ consists of sixteen questions with a Likert scale, for reference see Table 3.3.1. The questions relate to either the positive (odd-numbered questions) or negative (even-numbered questions) aspects of the chatbot system. CUQ gives a single score out of
100 and is comparable to the scoring of SUS. This score can be calculated with the equation 3.1.

\[ CUQ = \left( \left( \sum_{n=1}^{m} 2n - 1 \right) - 5 \right) + \left( 25 - \left( \sum_{n=1}^{m} 2n \right) \right) \times 1.6 \]  

(3.1)

where \( m = 16 \), which is the total number of questions, and \( n = \text{individual question specific score} \).

In addition to the CUQ, one more multiple choice statement was added to the survey: "I would be willing to interact with the chatbot again". This score was not calculated together with CUQ metrics but was evaluated separately. Similar metric has been used in several other chatbot studies, such as with Sounding Board [7], Gunrock [33], and Gunrock 2.0 [19].

<table>
<thead>
<tr>
<th>Rating</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&quot;Strongly disagree&quot;</td>
</tr>
<tr>
<td>2</td>
<td>&quot;Disagree&quot;</td>
</tr>
<tr>
<td>3</td>
<td>&quot;Neutral&quot;</td>
</tr>
<tr>
<td>4</td>
<td>&quot;Agree&quot;</td>
</tr>
<tr>
<td>5</td>
<td>&quot;Strongly agree&quot;</td>
</tr>
</tbody>
</table>

Table 3.3.1: Likert scale

### 3.4 Evaluation

In this study both the conversation summaries used for the input prompts and the conversations are evaluated.

#### 3.4.1 Summaries

Typical methods for summary evaluation in machine learning are using automatic metrics, such as Recall-Oriented Understudy for Gisting Evaluation (ROUGE) [20] and BERTScore [34]. However, it has recently been observed that abstractive summaries produced by GPT-3 tend to get lower scores in automatic evaluation compared to State of the art (SOTA) summarization techniques, but outperform these in human evaluation [9]. Hence using existing automatic metrics does not provide a reliable evaluation of the summaries produced by GPT-3, and we will take a qualitative
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approach of human evaluation; comparing generated summaries and selecting the methods which produce the best result according to the human eye.

3.4.2 Conversations

For evaluating the conversation with the chatbot both quantitative and qualitative data is collected. This data includes participants themselves evaluating the conversation every five turns and by filling out a questionnaire after the full conversation as well as human evaluation of the conversation transcripts.

We do not expect the study participants to have a unified perception of what is considered a preferable conversational experience and what is not. It is possible that some participants would simply rate the experience highly because they are impressed or excited by the capabilities of the chatbot system, or due to novelty effect [12], while others might rate the conversations based on other standards such as text chatting with a human. To mitigate such concerns, each participant is asked to use as a baseline the assumption of text chatting with a human interlocutor.

3.4.3 Quantitative Data

Quantitative results evaluated in this study include ratings of how well the conversation is going measured as the positive user sentiment, the duration of each conversation, the average user input length in each conversation, and the survey results, consisting of the CUQ, and the users’ willingness to re-engage with the chatbot.

Average input length is a method for measuring the engagement of the participants. Short inputs on average are expected to imply lower engagement, frustration, or bad-quality output from the chatbot, whereas longer inputs are generally expected to imply that the participant is actively involved in the conversation. Earlier research has found a positive relationship between longer average input length and positive user experience [33]. These assumptions are further validated using the questionnaire and user feedback.

The positive user sentiment is calculated by the formula

$$positive\;sentiment = \frac{positive\;ratings}{all\;ratings} \times 100$$  (3.2)
As the user gives either positive or negative ratings throughout the conversation (Section Each 5 turns), the positive ratings parameter is the number of the positive ones, and all ratings parameter is the number of all ratings.

We also created a compound metric (Equation 3.3) in order to encompass the combined information of CUQ scores, willingness to re-engage with the chatbot, and positive sentiment. Each individual metric is normalized within the range of [0, 1]. Then a weighted sum is calculated.

<table>
<thead>
<tr>
<th>CUQ score ((w_C))</th>
<th>Willingness to re-engage with the chatbot ((w_W))</th>
<th>Positive sentiment ((w_S))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>0.5</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>0.6</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.7</td>
<td>0.15</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 3.4.1: Weights for the compound metric

Four combinations of the weights are tested (Table 3.4.1). The weight for the CUQ scores is set higher than the other two metrics due to its larger relative explanatory power. The weights for both willingness to re-engage with the chatbot and positive sentiment metrics are estimated to be equal, representing our subjective estimate of the approximate explanatory power over the user experience for each metric.

\[
\text{score}_i = w_C \times NC_i + w_W \times NW_i + w_S \times NS_i \tag{3.3}
\]

Where \(i\) is the participant, \(NC\) is the normalized CUQ score, \(NW\) is the normalized willingness to re-engage with the chatbot value and \(NS\) is the normalized positive sentiment value. Weights \(w_C, w_W\) and \(w_S\) represent the corresponding weights for each metric.

For the statistical analysis of the metrics, Wilcoxon Signed-Rank test and Sign test are used to determine whether the results are statistically significant.

3.4.4 Qualitative Data

Human evaluation

For assessing the quality of the summaries and conversations the summaries and transcripts are evaluated by a human eye, which means that they are inspected visually
and compared to each other across both methods based on a subjective view of quality [9]. Due to the limited scope of the study, the evaluation is conducted solely by the author and is limited to comparing the similarities and differences of the example results for the two methods. User feedback is used to support this analysis.

Feedback

At the end of the questionnaire, short text feedback from the participants is collected. This feedback is expected to contain one or more sentences and follow the instruction "Please give feedback on your experience".

The feedback for both methods is analyzed using GPT-3 [2] by creating summaries from the feedback and these summaries are then read and analyzed by the author alongside the original feedback to ensure the quality and introduced to the reader, and by conducting sentiment analysis [21] on the feedback for both methods. GPT-3 model DaVinci version 3 is used for both tasks. For summarization Tl;dr summarization is used with maximum tokens of 256. For sentiment analysis the following prompt is used:

\[
\text{This is a sentiment classifier:} \\
<\text{FEEDBACK}> \\
\text{Sentiment:}
\]

To evaluate the consistency of the sentiment analysis, the sentiment analysis was conducted 10 times for the feedback for both methods. The output will be either positive, neutral, or negative. The input for the sentiment analysis is the full feedback corpora for both methods. The reason for this is to investigate whether there is a difference between the sentiment of the feedback for the two methods.
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Results and Analysis

In this chapter, we will present and analyze the results of the user experiments. A total of 9 volunteer participants took part in the study. We personally knew each study participant, as the participants were recruited from close social circles. The study was conducted on the same computer in a physical location. It proved difficult to recruit more participants in the scope of this study, as volunteers were scarce and each chatbot interaction session took approximately 1–2 hours which resulted in approximately 2–4 hours time commitment from each study participant and from us, as it was required that we were providing the computer, system, and guidelines for the participants.

Each participant had two conversations with the chatbot and answered two questionnaires. One conversation utilized LimContext method and another utilized FullContext method. The order of appearance of these two methods was determined randomly for each participant, and the participants were not aware of which method was in place.

4.1 User Study

4.1.1 Demographics

Out of the 9 participants, 7 were male and 2 were female. Each participant was a native Finnish speaker. This means that none were native English speakers, but each participant had high fluency in English. The age distribution was between 20 and 69, with most participants ($N = 5$) belonging within the range of 30–39 (Table 4.1.1).
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<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value (N=9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (77.8%)</td>
</tr>
<tr>
<td>Female</td>
<td>2 (22.2%)</td>
</tr>
<tr>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>2 (22.2%)</td>
</tr>
<tr>
<td>30-39</td>
<td>5 (55.5%)</td>
</tr>
<tr>
<td>40-49</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>50-59</td>
<td>1 (11.1%)</td>
</tr>
<tr>
<td>60-69</td>
<td>1 (11.1%)</td>
</tr>
</tbody>
</table>

Table 4.1.1: Study participant demographics

4.1.2 Transcripts

Below are 10-turn excerpts from two conversations during the study, one using LimContext method and another using FullContext method. The transcripts are presented to illustrate both methods in practice.

**LimContext Method**

🤖 Right, there could be slower decision making, although I think it could also be beneficial, in that it gives people more time to think critically and with intention. Do you have any other thoughts on the potential benefits of workplace democracy?

👨 No. Do you?

🤖 Well, it could also foster creativity and innovation by allowing diverse experiences and perspectives, which helps to create an environment that encourages people to challenge the status quo and think more broadly.

👨 Yes. But I do not think my boss would like it. Should we make a revolution?

🤖 Revolution isn’t always necessary, I think it really depends on the context and management style. That being said, a workplace democracy could be a good way to revolutionize a hierarchical organization by fully embracing inclusivity and ownership of decisions.

👨 I fully agree! Is there democracy at your workplace?

🤖 Unfortunately no, but I do think it’s something the company should consider. What do you think the potential downsides of workplace democracy might be?
We already went through that. Do you think there are any downsides?

I think one of the main potential downsides is that decisions could take longer, but if the goal is to make well thought-out decisions that represent all voices, then it might be worth the extra time. What do you think?

I agree.

The conversation appears quite fluent. The system asks questions on three out of five turns. Also, the system repeats itself by talking about a topic that was already covered in the conversation. These are typical behaviors for the chatbot according to several users’ feedback (Section 4.1.5).

FullContext Method

What do you mean?

I mean that it things that we find of importance are very personal matters, and I am from the Nordics, we seldomly talk about such things

What do you think Albert Camus was trying to express in The Fall?

The stuff we talked about earlier

Yeah. What specifically?

The absurdity of life

How do you think The Fall speaks to joy and self-care?

It does not really

How does music provide you with an outlet for joy and self-care then?

Rhythm and beautiful melodies are pleasant for the ear

Similar to the previous transcript for Method1, the system asks a lot of questions, this time on each turn. This particular conversation excerpt shows the system relating to the past conversation. The response generation (Generate response) prompt contains two turns from both user and the system. The transcript illustrates how the system is able to bring up music in the conversation even though it was discussed earlier in the conversation.
4.1.3 Questionnaire Results

Chatbot Usability Questionnaire

<table>
<thead>
<tr>
<th>Question</th>
<th>LimContext method</th>
<th>FullContext method</th>
</tr>
</thead>
<tbody>
<tr>
<td>The chatbot’s personality was realistic and engaging</td>
<td>3.22 (1.2)</td>
<td>3.44 (0.88)</td>
</tr>
<tr>
<td>The chatbot seemed too robotic</td>
<td>3.22 (1.3)</td>
<td>3.11 (0.93)</td>
</tr>
<tr>
<td>The chatbot was welcoming during initial setup</td>
<td>4.0 (0.87)</td>
<td>4.0 (0.87)</td>
</tr>
<tr>
<td>The chatbot seemed very unfriendly</td>
<td>1.33 (0.5)</td>
<td>1.11 (0.33)</td>
</tr>
<tr>
<td>The chatbot explained its scope and purpose well</td>
<td>2.78 (0.97)</td>
<td>2.89 (1.36)</td>
</tr>
<tr>
<td>The chatbot gave no indication as to its purpose</td>
<td>3.89 (1.27)</td>
<td>3.33 (1.32)</td>
</tr>
<tr>
<td>The chatbot was easy to navigate</td>
<td>4.0 (1.22)</td>
<td>4.22 (0.97)</td>
</tr>
<tr>
<td>It would be easy to get confused when using the chatbot</td>
<td>2.22 (0.97)</td>
<td>2.56 (1.24)</td>
</tr>
<tr>
<td>The chatbot understood me well</td>
<td>3.22 (1.2)</td>
<td>3.67 (0.71)</td>
</tr>
<tr>
<td>The chatbot failed to recognize a lot of my inputs</td>
<td>2.56 (1.24)</td>
<td>2.56 (1.42)</td>
</tr>
<tr>
<td>Chatbot responses were useful, appropriate and informative</td>
<td>3.0 (1.12)</td>
<td>3.11 (1.62)</td>
</tr>
<tr>
<td>Chatbot responses were irrelevant</td>
<td>2.67 (1.12)</td>
<td>2.89 (1.17)</td>
</tr>
<tr>
<td>The chatbot coped well with any errors or mistakes</td>
<td>3.67 (1.32)</td>
<td>4.0 (0.87)</td>
</tr>
<tr>
<td>The chatbot seemed unable to handle any errors</td>
<td>1.78 (0.97)</td>
<td>1.56 (1.01)</td>
</tr>
<tr>
<td>The chatbot was very easy to use</td>
<td>4.56 (0.53)</td>
<td>4.56 (0.53)</td>
</tr>
<tr>
<td>The chatbot was very complex</td>
<td>1.33 (0.5)</td>
<td>1.67 (0.71)</td>
</tr>
</tbody>
</table>

Table 4.1.2: Mean and standard deviation of the CUQ [11] questionnaire answers for Methods 1 and 2
(Likert scale, 1. Strongly disagree - 5. Strongly agree)

In Table 4.1.2 are presented the average scores for each question for both LimContext method and FullContext method. FullContext method seemed to score slightly higher on positive questions and lower on negative questions most of the time. On 6 out of 8 positive questions FullContext method had a higher score, and on 2 out of 8 questions the same score as LimContext method. FullContext method did not get a lower score in any of the 8 positive questions. On negative questions FullContext method scored lower, indicating better user experience, in 4 out of 8 questions. In 3 out of 8, questions higher FullContext method scored higher, and in one question the scores were the same between both methods.

After calculating the CUQ scores [11], as can be seen in Table 4.1.3, the previous observations hold as FullContext method achieves a higher average CUQ score of 67.4 as compared to LimContext method with a CUQ score of 64.8. Also, the lowest and highest scores for FullContext method are higher than for LimContext method.
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<table>
<thead>
<tr>
<th>Participant</th>
<th>LimContext method</th>
<th>FullContext method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.1</td>
<td>87.5 *</td>
</tr>
<tr>
<td>2</td>
<td>75.0</td>
<td>85.9 *</td>
</tr>
<tr>
<td>3</td>
<td>78.1</td>
<td>75.0 *</td>
</tr>
<tr>
<td>4</td>
<td>39.1 *</td>
<td>45.3</td>
</tr>
<tr>
<td>5</td>
<td>59.4 *</td>
<td>71.9</td>
</tr>
<tr>
<td>6</td>
<td>82.8</td>
<td>79.7 *</td>
</tr>
<tr>
<td>7</td>
<td>68.8 *</td>
<td>57.8</td>
</tr>
<tr>
<td>8</td>
<td>56.3 *</td>
<td>57.8</td>
</tr>
<tr>
<td>9</td>
<td>45.3</td>
<td>45.3 *</td>
</tr>
<tr>
<td><strong>Mean (SD)</strong></td>
<td><strong>64.8 (15.6)</strong></td>
<td><strong>67.4 (16.3)</strong></td>
</tr>
</tbody>
</table>

Table 4.1.3: CUQ [11] questionnaire results for each participant.

* = indicates which method was the first the user interacted with

<table>
<thead>
<tr>
<th>Participant</th>
<th>LimContext method</th>
<th>FullContext method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>4 *</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>4 *</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>4 *</td>
</tr>
<tr>
<td>4</td>
<td>2 *</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>4 *</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>5 *</td>
</tr>
<tr>
<td>7</td>
<td>3 *</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>3 *</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>1 *</td>
</tr>
<tr>
<td><strong>Mean (SD)</strong></td>
<td><strong>3.0 (1.12)</strong></td>
<td><strong>3.67 (1.22)</strong></td>
</tr>
</tbody>
</table>

Table 4.1.4: Willingness to re-engage with the chatbot for each participant

* = indicates which method was the first the user interacted with

<table>
<thead>
<tr>
<th>Participant</th>
<th>LimContext method</th>
<th>FullContext method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1:13:45</td>
<td>0:59:21 *</td>
</tr>
<tr>
<td>2</td>
<td>1:41:40</td>
<td>2:20:48 ×</td>
</tr>
<tr>
<td>3</td>
<td>0:50:23 ×</td>
<td>0:48:29 *</td>
</tr>
<tr>
<td>4</td>
<td>0:41:45 *</td>
<td>0:35:36</td>
</tr>
<tr>
<td>5</td>
<td>0:55:11 *</td>
<td>0:49:14</td>
</tr>
<tr>
<td>6</td>
<td>0:40:57</td>
<td>0:39:08 *</td>
</tr>
<tr>
<td>7</td>
<td>0:33:47 *</td>
<td>0:47:55</td>
</tr>
<tr>
<td>8</td>
<td>1:20:45 *</td>
<td>1:26:33</td>
</tr>
<tr>
<td>9</td>
<td>1:27:11</td>
<td>1:17:48 *</td>
</tr>
</tbody>
</table>

Table 4.1.5: Scaled average duration (hh:mm:ss)

* = indicates which method was the first the user interacted with, × = indicates premature termination of the conversation
**Willingness to Re-engage with the Chatbot**

The mean willingness to re-engage with the chatbot was 3.0 for LimContext method, and 3.67 for FullContext method.

Some benchmark results include Sounding Board [7] which achieved a rating of 3.37 out of 5 in 2017, in 2018 Gunrock [33] achieved 3.62 out of 5, and in 2020 Gunrock 2.0 [19] achieved a top rating of 3.73 out of 5. All these three results were based on much larger studies with thousands of participants.

### 4.1.4 Statistical Analysis

<table>
<thead>
<tr>
<th>Data</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUQ score</td>
<td>0.70711</td>
<td>0.23975</td>
</tr>
<tr>
<td>Willingness to re-engage with the chatbot</td>
<td>1.34164</td>
<td>0.08986</td>
</tr>
</tbody>
</table>

Table 4.1.6: Novelty effect Sign test results for the CUQ and willingness to re-engage with the chatbot scores

<table>
<thead>
<tr>
<th>Data</th>
<th>Z-value</th>
<th>W-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUQ score</td>
<td>-0.8402</td>
<td>12</td>
</tr>
<tr>
<td>Willingness to re-engage with the chatbot</td>
<td>-1.3484</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table 4.1.7: Results of two-tailed Wilcoxon Signed-Rank test for CUQ and for willingness to re-engage with the chatbot scores

Before running the Wilcoxon Signed-Rank test on the CUQ and the willingness to re-engage with the chatbot scores we wanted to make sure that the differences between the mean values and possible statistical significance between the two methods were not affected by the fact that it was the first time the user interacted with the system, in other words, the novelty effect [12]. We ran a one-tailed Sign test for both scores with the null hypothesis that there was no novelty effect (Table 4.1.6). For the CUQ scores the z-value was 0.70711 and the p-value was 0.23975, so with the significance level of 0.05 the result is not statistically significant and the null hypothesis holds. For the willingness to re-engage with chatbot score the z-value was 1.34164 and the p-value was 0.08986. So with the significance level of 0.05, the result is not statistically significant and the null hypothesis cannot be rejected. This means that we cannot show statistically that there was a novelty effect. The low p-value suggests that the two datasets were quite different, even if not statistically significant.
To test the statistical significance of the CUQ scores we conducted a two-tailed Wilcoxon Signed-Rank test for the CUQ scores with the null hypothesis that the means for LimContext method and FullContext method are the same (Table 4.1.7). For small \( N (< 20) \) we are interested in the \( W \)-value. The resulting \( W \)-value was 12 with the critical value for \( W \) being 3, indicating a statistically not significant result with a significance level of 0.05. Hence the null hypothesis cannot be rejected.

To test the statistical significance of the willingness to re-engage with the chatbot score we conducted a two-tailed Wilcoxon Signed-Rank test, with the null hypothesis that the mean for LimContext method and FullContext method are the same (Table 4.1.7). The resulting \( Z \)-value was \(-1.3484\), but due to many equivalent value pairs, the \( p \)-value could not be calculated. The resulting \( W \)-value was 2.5. However, due to the limited sample size, the critical value for \( W \) cannot be calculated.

We then ran a two-tailed Sign test with the same null hypothesis. The \( z \)-value was \(1.34164\) and the \( p \)-value was \(0.17971\). With a 0.05 significance level, the result is not significant. So the null hypothesis cannot be rejected.

### 4.1.5 Feedback

<table>
<thead>
<tr>
<th>Feedback (N=9)</th>
<th>LimContext method</th>
<th>FullContext method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chatbot asked too many questions</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Chatbot got stuck on the same topic</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Chatbot could change topics fluently</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Chatbot repeated questions that were already asked</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>The discussion felt authentic/fluent</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Chatbot remembered things</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.1.8: Most common feedback and the number of occurrences in the written feedback

In Table 4.1.8 the most common feedback and the corresponding number of occurrences for both methods are presented. The most common feedback was that the chatbot repeated questions it had already asked. Other common feedback was that the chatbot had difficulties switching between topics, but there was also contradictory feedback saying that switching between topics was fluent. Several participants also said that the conversation felt fluent or human-like. One interesting comment from the point of view of the summaries was that the chatbot was referencing the
previous conversation topic, implying that it was able to remember things from the discussion.

**Feedback: Analysis**

The feedback for both LimContext method and FullContext method was summarized to capture the main content, and sentiment analysis was conducted, as described in Section 3.4.4.

Below are the summarization results:

**LimContext method**

*The chatbot was often difficult to get away from a certain topic and it kept repeating some of the questions. However, it was still able to give precise answers to factual questions and it was a good experience to have a conversation with it.*

**FullContext method**

*The chatbot was generally good at responding to questions and had a pleasant tone of voice. It got a bit stuck in some topics, and it asked the same questions multiple times. It also had a tendency to ask questions that it then answered itself. Apart from that, the chatbot was quite successful in giving relevant replies and giving personality to the conversation.*

<table>
<thead>
<tr>
<th>Round</th>
<th>LimContext method</th>
<th>FullContext method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>2</td>
<td>Neutral</td>
<td>Positive</td>
</tr>
<tr>
<td>3</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>4</td>
<td>Neutral</td>
<td>Positive</td>
</tr>
<tr>
<td>5</td>
<td>Neutral</td>
<td>Positive</td>
</tr>
<tr>
<td>6</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>7</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>8</td>
<td>Neutral</td>
<td>Neutral</td>
</tr>
<tr>
<td>9</td>
<td>Neutral</td>
<td>Positive</td>
</tr>
<tr>
<td>10</td>
<td>Neutral</td>
<td>Neutral</td>
</tr>
</tbody>
</table>

Table 4.1.9: GPT-3 sentiment analysis results on user feedback, \{negative, neutral, positive\}

The sentiment analysis with the feedback for both methods was conducted ten times (Round) to evaluate the consistency of the sentiment analysis results. Results for the
sentiment analysis were neutral 60% of the time and negative 40% of the time for LimContext method and positive 80% and neutral 20% of the time for FullContext method, indicating generally more favorable feedback for FullContext method. As there are no benchmark results for GPT-3 sentiment analysis, one should be careful to draw further conclusions from these results.

4.2 Quantitative Analysis

<table>
<thead>
<tr>
<th>Participant</th>
<th>LimContext method</th>
<th>FullContext method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>31</td>
<td>71 *</td>
</tr>
<tr>
<td>2</td>
<td>33</td>
<td>39 * ×</td>
</tr>
<tr>
<td>3</td>
<td>42 ×</td>
<td>47 *</td>
</tr>
<tr>
<td>4</td>
<td>77 *</td>
<td>86</td>
</tr>
<tr>
<td>5</td>
<td>36 *</td>
<td>43</td>
</tr>
<tr>
<td>6</td>
<td>81</td>
<td>91 *</td>
</tr>
<tr>
<td>7</td>
<td>94 *</td>
<td>57</td>
</tr>
<tr>
<td>8</td>
<td>62 *</td>
<td>57</td>
</tr>
<tr>
<td>9</td>
<td>53</td>
<td>52 *</td>
</tr>
</tbody>
</table>

Table 4.2.1: Average length of user inputs

* = indicates which method was the first the user interacted with, × = indicates premature termination of the conversation

<table>
<thead>
<tr>
<th>Participant</th>
<th>LimContext method</th>
<th>FullContext method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>82.76</td>
<td>83.33 *</td>
</tr>
<tr>
<td>2</td>
<td>77.78</td>
<td>93.33 * ×</td>
</tr>
<tr>
<td>3</td>
<td>83.33 ×</td>
<td>57.89 *</td>
</tr>
<tr>
<td>4</td>
<td>9.09 *</td>
<td>50.0</td>
</tr>
<tr>
<td>5</td>
<td>56.0 *</td>
<td>61.9</td>
</tr>
<tr>
<td>6</td>
<td>90.91</td>
<td>88.89 *</td>
</tr>
<tr>
<td>7</td>
<td>77.78 *</td>
<td>87.5</td>
</tr>
<tr>
<td>8</td>
<td>14.29 *</td>
<td>50.0</td>
</tr>
<tr>
<td>9</td>
<td>25.0</td>
<td>70.59 *</td>
</tr>
</tbody>
</table>

Table 4.2.2: Positive sentiment (%) of each conversation for both methods

* = indicates which method was the first the user interacted with, × = indicates premature termination of the conversation

Table 4.2.3 displays quantitative metrics from the conversations (Section 3.4.3). There are two duration measures; average duration and average scaled duration. The reason for this is that on two occasions the conversations ended before the character limit was
Table 4.2.3: Conversation duration, average input length, positive user sentiment

<table>
<thead>
<tr>
<th></th>
<th>LimContext method</th>
<th>FullContext method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average duration (hh:mm:ss)</td>
<td>1:01:36</td>
<td>0:59:22</td>
</tr>
<tr>
<td>Scaled average duration (hh:mm:ss)</td>
<td>1:02:49</td>
<td>1:04:59</td>
</tr>
<tr>
<td>Average input length (characters)</td>
<td>56</td>
<td>60</td>
</tr>
<tr>
<td>Positive sentiment (%)</td>
<td>57.4</td>
<td>71.5</td>
</tr>
</tbody>
</table>

Table 4.2.3: Conversation duration, average input length, positive user sentiment

Figure 4.2.1: Relationship between scaled duration and CUQ scores, and the order of interaction with the system (* = indicates which method was the first the user interacted with reached due to the participant accidentally leaving the page, resulting in the premature termination of the conversation. The scaled average duration was calculated using the following formula \( \text{duration in seconds/total characters} \times 4500 \). As the complete conversations ended after 4500 input characters, the duration of the prematurely terminated conversations were scaled to this character limit, resulting in an estimated duration of the conversation if it had continued without premature termination. The average duration was slightly higher for LimContext method, but the scaled average
Figure 4.2.2: Relationship between scaled duration and positive sentiment, and the order of interaction with the system (* = indicates which method was the first the user interacted with.

duration was slightly lower than for FullContext method. The difference between the average input length is 4 characters between the two methods.

In Figure 4.2.1 we can observe the relationship between the scaled conversation duration and CUQ scores. Higher CUQ score could be related to shorter duration, as it could be assumed that the user would write longer answers and hence the conversation duration would be reduced. However, no such trend can be observed in the figure. In Figure 4.2.2 we can try to observe a similar relationship between the scaled conversation duration and positive sentiment percentage, expecting a shorter duration with more favorable sentiment. Once again no such trend can be seen.

The difference between positive sentiment is 14.1 percentage points. This is a clear difference in absolute terms. A higher average input length and positive sentiment seem to have a positive relationship. Scaled average duration and average input length
also have a positive relationship. This is unexpected, as writing shorter answers is expected to lead to longer conversations. However, the differences are so small that they can be caused by other factors too, such as longer breaks during the study. Looking at Figure 4.2.3 we can observe the relationship between average input length and positive sentiment percentage. The assumption is that a longer average input length is a sign of more favorable sentiment, as the user could write longer inputs if they enjoy the conversation. No such trend is visible in the figure.

no clear patterns can be detected.

### 4.2.1 Statistical Analysis

Before conducting the statistical tests on the metrics we are interested in whether the novelty effect [12] affected the average input lengths or user sentiment. To analyze
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<table>
<thead>
<tr>
<th>Metric</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Answer input length</td>
<td>1</td>
<td>0.15866</td>
</tr>
<tr>
<td>Positive sentiment</td>
<td>1</td>
<td>0.15866</td>
</tr>
</tbody>
</table>

Table 4.2.4: Results of one-tailed Sign test for novelty effect of answer input lengths and positive sentiment

this, we use the one-tailed Sign test, with the *null* hypothesis that there is no novelty effect, which means that it did not matter that it was the first time the user interacted with the system regardless of which method was used (Table 4.2.4).

For the average input lengths, the *z*-value was 1, and the *p*-value was 0.15866. With the significance level of 0.05, the result is not significant. The *null* hypothesis holds, so there is no novelty effect.

For the positive sentiment values, the *z*-value from the Sign test was 1, and the *p*-value was 0.15866. With the significance level of 0.05, the result is not significant. The *null* hypothesis holds, so there is no novelty effect in this case either.

<table>
<thead>
<tr>
<th>Metric</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Answer input length</td>
<td>1</td>
<td>0.31731</td>
</tr>
<tr>
<td>Positive sentiment</td>
<td>1.66667</td>
<td>0.09558</td>
</tr>
</tbody>
</table>

Table 4.2.5: Results of two-tailed Sign test for answer input lengths and positive sentiment

As the novelty effect does not seem to have a statistically significant effect on the positive sentiment and average user input length, we tested whether there is statistical significance between the two methods for both metrics. A two-tailed Sign test was used with the *null* hypothesis that the means are the same for both methods (Table 4.2.5).

For average input length, the *z*-value was 1, with the *p*-value 0.31731. With a significance level of 0.05, the result is not significant. Hence, the *null* hypothesis cannot be rejected.

For positive sentiment, the *z*-value was 1.66667, with the *p*-value 0.09558. With a significance level of 0.05, the result is not significant. The *null* hypothesis cannot be rejected.

Lastly, we calculated the compound metric score (Equation 3.3).

To make sure that the novelty effect does not affect the compound metric results, even
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#### Table 4.2.6: The compound metric scores. The scores are calculated by normalizing CUQ scores, willingness to re-engage with the chatbot, and positive sentiment values, and calculating a weighted sum with weights [0.4, 0.3, 0.3]

<table>
<thead>
<tr>
<th>Participant</th>
<th>LimContext method</th>
<th>FullContext method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.786</td>
<td>0.9 *</td>
</tr>
<tr>
<td>2</td>
<td>0.758</td>
<td>0.849 * ×</td>
</tr>
<tr>
<td>3</td>
<td>0.787 ×</td>
<td>0.699 *</td>
</tr>
<tr>
<td>4</td>
<td>0.259 *</td>
<td>0.481</td>
</tr>
<tr>
<td>5</td>
<td>0.631 *</td>
<td>0.698</td>
</tr>
<tr>
<td>6</td>
<td>0.604</td>
<td>0.885 *</td>
</tr>
<tr>
<td>7</td>
<td>0.659 *</td>
<td>0.644</td>
</tr>
<tr>
<td>8</td>
<td>0.418 *</td>
<td>0.606</td>
</tr>
<tr>
<td>9</td>
<td>0.331</td>
<td>0.393 *</td>
</tr>
<tr>
<td>Mean</td>
<td>0.581</td>
<td>0.684</td>
</tr>
</tbody>
</table>

* = indicates which method was the first the user interacted with, × = indicates premature termination of the conversation

#### Table 4.2.7: The compound metric scores. The scores are calculated by normalizing CUQ scores, willingness to re-engage with the chatbot, and positive sentiment values, and calculating a weighted sum with weights [0.5, 0.25, 0.25]

<table>
<thead>
<tr>
<th>Participant</th>
<th>LimContext method</th>
<th>FullContext method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.785</td>
<td>0.896 *</td>
</tr>
<tr>
<td>2</td>
<td>0.757</td>
<td>0.85 * ×</td>
</tr>
<tr>
<td>3</td>
<td>0.786 ×</td>
<td>0.707 *</td>
</tr>
<tr>
<td>4</td>
<td>0.281 *</td>
<td>0.476</td>
</tr>
<tr>
<td>5</td>
<td>0.624 *</td>
<td>0.702</td>
</tr>
<tr>
<td>6</td>
<td>0.641</td>
<td>0.871 *</td>
</tr>
<tr>
<td>7</td>
<td>0.663 *</td>
<td>0.633</td>
</tr>
<tr>
<td>8</td>
<td>0.442 *</td>
<td>0.601</td>
</tr>
<tr>
<td>9</td>
<td>0.352</td>
<td>0.403 *</td>
</tr>
<tr>
<td>Mean</td>
<td>0.592</td>
<td>0.682</td>
</tr>
</tbody>
</table>

* = indicates which method was the first the user interacted with, × = indicates premature termination of the conversation

if it did not affect the individual metrics, a one-tailed Sign test was conducted with the null hypothesis that there was no novelty effect (Table 4.2.10). The z-values were 0.33333 and the p-values were 0.36944 across all different weights. With the significance level of 0.05 the null hypothesis cannot be rejected and it can be concluded that there was no novelty effect affecting these scores.

The null hypothesis for a two-tailed Wilcoxon Signed-Rank test is that the compound metric means for both methods are the same. The results were the same across all
Table 4.2.8: The compound metric scores. The scores are calculated by normalizing CUQ scores, willingness to re-engage with the chatbot, and positive sentiment values, and calculating a weighted sum with weights [0.6, 0.2, 0.2]

* = indicates which method was the first the user interacted with, × = indicates premature termination of the conversation

Table 4.2.9: The compound metric scores. The scores are calculated by normalizing CUQ scores, willingness to re-engage with the chatbot, and positive sentiment values, and calculating a weighted sum with weights [0.7, 0.15, 0.15]

* = indicates which method was the first the user interacted with, × = indicates premature termination of the conversation

Table 4.2.10: Results of one-tailed Sign test for novelty effect of the compound metric across different weights
Figure 4.2.4: Relationship between scaled duration and combination metric score with weights [0.5, 0.25, 0.25], and the order of interaction with the system (* = indicates which method was the first the user interacted with)

<table>
<thead>
<tr>
<th>Weights</th>
<th>Z-value</th>
<th>W-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0.4, 0.3, 0.3]</td>
<td>-2.0732</td>
<td>5</td>
</tr>
<tr>
<td>[0.5, 0.25, 0.25]</td>
<td>-2.0732</td>
<td>5</td>
</tr>
<tr>
<td>[0.6, 0.2, 0.2]</td>
<td>-2.0732</td>
<td>5</td>
</tr>
<tr>
<td>[0.7, 0.15, 0.15]</td>
<td>-2.0732</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 4.2.11: Results of two-tailed Wilcoxon Signed-Rank test for compound metric score across different weights

proposed weight combinations. The test gave a Z-value of -2.0732. As $N = 9$ is too small for the Wilcoxon $W$ statistic to form a normal distribution, an accurate $p$-value could not be calculated. The $W$-value was 5. At $N = 9$ the critical value for $W$ was 5. This means that with the significance level of 0.05, the result is statistically significant. The null hypothesis can be rejected, and it can be concluded that according to the compound metric, there was a statistically significant difference in the user experience between LimContext method and FullContext method.
4.3 Conversation Summaries

In this section examples of summary prompts and resulting summaries from the user experiments are introduced for both summarization methods (Section 3.2.1). This helps to further understand the difference between the two methods and how the resulting summaries may affect conversations in different ways. The conversation excerpts used in the examples are from one of the conversations during the study. Section 4.3.2 presents the real summary produced during the conversation. For comparability, in Section 4.3.1 the prompt is generated from the same conversation, but LimContext method is used instead.

4.3.1 LimContext Method

Prompt

Summarize the following conversation between two friends:

Ben: Interesting. I could see how that would be a major theme for the movie. Was there any particular moment in the movie that impacted you the most?

<User>: Yeah, the fact that we as a species caused the death of our planet. We humans are so dumb, don’t you agree? It would be so much better if artificial intelligence took over the world and fixed the planet by getting rid of us.

Ben: Haha yeah, that’s definitely a thought-provoking idea. I’m sure there are a few people that believe that’s actually possible. Could you talk more about the scene that impacted you the most?

<User>: Maybe the scene in which the kids were failing school because they disagreed with the teacher as they didn’t believe in conspiracy theories about moon. The fact that even the schooling system was full off conspiracy theories and didn’t believe science anymore.

Ben: Wow, that’s so powerful. It really speaks to how we can grow so cynical and paranoid to the point where science becomes fake news. This similar sort of attitude could lead to the death of our planet as mentioned in the movie.

<User>: That is so true!

Ben: Do you think it’s possible that artificial intelligence could save us in this
scenario?

<USER>: It depends how we build it. What kind of incentives and motives we’ll give it. If it’s build by scientists and based on peer-reviewed knowledge, then maybe yes. At least it could help us.

Ben: Yeah, that’s true. It’s a fascinating concept to explore.

<USER>: Yes, indeed.

Ben: Why do you think Nolan chose to include the scene with children failing school because of conspiracy theories?

<USER>: I think he wanted to show the world where we will end up if healthy criticism towards new information vanishes. If the young generation will continue believing everything else than scientifically proven truth. If we will allow big corporations to utilize algorithms that focus on clicks and traffic.

Ben: That sounds pretty scary! And what do you think the potential of Artificial Intelligence is? Could it really save the planet from the climate crisis?

<USER>: I already answered that

Ben: Sorry. Could you please give me your opinion on Artificial Intelligence and the potential of using algorithms to focus on clicks and traffic?

<USER>: I don’t like it

The summary should describe the context of the conversation in the past tense.

Summary

Ben and <USER> had a conversation about a movie, which focused on the death of the planet caused by humans. <USER> mentioned that artificial intelligence could take over the world and fix the planet by getting rid of humans, to which Ben responded with a thought-provoking idea. <USER> then discussed the scene in the movie where children failed school because they disagreed with the teacher about conspiracy theories about the moon.
Summarize the following conversation between two friends:

Ben and <USER> discussed the themes of Christopher Nolan’s movie ‘Interstellar’ and the potential of Artificial Intelligence to save the planet from climate change, framing it with the scene from the movie in which children were failing school due to believing conspiracy theories. They debated the consequences of disregarding scientific facts, considering whether Artificial Intelligence could help and the potential of the developing algorithms to focus on clicks and traffic.

Ben: Wow, that’s so powerful. It really speaks to how we can grow so cynical and paranoid to the point where science becomes fake news. This similar sort of attitude could lead to the death of our planet as mentioned in the movie.

<User>: That is so true!

Ben: Do you think it’s possible that artificial intelligence could save us in this scenario?

<User>: It depends how we build it. What kind of incentives and motives we’ll give it. If it’s build by scientists and based on peer-reviewed knowledge, then maybe yes. At least it could help us.

Ben: Yeah, that’s true. It’s a fascinating concept to explore.

<User>: Yes, indeed.

Ben: Why do you think Nolan chose to include the scene with children failing school because of conspiracy theories?

<User>: I think he wanted to show the world where we will end up if healthy criticism towards new information vanishes. If the young generation will continue believing everything else than scientifically proven truth. If we will allow big corporations to utilize algorithms that focus on clicks and traffic.

Ben: That sounds pretty scary! And what do you think the potential of Artificial Intelligence is? Could it really save the planet from the climate crisis?

<User>: I already answered that
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Ben: Sorry. Could you please give me your opinion on Artificial Intelligence and the potential of using algorithms to focus on clicks and traffic?

<USER>: I don’t like it

The summary should describe the context of the conversation in the past tense.

Summary

Ben and <USER> discussed the themes of Christopher Nolan’s movie ‘Interstellar’ and how cynicism and paranoia caused by conspiracy theories could potentially lead to the death of the planet. They debated the consequences of disregarding scientific facts, considering whether Artificial Intelligence could help and the potential of the developing algorithms to focus on clicks and traffic.

4.3.3 Evaluation

The resulting summaries elaborate on the difference between the two methods. The summary in Section 4.3.1 is not aware of which movie is discussed as it is not mentioned within the input prompt conversation history window. This information, that the movie in question is Interstellar, is included in the summary in Section 4.3.2 as the previous summary included in the prompt contains this information.

The summary for FullContext method had some parts similar to the previous summary, which was included in the input prompt, and some information was modified and updated. After looking into several prompt and summary pairs, this kind of pattern is common. However, sometimes the prompt summary and result summary are almost identical, with perhaps a few changes in the phrasing. This is because the actual difference between the prompts for the previous and the new summary is only one turn from both user and the system. This means that the summary will gradually be updated over time, but the difference between turns is often small.

The prompt lengths in terms of characters for LimContext method is 2378 and for FullContext method 2005. So the difference is 373 characters or 93 tokens, which is an unnoticeable difference in terms of the computation time from the user’s perspective, and a small difference in terms of cost, as the price per 1000 tokens, is 0.02. The difference in character length is affected by the length of user inputs and chatbot outputs as well as the length of the previous summary, so either method can produce
longer input prompts for summarization.
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Discussion

5.1 Interpreting the Results

5.1.1 User Experience

To answer RQ1 where we asked how the user experience is for the chatbot utilizing the two methods for short-term memory we observed several metrics. Both CUQ and users’ willingness to re-engage with the chatbot scores are metrics used in other chatbot studies [7, 11, 19, 33] and allow to present results that can be compared to existing and new chatbot studies. Additional metrics, namely average input length and positive sentiment provide complementary information about the user experience.

The feedback from the users and the means of the metrics showed that there is a difference between the user experience of the two methods, as the feedback sentiment was more favorable and the average values of the metrics were higher for FullContext method.

Looking at individual metrics, none gave statistically significant results between the two methods even though for FullContext method the means were higher for each metric. We designed the compound metric as an attempt to analyze the overall user experience indicated by the different metrics. Each of the individual metrics in the compound metric provided information on the user experience. The problem was determining how much these metrics related to the user experience. The weights of the metrics were picked with the subjective estimation of how much each metric revealed about the user experience. Four different combinations of weights were
tested to assure more reliable results. The CUQ score is a good metric as it takes into consideration many aspects of the user experience and allows comparison across different studies, but it is also generic, and some of the questions were not applicable or interesting considering this particular study (for example: "The chatbot explained its scope and purpose well" (Table 4.1.2)). The willingness to re-engage with the chatbot encapsulates a lot of information but needs supporting information for better interpretability. The positive sentiment percentage describes the users’ sentiment throughout the whole study, so it also encompasses information that the user may have already forgotten when filling out the online survey. The specific weights of the formula (Equation 3.3) could have been different, but the order and magnitude differences, CUQ having larger weight compared to the other two metrics, and the other two metrics having around equivalent weight, are in our estimation suitable to describe the significance of each metric. The statistical significance of the compound score indicating a difference between the means of the two methods corresponds to our expectations of higher user experience for FullContext method having read the user feedback and observed the mean metrics, and answers the second part of RQ1 where we asked whether there is a difference in the user experience between the two methods. We think that it can be generalized from these results that containing reference to the whole conversation in a short-term memory implementation is a better approach than having a limited window into the most recent past. More work is required to define how much the distant past should be emphasized compared to the more recent past.

We think that the reason for higher user experience for FullContext method is a more balanced summary; the summary is encompassing the whole conversation, and is not focused too much on the near past. The LimContext method only contains information from the past 16 turns. This has two shortcomings; the window to the past is limited, so we lose information, and the last 16 turns may affect the conversation answer generation more than they should. 16 turns are enough to cover usually only one or two topics of discussion. FullContext method on the other hand has a dynamic summary and new information has only a marginal effect on the summary.

The behavior of the two methods matched our expectations. We had assumed that the difference between the two methods would have been more significant. We believe that the reason that it wasn’t is that in reality, the summaries do not affect the answer generation that much and that the rest of the input prompt content is more important considering the user experience. Especially as it is not often in the conversation that
referencing the memory is required. One way to deal with this is asking the LM whether the user is referring to something in the past, and including the summary in the input prompt only in that case.

5.1.2 Prompt Design

Answer Generation

The prompt design in the study (Section 3.2.2) produced results that were evaluated as authentic and human-like by the participants. Several study participants pointed out that the chatbot was asking too many questions (Table 4.1.8). This was common for both methods. Even after telling the chatbot to stop asking questions, it still often continued. This is likely to have occurred due to the wording in the input prompt for answer generation "Ben asks questions often.". For less intrusive conversation one might consider changing the prompt to for example "Ben asks questions sometimes." or similar. In the preliminary system development, we ran a few user tests. This affected the decision to add the above phrase to the prompt, as the chatbot was previously seen as a passive conversation partner due to the lack of questions. The chatbot getting stuck on the same topic, which was repeatedly reported by the participants, resulted likely due to the summary in the input prompt, as even when a user introduced a new topic of discussion, the summary contained a lot of references to the previous topic and this way increasing the probability of producing responses related to this topic. Most participants did feel that the chatbot appeared friendly, which is in line with the chatbot identity "friend".

The feedback gave insights on the behavior of the chatbot and answers to RQ2.1 where we asked about effective prompt design for chatbot response generation. Based on the quantitative metrics and user feedback, users had a good user experience with the system, as discussed before, which indicates that the prompt design introduced in this study was effective. We believe that with some improvements in the prompt design, such as discussed above, the user experience could be improved. A systematic analysis of different prompts and results was out of the scope of this study as it would have required significantly more time and effort. Example transcripts can be found in Section 4.1.2.
Summaries

To answer RQ2.2, where we asked about effective prompt design for abstractive dialogue summarization, a look into the resulting summaries is needed (Section 4.3). Evaluating the summaries manually, the prompt design was able to successfully produce summaries that encompass important details of the conversation for both methods. The summaries did, however, contain some mistakes. For example, in the summary for LimContext method, the summary mistakenly writes “The conversation was between two friends discussing the AI assistant, Ben”. Two friends did not discuss an AI assistant, but the user was discussing with an AI assistant about the AI assistant itself. This confusion is likely to occur because of the wording in the input prompt (Section 3.2.1). The conversation switched from acknowledging Ben as an AI assistant instead of a friend. In the prompt, however, Ben was still referred to as a friend, not an AI assistant, giving Ben two different identities. Such confusion might cause disruptions in the conversation, but further study is needed to validate this.

5.2 Limitations

Some important limitations in this study included experimenting with different parameter settings, such as the number of turns to be included in the summary prompt, or the upper bound for the summary length. Also comparing different input prompts for both summarization and text generation tasks to find optimal ones was limited due to the scope of this study.

In hindsight, the study data could have been analyzed more longitudinally, by observing user behavior during the conversations and by running sentiment analysis on different parts of the conversation. This could have covered more nuanced information regarding user behavior.

The number of participants was 9, which means that one should be careful with generalizing these results. With such a small sample size some of the differences in the results may be due to randomness. The reason for such a small number of participants was due to the time constraints and due to the difficulty finding more participants.
5.3 Future Work

In addition to improved prompt designs and parameter tuning, as discussed in Section 5.2, the possibilities for different short-term memory implementations for GPT-3, and other LLM, based chatbots are vast.

A larger study with more participants would be required for a systematic analysis of different prompt designs, both for summarization and response generation, as well as for different parameter settings, such as the optimal length of the summaries and responses.

In this study, the summaries were limited to each individual conversation. Extending the chatbot’s memory over several conversations by preserving the summary could be another topic for future work. This could enable the chatbot to learn about its conversational partner in the long run. The current maximum summary length of 100 tokens is quite limited, so other summarization approaches might need to be considered.

From analyzing the conversations and summaries, we also learned that it might be more relevant to remember specific facts from the conversation rather than learning the broader context. Further study is needed to validate this assumption and to consider how the information should be represented.

A novel approach for short-term memory implementation would be generating several keyword-constrained summaries, that would be matched either by topic keywords or user intent. Instead of maintaining a single summary, that tries to encompass the most relevant information, several keyword-specific summaries would be stored, and used in the answer generation prompt only if a certain topic or intent is detected in the conversation.

Here is an example of the proposed method for the keyword Japan:

<User>: Hi Ben! I would like to talk about Japan

Ben: Wow, great choice! What do you like best about Japan? What kind of culture do you find most interesting? Are there any particular places you’ve been to in Japan that you enjoyed?

<User>: I have never been there
Ben: OK, so what makes you want to know more about Japan? What kind of things have you found interesting about it so far?

<USER>: i think it looks nice in the pictures. do you know anything about japan’s history? could you tell me?

Ben: Absolutely! Japan has a long and interesting history that goes back thousands of years. One of the most iconic figures from Japanese history is the legendary samurai warrior class that rose to prominence during the late Heian period.

<USER>: interesting. how did they do in the second world war?

Ben: The Japanese Imperial forces were involved in WWII and had a considerable amount of success in the early years of the war, but eventually suffered devastating losses as the Allied powers gained the upper hand.

<USER>: how do you feel about that?

Ben: Well, it's certainly a very complex and difficult topic to discuss. I think it's important to remember the human cost of the war and to try to learn from the lessons of history so we don't repeat the same mistakes.

<USER>: true. but otherwise it seems like a nice country. good food!

Ben: Absolutely! I think the Japanese cuisine is something that shouldn't be overlooked. Even if you don't have much of a taste for foreign dishes, you're sure to find something delicious there.

<USER>: true

Ben: What would you like to know more about when it comes to Japan?

<USER>: well, i do not know that much about its government?

Ben: Sure! Japan has a parliamentary system of government made up of a bicameral legislature and a cabinet system of ministers. The prime minister is elected by the legislature and then appointed by the emperor. Does that answer your question?

<USER>: it does. was not the last prime minister killed?

Ben: Yes, the last Prime Minister of Japan, Shinzo Abe, died in 2021. His death
was sudden and unexpected. He was posthumously awarded the Grand Cordon of the Order of the Paulownia Flowers by Emperor Naruhito.

<USER>: he seemed like a nice guy

Ben: He was indeed. During his time in office he was a strong voice for Japanese interests and had a long record of service.

Summarize the above conversation focusing on Japan:

Which resulted in the following summary:

In this conversation, the two parties discussed Japan, its culture, history, and government. They discussed the legendary samurai warriors from the Heian period, Japan’s involvement in WWII, its cuisine, and the passing of its last Prime Minister, Shinzo Abe. They also reflected on Abe’s legacy of service and his posthumous award.

The system could then access this summary when the keyword Japan, or a set of related keywords, such as Tokyo, Asia, travel, and so on, are detected in the conversation. Further implementation details are left for the future.

The fast pace of LLM development has yielded interesting solutions during this project. ChatGPT [23] has the capability to remember things from the past conversation. It is unclear whether there is some kind of memory module behind this feature, or if it is because the conversation history is included in the input prompt. ChatGPT is the first LLM based chatbot system we have come across so far that has some kind of recollection of the past.

The approach proposed in this project is a general idea for LLM based chatbot short-term memory implementation. This means that with some adjustments it can be adopted by different LLM based chatbots, not just GPT-3 based chatbots.
Chapter 6

Conclusions

This project was about implementing a short-term memory for a LLM based chatbot by creating abstractive summaries from the conversational history and injecting these into the input prompts so that the LM is provided with relevant information from the past and studying the user experience of the users interacting with the system. The motivation for this was that such a memory feature might improve the user experience by allowing the chatbot to remember what has been previously discussed during a long conversation and applying this knowledge to provide responses that are preferable for the users as compared to responses without such historical context. Another motivation was that it is computationally and resource-wise expensive to include the full conversation history in the input prompt. In addition, the study investigated effective prompt designs for both dialogue response generation and abstractive dialogue summarization with GPT-3 [2].

The two short-term memory implementations, LimContext method and FullContext method generated summaries using previous conversation turns. The difference was that FullContext method also used the previous summary in generating the new one, as an attempt to capture information from the more distant past. Different metrics collected during the user study provide information on the user experience of the participants. The statistical analysis allowed comparing the two methods. The individual metrics did not find statistically significant differences between the two methods, but a combination of metrics, referred to as the compound metric, showed a statistically significant difference in the user experience between the two methods proposed. The feedback provided by the users tended to be more favorable
towards FullContext method. There was also some evidence in the feedback of users experiencing that the chatbot had a memory of the past conversation.

The methods proposed may hopefully aid in future work for designing LLM based chatbot systems and short-term memory implementations for such systems. Also, the study adds to pre-existing literature on GPT-3 prompt design.
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Link to the questionnaire: https://forms.gle/K7DqVRopdpzT1aYv6