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Abstract—In this paper, we formulate and solve the opti-
mization problem for joint access point placement and resource
allocation for indoor mmWave communications with static users,
with a particular focus on airplanes. The proposed scheme
obtains the required number of access points (APs) and their
locations, for a given data rate threshold and given radio
resources such as bandwidth, antenna numbers, and AP co-
operation. We first build an airplane cabin environment in a
ray-tracing tool to realistically capture the propagation effects.
Then, we cast optimal deployment problems considering the
performance of different AP cooperation schemes, namely coor-
dinated scheduling (CS), non-coherent joint transmission (NC-
JT), and coherent joint transmission (C-JT). The results indicate
that full cooperation among the APs with C-JT requires fewer
APs, especially under high data rate requirements. Comparing
the network deployments in the mmWave and sub-6GHz bands,
we observe 9 times higher data rates in mmWave although more
APs are required.

Index Terms—Millimeter wave communications, radio re-
source allocation, access point deployment, ray-tracing.

I. INTRODUCTION

With emerging applications such as ultra-high definition
video streaming, virtual reality (VR), and wireless cognition,
the demand for mobile network data is expected to grow
in the 6G networks [1]. To support the high demand, the
millimeter wave (mmWave) bands (24-78 GHz) are promising
due to the large amount of available bandwidth. Despite
this advantage, mmWave communication is more sensitive to
variations in the propagation environment and blocking of
individual propagation paths compared to the conventional
sub-6-GHz bands [2]. One method to improve the signal
quality is beamforming, where multi-antennas at the access
point (AP) side focus the radiated energy towards the receiver
to extend coverage [2]. Another method is the cooperation
among several APs to have a macro diversity if one AP link
is blocked [3]. Since the service quality is largely affected
by the environment geometry and the blocking objects, the
correct positioning of the APs is a necessary step to guarantee
the best performance with fewer radio elements.

There are several prior works on mmWave network deploy-
ment, whereof most focus on outdoor environments, where the
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users are mobile, and expanding the coverage area is the main
objective of the deployment [4], [5]. In [4], the coverage area
is maximized by increasing the availability of line-of-sight
(LOS) links. The authors aim at providing desired received
signal power levels over randomly generated city maps [5].
The mmWave network deployment is less investigated for
indoor environments than the outdoors. The authors of [6]
focus on maximizing the LOS coverage probability for indoor
mmWave networks. In [7], the authors solve optimal user
association and AP deployment jointly for indoor mmWave
networks. The coverage is defined on a grid basis, where
users are mobile and randomly distributed over a single grid.
Although these works guarantee a certain signal strength or
link availability, they do not consider the effect of radio
resource allocation (bandwidth/time/power) and the number
of users in the environment.

To consider these effects, one can start by investigating
user environments that are structured and - during the main
network operation - essentially static, i.e. no drastic changes in
the propagation conditions are expected. Public transportation
vehicles, e.g., buses, trains, and airplanes are examples of
such indoor dense spaces (IDS), since users are mainly sitting
on their seats, which is also the time where their communi-
cation demand tends to increase [8]. In such environments,
minimizing the number of deployed APs is essential, since it
reduces overall hardware cost, efforts in wiring APs during
installation, and weight. One can benefit by considering the
available radio resources such as bandwidth, time, access
point cooperation, power, and antenna limits of the access
points as part of the AP deployment problem to further reduce
the number of deployed APs. For example, if a certain user
location is disadvantageous because of a blockage, instead of
deploying more APs to provide higher signal-to-noise (SNR)
ratio, we can assign more time/frequency resources to satisfy
the rate requirement of the user.

In this case, the following question can be raised: “How
much can we minimize the number of required APs by
optimizing the allocation of radio resources jointly?” To
answer this question, the main contributions of this work are
as follows:

• We formulate and solve an optimal AP deployment
problem that minimizes the number of APs and jointly
allocates time proportions to users while guaranteeing the



rate requirement of each user.
• We consider three levels of AP cooperation, namely

cooperated scheduling (CS), non-coherent joint transmis-
sion (NC-JT), and coherent joint transmission (C-JT),
and derive mixed-binary programming forms for each
problem, which can be optimally solved.

• As a case study, we build a realistic airplane cabin envi-
ronment using a commercial ray-tracing (RT) program to
obtain channel coefficients in the 28 GHz and 2.4 GHz
bands. Through numerical analysis, we demonstrate the
performance gains by AP cooperation, the usefulness of
our optimization solutions, and the main limiting factors.

II. SYSTEM MODEL

We consider the downlink transmission in a mmWave
MIMO system comprised of a set of APs, Ba =
{Ba

1 , B
a
2 , . . . , B

a
La

}, and a fixed set of static user equipments
(UEs) U = {U1, U2, . . . , UK} in an indoor area. The optimal
AP locations are selected from a finite set of candidate AP
locations, B = {B1, B2, . . . , BL}, where |B| = L and
Ba ⊆ B. The APs and UEs are respectively equipped with
nt and nr antenna elements. We consider an interference-free
multiple access scenario, where the UEs are scheduled over
orthogonal time resources. The time proportion of the kth UE
is denoted by τk, and

∑K
k=1 τk = 1. Considering coding over

long blocklengths, the achievable data rate of the kth UE is

Rk = τkW log2(1 + SNRk), (1)

where W is the total bandwidth and SNRk is the SNR. We
consider CS, NC-JT, and C-JT as three different levels of
cooperation strategies among APs. While a single AP serves
a single UE at a given time proportion in CS, in NC-JT and
C-JT, the APs jointly serve to a single UE. In C-JT, the APs
are able to simultaneously transmit the same message signal to
the selected UE phase-coherently, whereas in NC-JT, the APs
transmit independent data streams to the UE. Regardless of
the cooperation strategy, the transmitted message signal from
the AP l for the UE k is denoted by

xkl =
√
qklwklζkl ∈ Cnt , (2)

where l ∈ Bk and k = {1, 2, . . . ,K}. Bk denotes the set of
serving APs to the kth UE in the time resource τk, where
Ba =

⋃
k∈U Bk. wkl ∈ Cnt denotes the unit-norm precoding

vector at AP l for UE k, ζkl is the transmitted message signal
from AP l to UE k, and E[|ζkl|2] = 1. qkl denotes the transmit
power, where the instantaneous transmit power of a single AP
is assumed to be upper bounded by qkl ≤ Pt. We let Hkl

denote the nr × nt channel matrix from AP l to UE k. The
nr × 1 received signal vector at UE k becomes

yk =
∑
l∈Bk

Hklxkl + nk, (3)

for k = {1, 2, . . . ,K}, where nk ∼ CN (0, N0Inr
) is the

noise vector at the receiver. CN (000,CCC) denotes the circularly-
symmetric complex Gaussian distribution with zero mean and
covariance CCC. Inr is the identity matrix of size nr. We

consider perfect knowledge of the channel coefficients at the
APs and UEs considering the static nature of the IDS.

A. Coordinated Scheduling (CS)

In this cooperation strategy, only one AP-UE pair is active
at a given time proportion. Therefore, the time proportion of
UE k can be divided among APs as τk =

∑
l∈Bk

τkl. In this
case, there will be no interference between UEs or APs. We
replace yk with ykl since only AP l serves to UE k in time
proportion τkl. In this case, in τkl, UE k receives

ykl = Hklxkl + nk, (4)

where l ∈ {1, . . . , La} is the index of the AP transmitting in
τkl. The SNR from AP l to UE k is

SNRkl =
qkl|vH

klHklwkl|2

WN0
, (5)

where vkl ∈ Cnr is the unit-norm combining vector at the UE
k for the received signal in τkl. We consider single data stream
transmission from the AP to the selected UE. Due to the
interference-free transmission, the optimal selection precoding
and combining maximizes the SNR. To maximize the SNR,
the precoder and combining vectors are chosen respectively
as the dominant right and left singular vectors of the channel
matrix Hkl, where in [9], they are referred respectively
as maximum ratio transmission (MRT) and maximum ratio
combining (MRC). In this case the SNR becomes

SNRkl =
qkl∥Hkl∥22
WN0

, (6)

where the singular value decomposition of the channel is
Hkl = UklΣklV

H
kl , and [Σkl]11 = ∥Hkl∥2. If several APs

communicate orthogonally with UE k, the sum rate of UE k
can be computed as

Rk =
∑
l∈Ba

τklW log2

(
1 +

Pt∥Hkl∥22
WN0

)
. (7)

Due to the interference-free transmission, we set the qkl = Pt,
so that each AP can maximize its individual SNR level.

B. Non-Coherent Joint Transmission (NC-JT)

In NC-JT, multiple APs communicate with the same UE
at the same time, but transmit independent data that needs to
be decoded successively. In this case, all deployed APs will
serve each UE jointly, Bk = Ba for k = {1, . . . ,K}, and the
received signal at user k in τk is

yk =
∑
l∈Ba

Hklxkl + nk. (8)

If we consider the successive interference cancellation at
the receiver, the rate at the UE can be computed as [10]

Rk = τkW log2

1 +

∑
l∈Ba

qkl|vH
klHklwkl|2

WN0

 , (9)



from which the aggregated SNR can be identified as

SNRk =

∑
l∈Ba

qkl|vH
klHklwkl|2

WN0
. (10)

Similar to the orthogonal transmission case, the SNR is
maximized by using MRT/MRC and maximum transmission
power at each AP, which results in the rate at the receiver k
becoming

Rk = τkW log2

1 +

Pt

∑
l∈Ba

∥Hkl∥22

WN0

 . (11)

C. Coherent Joint Transmission (C-JT)

In coherent joint transmission, LA APs transmit to a single
UE jointly with phase synchronization. The optimum strategy
in C-JT is to transmit the same message signal in a syn-
chronous manner. In this case, Bk = Ba for k = {1, . . . ,K}.
The resulting received signal at UE k is

yk =
∑
l∈Ba

Hklxkl + nk, (12)

where ζkl = ζk for all l ∈ Ba. The SNR can be represented
by

SNRk =

∣∣∣∣vH
k

(
LA∑
l=1

√
qklHklwkl

)∣∣∣∣2
WN0

. (13)

Considering the local precoding at the APs, we assume wkl

is the dominant right singular vector of Hkl, where [wkl]i =
[Vkl]i1, for i = 1, 2, . . . , nt. To compute the combining
vector, let us concatenate the channel matrices from the APs
into a single channel matrix as Hk = [Hk1,Hk2, . . . ,HkLA

],
and wk =

[
wT

k1,w
T
k2, . . . ,w

T
kLA

]T
. In this case, the SNR is

maximized by vk = Hkwk

∥Hkwk∥ , and the SNR at UE k becomes

SNRk =
Pt

∣∣wH
k HH

k Hkwk

∣∣2
WN0

, (14)

where we set qkl = Pt to maximize the SNR. The rate at UE
k becomes

Rk = τkW log2

(
1 +

Pt

∣∣wH
k HH

k Hkwk

∣∣2
WN0

)
. (15)

In the following section, we use (7), (11), and (15) to
describe the rate requirement constraint of UEs in the AP
deployment optimization problems.

III. OPTIMAL NETWORK DEPLOYMENT

The main goal of this paper is optimal joint AP placement
and resource allocation while guaranteeing certain data rates

for all UEs. In the most general form, the problem that we
consider can be stated as

P1: minimize{Ba,τk}|Ba|
C1: Rk ≥ Rk,∀k ∈ U

C2:
K∑

k=1

τk = 1

C3: Ba ⊆ B.

(16)

The objective function in P1 corresponds to the minimization
of the number of deployed APs. C1 is the minimum rate
condition for each user that needs to be satisfied, where the
rate threshold for UE k is denoted by R̄k. C2 ensures that
the time proportions assigned to the users are practically
feasible. C3 mandates to select the APs from the subset
of available locations for the APs to be deployed. In the
following, we utilize several simplifications to efficiently solve
P1 considering the different transmission schemes.

A. Coordinated Scheduling

Let a = [a1, a2, . . . , aL]
T ∈ {0, 1}L denotes the deploy-

ment decision of the APs, where al = 1 if the AP is deployed
at location Bl, and al = 0 otherwise. P1 can be reformulated
as

P2: minimize{a,τkl}∥a∥1

C1:
L∑

l=1

τklW log2

(
1 +

Pt∥Hkl∥22
WN0

)
≥ Rk,∀k

C2:
L∑

l=1

K∑
k=1

τkl = 1

C3:
K∑

k=1

τkl ≤ al,∀l

C4: al ∈ {0, 1},∀l.

(17)

C3 enforces the undeployed APs not to use time resources and
thus we can remove the quadratic term in C1. As a result,
P2 is a mixed-binary linear programming problem, which
has a convex structure except for the binary constraint in
C4. Hence, the global optimum solution is obtained by the
branch-and-bound algorithm [11]. This is still an NP hard
mixed-integer problem that can only be solved in small-sized
deployment scenarios. However, due to the static design of the
deployment problem, time complexity with limited number of
access points is tolerable.

B. Non-Coherent Joint Transmission (NC-JT)

In NC-JT, we consider τk instead of τkl, and use the de-
ployment vector, a, to formulate the deployment optimization



problem as

P3: minimize{a,τk}∥a∥1

C1: τkW log2

1 +

Pt

L∑
l=1

al∥Hkl∥22

WN0

 ≥ R̄k,∀k

C2:
K∑

k=1

τk = 1

C3: al ∈ {0, 1},∀l.

(18)

This is a mixed-binary non-convex quadratic programming
problem due to C1 and C3. To remove the quadratic relation
in C1, we can replace τk with τ̃k = τ−1

k , and the problem
becomes

P3alter-1: minimize{a,τk}∥a∥1

C1: log2

1 +

Pt

L∑
l=1

al∥Hkl∥22

WN0

− τ̃kR̄k

W
≥ 0.

C2:
K∑

k=1

1

τ̃k
= 1

C3: al ∈ {0, 1},∀l
(19)

In this case, although C1 does not violate convexity, C2
becomes quadratic. To further simplify the problem, we can
define uk ≥ 1

τ̃k
, such that∥∥∥∥∥∥

uk

τ̃k√
2

∥∥∥∥∥∥ ≤ uk + τ̃k. (20)

This equation can be included as a new constraint since it is in
a convex form. By replacing τ̃k with uk in C2 and relaxing the
equality condition, and including (20), we can transform the
optimization problem into a mixed-binary exponential cone
program with a convex structure:

P3alter-2: minimize{a,τ̃k,uk}∥a∥1

C1: log2

1 +

Pt

L∑
l=1

al∥Hkl∥22

WN0

− τ̃kR̄k

W
≤ 0,∀k

C2:
K∑

k=1

uk ≤ 1

C3: al ∈ {0, 1},∀l

C4:

∥∥∥∥∥∥
uk

τ̃k√
2

∥∥∥∥∥∥ ≤ uk + τ̃k,∀k.

(21)
Solving P3alter-2 using the branch and bound algorithm has
similar time complexity as solving P2.

C. Coherent Joint Transmission (C-JT)

The SNR expression of C-JT in (13) can be rewritten using
the entries of the deployment vector a as

SNRk =

Pt

∣∣∣∣(vH
k

L∑
l=1

alHklwkl

)∣∣∣∣2
WN0

. (22)

This expression cannot be directly utilized for optimization
due to several reasons. One is that the optimal combining
vector depends on the binary deployment vector and the local
channel matrices. The other is that the resulting SNR would
have binary quadratic terms, which must be simplified further.
If we define bk =

∑LA

l=1 alHklwkl, the optimal combining
vector is vk = bk

∥bk∥ . The resulting SNR of UE k is

SNRk =
Pt∥bk∥22
WN0

. (23)

We define mkl = Hklwkl ∈ Cnr and Mk =
[mk1,mk2, . . . ,mkL] ∈ Cnr×L. We can then model ∥bk∥2
as

∥bk∥2 = m̄T
k vec (Z), (24)

where m̄k = vec
(
Re
{
MH

k Mk

})
. vec(·) denotes the vec-

torization operation. We define a symmetric binary matrix,
Z = aaT ∈ {0, 1}L×L and [Z]ij = zij = aiaj . The diagonal
elements of the matrix can be replaced by ai. The off-diagonal
elements of the matrix can be replaced by the following
constraints [12]:

0 ≤ zij ≤ zjj ,

0 ≤ zii − zij ≤ 1− zjj ,
(25)

where zii, zjj , zij ∈ {0, 1}. The simplified problem statement
in P3 can be utilized here by transforming a to Z. The
deployment optimization problem in the case of C-JT becomes

P4: minimize{Z,τ̃k,uk}Tr(Z)

C1: log2

(
1 +

Ptm̄
T
k vec (Z)

WN0

)
− τ̃kR̄k

W
≤ 0,∀k

C2:
K∑

k=1

uk ≤ 1

C3: zij ∈ {0, 1},∀i, j

C4:

∥∥∥∥∥∥
uk

τ̃k√
2

∥∥∥∥∥∥ ≤ uk + τ̃k,∀k

C5: 0 ≤ zij ≤ zjj ,∀i, j
C6: 0 ≤ zii − zij ≤ 1− zjj ,∀i, j.

(26)

This is also a mixed-integer exponential cone programming
problem, and the global optimum solution can be obtained by
the branch-and-bound method.

IV. NUMERICAL ANALYSIS

In this section, we first detail our case study with RT sim-
ulations, and we provide the results of optimization problems
presented in the previous section.
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Fig. 1. Airplane geometry in RT from (a) top, (b) front and (c) side views.

A. RT Channel Simulations

We consider an airplane cabin scenario, where the fuselage
is a dielectric material with a half-cylindrical shape. To obtain
the channel coefficients from the candidate APs to the UEs,
we use a commercial RT tool, Wireless Insite1, which provides
accurate channel modeling in complex environments by using
the shooting-and-bouncing ray model. The RT model of an
IDS environment with 30 rows of passenger seats (6 seats per
row) and 31 candidate AP positions are shown in Fig. 1(a).
The geometry of the RT environment is realistically captured
from commercial airplane models, and detailed in Fig. 1(b)
and Fig. 1(c). The APs are located 2.1 m above the floor
and in the middle of the corridor. We consider two different
frequency bands: 2.4 GHz and 28 GHz. For each passenger
seat, we consider single UE at 0.7 m height and a total of 180
UE locations.

The dielectric parameters of the materials are given in
Table I. The passenger seats are modeled by nylons. ABS
is considered for the fuselage, which is a common material
for aircraft bodies [8]. For the windows, we consider glass as
the closest material. In this table, ϵ denotes the permittivity
and σ denotes the conductivity. The material characteris-
tics are obtained from several different measurement works
considering the given frequency bands in their analyses. RT
simulation parameters for the AP-UE nodes are given in Table
II. Transmit power is determined by health regulations in
short-range indoor close-by environments such as IDS [13].

B. Performance Evaluation

We evaluated the objective function values of P2, P3alter-2
and P4 for different rate requirements and antenna configu-

1Wireless InSite, available at: http://www.remcom.com/wireless-insite

TABLE I
DIELECTRIC PROPERTIES OF MATERIALS AT 2.4 GHZ AND 28 GHZ.

Material 2.4 GHz 28 GHz Thickn.
(cm)ϵ σ ϵ σ

Skin [14] 19.3 30.40 13.8 37.60 0.1
ABS [15] 2.4 0.028 2.4 0.028 0.3
Nylon [16] 3.01 0.03 3.05 0.05 0.25
Glass [17] 6.27 0.15 6.27 0.40 0.3

TABLE II
SIMULATION PARAMETERS FOR THE RT.

Parameter Value
# Candidate AP locations 31
# UEs 180
# AP antennas 64
# UE antennas 4
Array geometry (AP, UE) ULA
Transmit power 27 dBm
Antenna gain (AP, UE) 0 dBi
UE noise figure 10 dB
Bandwidth 500 MHz / 50 MHz
Carrier frequency 28 GHz / 2.4 GHz
Antenna polarization V-V (AP-UE)
Antenna type Isotropic
Transmission line loss 0 dBm

rations considering the mmWave network setup. The results
are illustrated in Fig. 2. The data rate per UE is the rate
requirement in the optimization problems denoted by R̄k, and
assumed to be equal for all UEs. The deployed AP number is
the optimal result obtained by solving the respective problem.
Although, we consider data rates per UE as low as 1 Mbps,
optimal AP number does not get smaller than three. This is due
to the blockage limitation of the mmWave channels. Although
the size of the environment is fairly small, a high number
of objects and human bodies cause high levels of blockage
(approximately 10 dB of loss per row, as detailed in [8]).
Beyond the vertical limits, even deploying more APs do not
improve the data rate of UEs since the SNR levels are already
high and the system is limited by the available bandwidth. In
Fig. 2(a), we can observe that at low data rates (42-44 and 46-
49 Mbps), all cooperation strategies require the same number
of APs. While C-JT and NC-JT have more time resources
to utilize, the received signal levels are not high enough to
provide the data rate for all UEs, and more APs are deployed
to provide better coverage. CS cannot perform better than 53.3
Mbps even when activating more APs. Since in CS, the UEs
are limited by a single AP link, they cannot gain more from the
other APs. As the cooperation between the APs improves, the
performance limit gets higher. In Fig. 2(b), NC-JT and C-JT
perform better than in Fig. 2(a) due to higher beamforming
gain from the APs.The considered system is limited by 68
Mbps even when we deploy APs to all candidate locations.

Table III provides a comparison between the two different
frequency bands. The main difference is that at 2.4 GHz,
the blockage is less effective but the bandwidth is 10 times
less than at 28 GHz. As a result, we see that for a data rate
threshold up until 4.3 Mbps, we can deploy 1 AP to cover the
airplane cabin in 2.4 GHz band. Due to the wider bandwidth in



(a)

(b)
Fig. 2. Number of required APs vs the data rate threshold per UE for different
cooperation strategies and antenna configurations for nt×nr is given by (a)
16× 4 (b) 64× 4.

TABLE III
MMWAVE AND SUB-6GHZ COMPARISON CONSIDERING C-JT WITH 64× 4

ANTENNAS.

Deployed
#AP

Data rate per UE
28 GHz 2.4 GHz

1 Infeasible 4.3 Mbps
3 49 Mbps 5.6 Mbps
5 54 Mbps 6.1 Mbps
15 63 Mbps 6.9 Mbps
28 68 Mbps 7.3 Mbps

mmWave, the data rates are almost 9 times higher than the 2.4
GHz, and exceed the requirements of emerging applications
such as VR (30-60 Mbps for indoor applications [1]).

V. CONCLUSION

In this paper, we propose a framework for identifying the
optimal AP deployment that minimizes the number of APs
while satisfying the rate requirement of each user. We applied
the framework to indoor channels, particularly a realistic

airplane cabin environment simulated using a commercial RT
program to obtain the channel coefficients in the 28 and 2.4
GHz bands. The numerical results demonstrate that at least
3 APs are required in the mmWave band to cover the envi-
ronment due to the blockage effect. While the 2.4 GHz band
has better channel conditions, the 10 times higher bandwidth
in mmWave results in 9 times higher data rates per user. As
future work, to fully harness the large available bandwidth,
we plan to extend the proposed deployment considering multi-
user MIMO algorithms with interference management.
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