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Abstract—This paper proposes a method to allocate resources in power distribution planning and also introduces a new reliability index category, \( R_T \), flexibility to adjust to different laws or distribution system operator (DSO) policies of long outages. Possible legal consequences for distribution system operators are first identified and studied. A vulnerability-analysis method is introduced, including a statistical validation. The overall idea is to identify and evaluate possible states of power distribution systems using quantitative reliability analyses. Results should thus indicate how available resources (both human resources and equipment) could be better utilized, e.g., in maintenance and holiday scheduling and in evaluating whether additional security should be deployed for certain forecasted weather conditions.

To evaluate the method, an application study has been performed based on hourly weather measurements and about 65 000 detailed failure reports over eight years for two distribution systems in Sweden. Months, weekdays, and hours have been compared and the vulnerability of several weather phenomena in these areas has been evaluated. Of the weather phenomena studied, only heavy snowfall and strong winds, especially in combination, significantly affect the reliability. Temperature (frost), rain, and snow depth have a relatively low or no impact.

Index Terms—Management decision-making, power distribution, reliability, risk analysis, weather forecasting.

I. INTRODUCTION

Our society has become more dependent on reliable distribution of electricity, and the demand for cost efficiency has increased since new incentives have appeared [1]. There has to be a balance between the aims of high reliability and cost effectiveness. An established method for managing this balance is risk analysis [2]. Risk is often defined as a function of probability and consequence [3]. Evaluating the impacts of outages and the benefits of risk reducing investments are thus valuable. Vulnerability is related to risk, but is a more relative concept, often used in comparative studies of different infrastructure designs or states. Moreover, the vulnerability concept is widely used in other, significant different contexts than analyzing power systems, for example in environmental—[4] and computer security [5] research. The latter is an example of analyses of targeted attacks that indirectly can affect power systems. Vulnerability does not have any commonly accepted definition [6]. A definition of system vulnerability suitable to use in this paper is provided in [7]: “the system’s inadequate ability to withstand an unwanted situation, limit the consequences, and recover and stabilize after the occurrence of the situation”.

Quantitative methods using reliability indices for cost-effective asset management in power distribution is not a new concept [8], [9]. Furthermore, reliability models which divide power systems into two or three weather states have been proposed [10]. For example, [11] describes a model dividing power distribution systems into the states: “normal weather”, “adverse weather”, and “major adverse weather”. Weather conditions and vulnerability differ considerably between regions, but wind, lightning, and icing/snow are often identified as the most critical conditions [12]. Vulnerability analysis of power systems using reliability and risk-based methods have earlier been proposed, but these methods often focus on a higher system/voltage level [13]. The impact on distribution system reliability indices from single storms have earlier been analyzed in e.g., [14]. This paper proposes a vulnerability analysis method dividing the system into several system states, not limited to weather-related states. Furthermore, a proposal of how to consider long outage compensation models are provided in this paper since traditional reliability indices are related to average reliability.

The vulnerability analysis is performed by comparing the results of risk analyses from each state using quantitative reliability indices. Possible legal consequences for distribution system operators (DSOs), i.e., companies with a regional concession, are presented, exemplified by Sweden and the U.K. A vulnerability model is suggested and evaluated in a case study on two Swedish power distribution systems. The aim of the method is to support cost effective resource allocation in power distribution systems, including both human and economical resources and equipment. The results from the method could be used to produce maintenance and investment plans, evaluate whether additional preparedness should be deployed based on particular weather forecasts, assess how much security is justified during inconvenient hours and holidays, and identify unacceptable risks.

II. IMPACT INVENTORY

A. International Tendencies Towards Increased Impacts

From the perspective of the DSOs, there are costs for operation and maintenance to balance against the requirements of system reliability and stakeholder profits. In a perfect market environment, a balance would be reached when customers select the DSO with the best price for the required customer value. However, the infrastructure is a natural monopoly. The authorities have therefore taken the task of judge whether the tariffs
are reasonable. The international tendency is towards more performance-based regulations [15] and several countries, such as the U.K., have introduced laws on customer compensation for long outages in addition. These tendencies motivate more comprehensive and detailed analysis methods applied to power distribution systems.

B. Introduction to Current Swedish Legislation

In Sweden, the electricity market was de-regulated in 1996 and for distribution tariffs a performance-based regulation was introduced in 2003 [16]. This regulation was however strongly criticized by stakeholders, and in 2009, the regulator decided to abandon the old model. Sweden will, forced by an EU-law, implement an ex-ante regulation from 2012. Ex-ante is when tariffs are judged before they finally are settled and applied. Furthermore, a law introduced in 2006 stipulates that every DSO has to report annually the result of a risk- and vulnerability analysis with respect to reliability. The DSO is relatively free to choose an analysis method, i.e., this demand is neither connected to IEEE nor IEC standards. Additional legalization was introduced for long-term outages from 2006 and a functional requirement of 24 h is applied from 2011, i.e., outages ≥24 h are not tolerated. Hence, 12/24 h are important limits for Swedish DSOs to consider.

C. Consequences for Swedish DSOs

The type of legislation introduced in Section II-B has a significant impact on possible consequences for DSOs. Incidents and their associated consequences for Swedish DSOs are listed in this section.

Categories included in this study:
• Short outages (0.05–12 h): The upcoming tariff regulation will be based on reported SAIDI and SAIFI (see Section III-C). The possible consequence for the DSO is decreased income limit, i.e., all customers collectively obtain revised tariff levels. To avoid “double penalization,” outages from other categories are excluded. If customers are given sufficient notice of outages, the economic impact will be lower.
• Long outages (≥12 h): Table I summarizes the model for determining customer outage compensation to affected customers.

Categories not included in this study:
• Incidents that did not affect customers.
• Administrative deficiencies and voltage quality: Customer services could, for example, be shorthanded as a consequence of major disturbance. These aspects will probably be integrated in upcoming regulation, but not in the first version applicable from 2011.
• Very short outages (<0.05 h): These have traditionally not been included in regulations and statistics, but will be included as a separate category.
• Violating environmental or safety laws: Neither of these fits within the analysis, although very serious.

In addition to the regulatory penalties, there are more uncertain consequences such as damage to the trademark.

III. VULNERABILITY ANALYSIS METHOD

A. Method Overview

1) Determine the accuracy and extent of the analysis.
2) Identify system states (Section III-B).
3) Calculate risk indices for each state (Section III-C–E).
4) Perform a statistical validation (Section III-F).
5) Use the result for cost-effective resource allocation in the investment and maintenance plans (example presented in Section V).

B. Categories of System States

From the case studies, three categories of system states have been identified as important to study separately:
• Time states (see Section IV-C)
• Weather states (see Section IV-D)
• Reduced-system-performance states, for example when a spare transformer is set aside for maintenance.

For systems in other environments, different categories might need to be defined.

C. Introduction of a New Risk Index Category

A new reliability index category, $R_T$, is introduced; see (1). The category allows flexibility of design of indices, to adjust to different laws (see, e.g., Section II-C) or DSO policies of long outages. $R_T$ is the average number of outages above $T$ hours during one year per 1000 customers (the last motivated to avoid values <1):

$$R_T = \frac{\sum_{i=1}^{\lambda_{\geq T, i}} N_i}{\sum_{i} N_i} \text{ [int.,/year, 1000 cust.]}, \quad (1)$$

$\lambda_{\geq T, i}$ is the sum of customer outages/year in $LP_i$ caused by outages ≥$T$ hours and $N_i$ is the number of customers in $LP_i$. The Swedish customer compensation does not take customer category or weather condition into consideration, while in the

<table>
<thead>
<tr>
<th>Length of the outage</th>
<th>Compensation to customer</th>
<th>Minimum compensation$^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12-24 hours</td>
<td>12.5% of $\alpha$</td>
<td>2% of $\beta$</td>
</tr>
<tr>
<td>24-48 hours$^2$</td>
<td>+ 25% of $\alpha$</td>
<td>4% of $\beta$</td>
</tr>
<tr>
<td>Following 24 hour periods$^3$</td>
<td>+ 25% of $\alpha$</td>
<td>+ 2% of $\beta$</td>
</tr>
<tr>
<td>Max$^2$</td>
<td>300% of $\alpha$</td>
<td>-</td>
</tr>
</tbody>
</table>

$\alpha = $ Individual customer’s annual network tariff; this value depends on both the main fuse (power allowed) and annual energy consumption. $\beta =$ Yearly set base amount (42,400 SEK 2010, ~4700 €, ~6100$)$

$^1$Is always set to even 100 SEK values, rounded up to 2% $\beta$ is rounded up to 900 SEK (~100 €, ~1400$)$

$^2$Additional consequences are likely, since >24 hours outages not are tolerated by the law from 2011

Another aspect is that negative public opinion can prompt politicians and authorities to impose tougher rules.
U.K., the customers are separated in two types (domestic and non-domestic) and different compensation levels are used for different weather conditions. Examples of $R_{T}$ related with costs are provided in Section III-E.

In Sweden 12 and 24 h are most important, i.e., $R_{12}$ and $R_{24}$, while 18 h, i.e., $R_{18}$, is the limit of the first compensation level in the U.K. If an outage interval, $T_1$ to $T_2$, is of interest (e.g., 12–24 h outages which is the first compensation level in the Swedish legislation), this is provided by calculating $R_{T_1} - R_{T_2}$.

D. Conditional Reliability Indices

Well-established reliability indices, SAIDI, SAIFI, CAIDI, and AENS [18], are used to analyze a system state at a time, “conditional” reliability indices are calculated:

$$\text{[reliability index]}_{S} = \frac{\text{[reliability index]}_{S}}{\text{[state]}}.$$  \hspace{1cm} (2)

For example: $\text{SAIDI}^{\text{wind speed} \geq 8 \text{ m/s}}$ represents the average outage time per year and customer, given one theoretical year of wind speed above 8 m/s. In reality, this state is rare and ought to be calculated based on input data from several years. If $Y_{\%}$ of SAIDI can be traced to state $S$, then

$$\text{SAIDI}^{S} = \frac{0.01Y \% \cdot \text{SAIDI}}{P(S)}$$

where $P(S)$ is the probability of state $S$.

E. Examples of How to Estimate Costs Based on Indices

A template cost based on the quality function in the Swedish tariff regulation, used by Fortum Distribution (see Section IV-A), is $\sim 18$ € per hour and customer, i.e.,

Outage cost

$$\approx 18 \cdot \text{SAIDI} \cdot \text{Number of customers} \, [\text{€/year}]$$ \hspace{1cm} (3)

Longer outages, 12–24 h, can roughly be translated into economic measures (see Section III-C, Table I), for example:

$$\text{Cost}_{12-24 \, \text{hour} \, \text{outages}} \approx 0.5 \cdot (R_{12} - R_{24}) \cdot \text{num. of cust.} \, [\text{€/year}]$$ \hspace{1cm} (4)

In (4), relatively small customers in average are assumed. Outages above 24 h (i.e., $R_{24}$), however, are difficult to translate into cost because of its double legal consequences. For the U.K. system, $R_{18}$ can roughly be translated to $\sim 80\,$/domestic customer, year and $\sim 80\,$/non-domestic customer, year (normal weather and 12–42 h outages are assumed). The DSOs could also have own policies motivated by, e.g., goodwill. Using equations introduced in this section, cost reduction of reliability improvements can be estimated.

F. Statistical Validity

Using reliability indices in different contexts applied to power distribution is well-established. However, these indices could be based on few measurements followed by a high statistical uncertainty, especially the new category of indices, $R_{T}$, introduced in this paper. Therefore, a statistical model is proposed on evaluating reliability indices as a function of amount of input data.

During a defined period, a stochastic amount of reported outages occur and the reliability indices can thus be written as

$$Z = c \sum_{i=1}^{X} Y_{i} = cX \sum_{i=1}^{X} \frac{Y_{i}}{X} = cX \bar{Y},$$ \hspace{1cm} (5)

- $Z$ is a stochastic variable representing an index,
- $c(>0)$ is a constant;
- $X$ is a stochastic variable representing the number of measurements;
- $Y_{i}$ is a reading (i.e., numerical value) from the $i$th measurement in which all $Y_{i}$ are assumed to be mutually independent, equally distributed stochastic variables with expected value $\mu_{Y} > 0$, and $\bar{Y}$ is the mean value of all $Y_{i}$.

Suppose that the outcome of $X$ becomes $m$ reported outages of a certain category; then the following can be assumed:

$$X \in Po(m), \text{where } E(X) = m \text{ and } \sigma_{X} = \sqrt{m}.$$ \hspace{1cm} (6)

For large $m$, the following approximations can be made:

$$\tilde{X} \in N(m, \sqrt{m}) \text{ and } Z \approx \chi_{m} \tilde{X} \in N \left( \mu_{z}, \frac{\mu_{z}}{\sqrt{m}} \right)$$ \hspace{1cm} (7)

where $\mu_{z}$ is defined as $c_{\chi_{m} m}$. One appropriate measure of uncertainty for stochastic variables is the coefficient of variation, $c_{V}$, which is defined as the ratio of standard deviation and expected value:

$$c_{V} = 100 \cdot \frac{\mu_{z}}{\mu_{z}} \%.$$ \hspace{1cm} (8)

$C_{V}$ is calculated for each analysis in this study. Statistical analysis can be performed, such as, for instance, a 95% confidence interval can be calculated as

$$\mu_{z} \pm 1.96 c_{V} \mu_{z}.$$ \hspace{1cm} (9)

IV. CASE STUDY

A. System Reliability/Vulnerability

According to current Swedish legalization, SAIDI, $R_{12}$, and $R_{24}$ are the most important indices to consider. Consequently, in this case study, “vulnerability” and “reliability” are referred to these indices. Results from other reliability indices are also appended because this can differ between countries.

B. Empirical Data

Two power distribution systems and their associated weather statistics are included in the study. Input data was obtained from the distribution system owned by Göteborg Energi AB (DSI) situated in Gästrikland and the other owned by Fortum Distribution, situated in the district of Värmland (DS2); see Fig. 1. Outage data has been collected for 2001–2008. Hourly weather measurements (snow depth every 24 h) for the two areas were obtained from the Swedish Meteorological and Hydrological Institute (SMHI), at the weather stations Film and Sunne, respectively, see Fig. 1, selected in consultation with SMHI based on quality and proximity. The weather differs somewhat within
each area, especially between coastal and inland areas for DS1 and between the western upland and the east for DS2.

For DS1, 1,851 outages above 0.05 h were reported and for DS2 the number was 60,050. During the studied period, two severe weather events occurred in Sweden:

- The storm “Gudrun” 8–9 January 2005: Seven days in this study are linked to the storm to capture delayed reported outages.
- The storm “Per” and additional severe weather events in January 2007: Ten days in this study are linked to this weather event.

DS1 has about 50,000 and DS2 about 150,000 customers. By using (3)–(4) (see Section III-E) knowing number of customers, the economic consequences are estimated to

\[
C_{DS1} \approx 900 \times \text{SAIDI} + 25 \times (R_{12} - R_{24}) + \frac{1}{1000} \times 1000 \times \text{SAIDI} \quad (10)
\]

\[
C_{DS2} \approx 2700 \times \text{SAIDI} + 75 \times (R_{12} - R_{24}) + \frac{1}{1000} \times 1000 \times \text{SAIDI}, \quad (11)
\]

The consequences, \(\frac{1}{1000}\), of \(R_{24}\) are difficult to estimate since these outages are forbidden by the Swedish law from 2011.

C. Time Categories

Analyses have been performed to determine how the outages are distributed among different periods of time. Fig. 2 exemplifies results from the case study for DS2 for unplanned outage durations. The contribution from the two major weather events that occurred during the analyzed period is shown in the figure. Fig. 2 clearly illustrates how individual weather events can affect the average values of several years.

Knowledge of differing expected reliability parameters between time periods can be used to evaluate whether a DSO has an adequate level of preparedness for inconvenient working hours and when it is appropriate to schedule preventive maintenance. An example of how the results could be used in practice is provided in Section V.

Tables II (DS1) and III (DS2) show SAIDI divided among different months. Knowing the expected reliability on a monthly basis is useful for the planning of maintenance and holidays. The differences between months are probably explained by weather and human activities. Both systems have lowest SAIDI during February–May (in Sweden, lightning mostly occurs during summer). In DS2, the risk based on SAIDI is elevated during November to January. This illustrates a benefit of performing the analysis, since it identified problematic time periods. Resources could, e.g., be allocated for maintenance in the spring and holidays scheduled primarily for late summer, while November to January might require extra resources.

Knowing the expected reliability of weekdays or time of day may, for example, be useful in determining the readiness needed during shifts. The differences between weekdays shown in Tables IV (DS1) and V (DS2) might be explained by human

<table>
<thead>
<tr>
<th>Month</th>
<th>R(S)</th>
<th>SAIDI [h]</th>
<th>Share (var.)</th>
<th>R(S)</th>
<th>SAIDI [h]</th>
<th>Share (var.)</th>
<th>AENS [%]</th>
<th>CAIDI [%]</th>
<th>R1 [h]</th>
<th>Share (var.)</th>
<th>R1 [h]</th>
<th>Share (var.)</th>
<th>R1 [h]</th>
<th>Share (var.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>100</td>
<td>100</td>
<td>2</td>
<td>2</td>
<td>100</td>
<td>3</td>
<td>0.7</td>
<td>3.3</td>
<td>1.9</td>
<td>100</td>
<td>8</td>
<td>0.5</td>
<td>100</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>8.5</td>
<td>0.4</td>
<td>10</td>
<td>9</td>
<td>0.4</td>
<td>11</td>
<td>1.6</td>
<td>0.9</td>
<td>0.7</td>
<td>0.3</td>
<td>1</td>
<td>32</td>
<td>0.3</td>
<td>53</td>
</tr>
<tr>
<td>2</td>
<td>7.7</td>
<td>0.2</td>
<td>3</td>
<td>11</td>
<td>0.1</td>
<td>5</td>
<td>13</td>
<td>0.5</td>
<td>3.5</td>
<td>0.3</td>
<td>1</td>
<td>41</td>
<td>0.3</td>
<td>54</td>
</tr>
<tr>
<td>3</td>
<td>8.5</td>
<td>0.3</td>
<td>8</td>
<td>9</td>
<td>0.2</td>
<td>7</td>
<td>13</td>
<td>1.0</td>
<td>1.8</td>
<td>0.3</td>
<td>0.6</td>
<td>2</td>
<td>32</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>8.2</td>
<td>0.3</td>
<td>7</td>
<td>7</td>
<td>0.1</td>
<td>5</td>
<td>11</td>
<td>0.5</td>
<td>2.8</td>
<td>0.7</td>
<td>0.4</td>
<td>2</td>
<td>32</td>
<td>0.4</td>
</tr>
<tr>
<td>5</td>
<td>8.5</td>
<td>0.3</td>
<td>8</td>
<td>7</td>
<td>0.2</td>
<td>6</td>
<td>12</td>
<td>0.4</td>
<td>3.3</td>
<td>0.7</td>
<td>0.3</td>
<td>1</td>
<td>41</td>
<td>0.3</td>
</tr>
<tr>
<td>6</td>
<td>8.2</td>
<td>0.6</td>
<td>15</td>
<td>6</td>
<td>0.4</td>
<td>14</td>
<td>10</td>
<td>1.7</td>
<td>3.8</td>
<td>0.4</td>
<td>1.1</td>
<td>5</td>
<td>26</td>
<td>0.9</td>
</tr>
<tr>
<td>7</td>
<td>8.5</td>
<td>0.2</td>
<td>4</td>
<td>9</td>
<td>0.1</td>
<td>6</td>
<td>11</td>
<td>0.9</td>
<td>0.6</td>
<td>0.2</td>
<td>3.9</td>
<td>18</td>
<td>26</td>
<td>0.4</td>
</tr>
<tr>
<td>8</td>
<td>8.5</td>
<td>0.2</td>
<td>5</td>
<td>10</td>
<td>0.1</td>
<td>5</td>
<td>12</td>
<td>0.3</td>
<td>2.9</td>
<td>0.8</td>
<td>0.6</td>
<td>2</td>
<td>26</td>
<td>0.5</td>
</tr>
<tr>
<td>9</td>
<td>8.2</td>
<td>0.3</td>
<td>6</td>
<td>10</td>
<td>0.1</td>
<td>14</td>
<td>13</td>
<td>0.5</td>
<td>5.2</td>
<td>0.6</td>
<td>0.7</td>
<td>3</td>
<td>28</td>
<td>0.5</td>
</tr>
<tr>
<td>10</td>
<td>8.5</td>
<td>0.4</td>
<td>9</td>
<td>8</td>
<td>0.3</td>
<td>10</td>
<td>10</td>
<td>0.4</td>
<td>5.7</td>
<td>0.9</td>
<td>12.5</td>
<td>56</td>
<td>22</td>
<td>0.8</td>
</tr>
<tr>
<td>11</td>
<td>8.2</td>
<td>0.7</td>
<td>16</td>
<td>9</td>
<td>0.5</td>
<td>17</td>
<td>10</td>
<td>0.8</td>
<td>6.3</td>
<td>0.9</td>
<td>1.1</td>
<td>5</td>
<td>23</td>
<td>0.8</td>
</tr>
<tr>
<td>12</td>
<td>8.5</td>
<td>0.3</td>
<td>8</td>
<td>9</td>
<td>0.2</td>
<td>7</td>
<td>11</td>
<td>0.8</td>
<td>2.5</td>
<td>0.4</td>
<td>0.6</td>
<td>3</td>
<td>29</td>
<td>0.4</td>
</tr>
</tbody>
</table>

System states, [S], (Months): January (1) – December (12).
activities and the security level. If the reliability differs between days, the DSO could consider reallocate existing resources. For outages during non-“normal” working hours, the lowest SAIDI is between approximately 03–06 AM. See Tables VI and VII. The causes of the differences have not been studied in detail, but load and human activity are likely explanations based on experiences and discussions with the DSOs.

D. Weather Categories

Dependencies and Correlations: For the analysis of weather conditions, it is important to establish whether any results are due to actual causation. A first step is to calculate the correlation between weather parameters, which is shown in Table VIII. Some weather parameters could also correlate with the electrical consumption. In Sweden, a strong negative correlation between temperature and power demand has been identified in an earlier study [19], also seen in Table VIII. Hence, any temperature-related results might as well depend on the load and vice versa. There is a risk to underestimate the total energy not supplied if mean values are used because outages are more likely to occur during high load in winter, whatever the cause (higher risk of storms, high load, frost, etc.) [20]. A low correlation does not automatically mean independency. For example, temperatures around 0°C increase the likelihood of strong winds, while both

study [19], also seen in Table VIII. Hence, any temperature-related results might as well depend on the load and vice versa. There is a risk to underestimate the total energy not supplied if mean values are used because outages are more likely to occur during high load in winter, whatever the cause (higher risk of storms, high load, frost, etc.) [20]. A low correlation does not automatically mean independency. For example, temperatures around 0°C increase the likelihood of strong winds, while both

...
TABLE VIII

<table>
<thead>
<tr>
<th>Weather Events</th>
<th>Temperature</th>
<th>Wind speed</th>
<th>Precipitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed</td>
<td>0.14 / 0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precipitation</td>
<td>0.03 / 0.07</td>
<td>0.09 / 0.11</td>
<td></td>
</tr>
<tr>
<td>Snow depth</td>
<td>-0.58 / -0.50</td>
<td>0.00 / 0.20</td>
<td>0.00 / 0.07</td>
</tr>
<tr>
<td>E. consumption</td>
<td>-0.90*</td>
<td>0.03</td>
<td>not available</td>
</tr>
</tbody>
</table>

\*These statistics are from an study performed in Sweden [19]

The negative correlation drops below -20°C

Effects on major weather events

Fig. 3. DS2: the contribution from two single major weather events during a period of eight years. The upper figure presents conditional values given a specific state. The lower figure is in absolute average values.

Fig. 4. DS2: indication of the vulnerability of strong wind.

Table IX

| Event | P(S) | \( \text{SAIDI}_{\text{all}} \) | Share | \( \text{SAIDI}_{\text{low}} \) | Share | \( \text{SAIDI}_{\text{high}} \) | Share | \( \text{SAIDI}_{\text{pre}} \) | Share | \( \text{SAIDI}_{\text{peri}} \) | Share | \( \text{SAIDI}_{\text{eff}} \) | Share | \( \text{CAIDI}_{\text{high}} \) | Share | \( \text{RAIDI}_{\text{low}} \) | Share | \( \text{RAIDI}_{\text{high}} \) | Share | \( \text{SAIFI}_{\text{low}} \) | Share | \( \text{SAIFI}_{\text{high}} \) | Share | \( \text{SAIFI}_{\text{pre}} \) | Share | \( \text{SAIFI}_{\text{peri}} \) | Share |
|-------|------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|
| All   | 0.4  | 100 | 100 | 0.4  | 97 | 100 | 0.5  | 61 | 100 | 0.1  | 38 | 136 | 0.2  | 96 | 100 | 0.3  | 43 | 100 | 0.3  | 12 | 96 | 0.2  | 43 | 100 | 0.2  | 12 | 96 | 0.2  | 43 | 100 | 0.2  |
| Other | 0.5  | 61 | 97 | 0.4  | 43 | 96 | 0.5  | 38 | 61 | 0.2  | 38 | 133 | 0.3  | 95 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  |
| Gudrun| 0.7  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  |
| Per   | 0.9  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  | 62 | 74 | 0.4  |

System states [S] (wind speed): represent the international Beaufort scale.

Effects on Major Weather Events: The contribution from the two severe weather periods listed in Section IV-A has only marginally affected the results of DS1. The contribution in DS2 is, however, large: see Table IX and Fig. 3. About 20% of all outages >12 h occurred during Gudrun. Per also contributed to a significant share of the long outages, but, compared with Gudrun, had more impact on SAIFI, which might be explained by better preparedness, as an effect of experience gained from Gudrun.

Wind Speed: Wind speed ranges are determined in accordance with the Beaufort scale [21]. The results in Table X show that the system’s vulnerability according to SAIDI and SAIFI as well as outages >12 h, is in principle independent of wind speed most of the time. The results for DS2, Table XI and Fig. 4, indicate an increased risk over a wider wind speed range. One explanation could be that the area is larger, so that data from the single weather station is less representative.

Temperature and High Load: The results presented in Table XII show no clear connection between reliability and temperature or power consumption. The results of DS1 are
similar and omitted. The outage variations between temperature intervals that exist might be explained by that some weather events are more likely at certain temperatures and human activities, e.g., digging, depends on temperature.

Snow Depth: The results, presented in Tables XIII and XIV, are too mixed and smooth to make any conclusions. Indications of higher risk can be explained by correlations with other weather parameters. The overall indication is however that snow depth has low impact on the reliability.

Precipitation: Measurements of precipitation of the last 24 h are used in this study. This is motivated by the fact that outages could occur from a chain of events (e.g., snowfall) longer than 1 h. The accumulated 24 h-value is established for every hour. The results of DS1 indicate that precipitation below 20 mm/24 h (equivalent to ~20 cm of fresh snow) has no major effect on SAIDI, SAIFI, and AENS; i.e., increased vulnerability. In DS2, lower precipitation (10 mm/24 h set as limit) affects the reliability compared with DS1. This can be explained by a larger area and consequently larger average distance to the weather station. Table XV shows that large amounts of fresh snow increase the risk of both long and short outages. Rain and small amounts of snow have basically no effect at all on DS1. The results for DS2 (Table XVI) also indicate snow as a vulnerable state; however, these results also indicate vulnerability due to rainfall. To investigate the cause, the weather state “rain” is divided into two sub-states based on the wind situation, which shows that this “non-intuitive” phenomena correlates with strong winds which could explain.

Weather-Related Risk Categories, Deepened Analysis: The studied power distribution systems are vulnerable to excessive snow, high wind speeds, and single serious weather events. To analyze the influence of these risk categories and causality, a number of system states have been analyzed further; see Tables XVII and XVIII. The results show that only strong winds or heavy snowfall alone increases SAIDI, SAIFI, and AENS and that the combination of the two is more critical than the sum of the individual states. The results of DS1 and DS2 are illustrated in Figs. 5 and 6, respectively.

V. DISCUSSION ON APPLICATION OF THE RESULTS

The tools provided in this paper give indications of effective resource allocation. The focus is more on vulnerability analyses than costs; however, analysis results from presented method can be used to evaluate asset management actions and to improve the utilization of existing resources. In future work, more detailed cost analysis methods will be added.
With respect to the vulnerability analysis results of different months (see Section IV-C), preventive maintenance should be performed during spring (see Fig. 7); vacations should be concentrated in late summer; increased manning, i.e., more human resources, should be considered October-January. This gives a more balanced level of resource utilization throughout the year and also decreased the risk level in general.

### VI. CONCLUSION

This paper proposes and demonstrates a vulnerability analysis method to use as decision support for DSOs and also introduce a new reliability index category, $R_T$, flexibility to adjust to different laws or DSO policies of long outages. The vulnerability analysis method can be used to allocate resources more cost-effectively, increasing the reliability in general, and decreasing the risk of severe events. The results from an extensive application study, evaluating the method, have been presented.

Heavy snowfall and strong winds have great impact on the reliability, while the impact of temperature, rain, snow depth, and power demand are relatively small.

### APPENDIX

The content of Tables II–VII and IX–XVIII is obtained by calculations described in Section III, using empirical data from DS1 and DS2 presented in Section IV-A. According to current Swedish legalization, SAIDI, $R_{12}$, and $R_{24}$ are the most important indices to consider.

Additional explanations to Table II–VII and IX–XVIII:
1st col. List of analyzed states [S], e.g., month or wind speed.

\[ P([S]) \]  Probability of being in state [S]. E.g.: “Sunday” = 1/7 and “>30 cm snow (DS2)” = 4.6% (based on used weather data of 8 year)

Share How many percentage each system state [S] contributes to the actual reliability index.

\[ C_{Y}(\text{Var.}) \]  Coefficient of variation, which indicates the statistical validity (see Section III-F). For example: If \( R_{12}^{[S]} \) is equal 40 and is calculated based on 25 events during studied period, then \( C_{Y} = \frac{(40)}{(\sqrt{25})} = 20\% \). This means that \( R_{12}^{[S]} \), with a 95% confidence interval, can be calculated as \( 40 \pm 1.96 * 0.2 * 40 \approx 40 \pm 15 \).

* The units of the reliability indices in this section are as follows: SAIDI\([S]\), or unadt [hours/year], customer], SAIFI\([S]\), [number of outages (0.05–12 h long)/year, customer], AENS\([S]\), [kWh/year, customer], CAIDI\([S]\), [hours/outage], \( R_{12}^{[S]} \), [number of outages (>1 hours long)/year, customer].
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