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Abstract

This thesis deals with the tremendous amounts of data produced by camera arrays used in emerging technologies like 3D-TV and free-viewpoint TV. Being highly redundant, the imagery is eligible for efficient compression. A commonly used data format is N-texture/N-depth where each camera image is accompanied by pixelwise scene depth values. For this format, we present a novel codec. Tree-structured depth images are proposed to encode the depth information. Their advantage is efficient self-sustained compression without side information. To process the texture, we extend the class of Motion-Compensated Orthogonal Transforms by a wavelet decomposition along the view axis using depth image based rendering (DIBR). To cope with prevalent visibility issues of DIBR, orthogonal shape-adaptive transforms have been developed. The combination of the proposals yields a rate-distortion optimal codec. This system exploits the specific properties of depth images as opposed to previous approaches which rather attach a depth coder to a texture coder. The performance is evaluated by encoding multiview testsets and measuring the MSE after decoding. In the process, a MEX-file implementation of the Embedded Block Coding with Optimized Truncation algorithm has been created. We believe its speed boost can prove valuable for other’s projects in the field.
Abbreviations, Acronyms and Symbols

DERS  depth estimation reference software [31]
DIBR  depth image based rendering [19]
EBCOT embedded block coding with optimized truncation [32]
KLT  Karhunen Loève transform
MCOT  motion-compensated orthogonal transform [12, 13]
MSE  mean square error
MVC  multiview video coding
PSNR  peak signal-to-noise ratio
RDI  root node's depth image
TSDI  tree-structured depth image

N  number of viewpoints
H  height of the camera image
W  width of the camera image
u,v  camera pixel coordinates
X,Y,Z  world coordinates

x  vector of pixel values
y  vector of transform coefficients
x̂, ̄y  respective quantized value
T  transform matrix
Tκ  incremental transform matrix

RT  bitrate of the texture
RD  bitrate of the depth map
Rtot  total bitrate
D  distortion
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1 Introduction

Continuing improvements of camera and display technology meet the demand of more and more realistic visual presentation. Signal processing closes the gap between acquisition and reproduction of images to yield visual communication systems. Together, these increasingly powerful capabilities regularly boost the perceived quality.

While planar presentations like photography and television have become ubiquitous, emerging technologies strive to enable immersive experience of natural scenes. The most important applications are 3D-TV and free-viewpoint TV (FTV). The former is based on the binocular vision of human beings where two slightly different images are fused by the brain to yield depth perception. Hence, 3D-TV may use the same processing as FTV but simultaneously presents two aligned viewpoints.

Usually, multiple video cameras are used to simultaneously acquire various viewpoints of a scene [14]. The resulting set of images is referred to as multiview imagery. An example is presented in Fig. 1.2. As more camera viewpoints help to improve 3D realism and freedom of viewpoint choice, a huge amount of data is produced that calls for efficient compression [14, 18, 37]. We can exploit that the images are taken from the same scene and have inter-view as well as intra-view, temporal correlation [14, 37, 5].

In contrast to computer graphics, no geometric model is available in general. We have to base the processing on the camera images and possibly auxiliary data like, e.g., range measurements of a laser scanner. The resulting high-level system is depicted in Fig. 1.1. The available data is encoded into a bitstream which is then decoded. However, the viewpoints or their number are not necessarily identical at both ends. The view requested by the user or required for the faced display technology may be not contained in the input.

To obtain unavailable views, view interpolation using depth image based rendering (DIBR) [19] was proposed [20, 29]. However, high-quality synthesis requires information about the scene depth. It is usually structured as pixelwise depth map aligned with the texture pixels. To code the resulting data, several approaches with both predictive coding [21, 22, 38, 40] and subband coding [4, 5, 6, 15, 37] are available. They are essentially derived from single-view codecs and attach a subordinate depth map coding to the texture coding.

One aim of this thesis is exploiting the special characteristics of depth maps. We propose a data-structure for depth maps that requires no side information for encoding. Contrary to most existing algorithms, we encode the depth map first and then use it as side information in texture processing. Hence, the overall system also needs no side information and we save the respective bitrate.

![Figure 1.1: Signal processing of multiview imagery.](image-url)
For texture processing, we extend the class of motion-compensated orthogonal transforms [12, 13] to use DIBR for the derivation of the compensation. Being strictly orthogonal, the transform enables relatively simple distortion calculation and embedded coding. In addition, an algorithm for joint rate-distortion optimization is presented that finds optimal bitrates of the depth map and the texture.

A common problem with DIBR is disocclusion, i.e., that a previously covered area becomes visible in a rendered view. For both depth map and texture processing, we present algorithms to cope with the disocclusion while the transform remains orthogonal.

The thesis is organized as follows. Chapter 2 presents background knowledge. The proposed depth image coder and texture coder are described in Chapters 3 and 4, respectively. In Chapter 5, we present the rate-distortion optimization and hence the concatenation of the two algorithms. Chapter 6 covers the experimental results followed by the conclusions in Chapter 7.

---

**Figure 1.2:** Views 3 to 6 of *Newspaper* test sequence.
2 Background

The goal of this chapter is a summary of some previous work found in literature. It introduces a number of concepts which are extended and combined to form a codec in Chapters 3, 4, and 5.

2.1 Multiview Imagery

For humans, the natural experience of a real-world scene is a three-dimensional (3D) impression where the viewpoint can be altered by moving oneself. Communication systems should be able to reproduce this for an immersive experience. The 3D perception is achieved if the two eyes are supplied with slightly different images like the brain would expect them for binocular vision [10]. Changing the viewpoint becomes possible if multiple viewpoints are captured and means to select them are provided. Some emerging applications are 3D-TV, free-viewpoint TV (FTV), and in teleconferencing as well as in surveillance [37, 18, 15, 14, 21].

Multiview imagery is a set of pictures taken from a dynamic scene. The pictures are captured at different viewpoints and/or consecutive time instants. They are typically generated with an array of synchronized video cameras [14, 21]. Further issues to obtain high quality are calibration of color, positions, and orientations of the cameras [21, 36].

A presentation on an autostereoscopic display, which is more convenient since it requires no glasses, may display 9 or more views simultaneously [29]. Free-viewpoint TV needs image samples of all surface areas that are visible in desired views. Hence, it also requires a large number of views and both applications create a huge amount of data [14, 37, 18]. However, the images are taken from the same scene and have inherent similarities which can be used for efficient compression [14, 37, 5]. Exploiting the also present temporal redundancies is well understood and a vast amount of literature exists. Additionally, the temporal correlations are known to be typically stronger [5] with certain exceptions [38].

2.2 Depth Image Based Rendering

Approaches like Light Field and Lumigraph [28] allow rendering views without knowing the geometry of a scene. However, this requires significant oversampling and thus high bandwidth for the transmission of a large number of views. Other approaches use information about the geometry to reduce the need of oversampling. They are based on the notion that a camera image is the projection of a 3D real-world scene on a 2D plane. The inverse of this projection and thus a mapping to another view becomes possible with appropriate auxiliary information. It can be encoded as point clouds [34], mesh-based representations [23] or depth images. The latter associates a depth value with each pixel of the image. This may be considered as an additional component alongside intensity and color data. A variant are Layered Depth Images (LDI) [26] which also store objects invisible from the LDI’s viewpoint. Fig. 2.1 gives an example of a depth image.

Depth image based rendering (DIBR) [19] is used to obtain new viewpoints from given texture and depth images. It uses the computer-vision community's ideal planar pinhole model depicted in Fig. 2.2. The point of intersection of all rays is called center of projection [19] or optical center [21]. The distance
between the optical center and the image plane is called focal length and denoted $f$. The relationship of a 3D world point $(X, Y, Z)^T$ and camera pixel $(u, v)^T$ is given by

$$u = \frac{Xf}{Z} \quad \text{and} \quad v = \frac{Yf}{Z}. \quad (2.1)$$

Rewriting this to matrix notation using homogeneous coordinates for the pixel yields

$$\begin{pmatrix} uZ \\ vZ \\ Z \end{pmatrix} = K \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} \quad \text{where} \quad K = \begin{pmatrix} f & 0 & 0 \\ 0 & f & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad (2.2)$$

is called intrinsic camera parameters. Different camera models are described by generalizing $K$. To change the viewpoint, a rotation matrix $R$ and a translation vector $t$ are introduced. Using homogeneous coordinates for the world point, (2.2) becomes

$$\begin{pmatrix} uZ \\ vZ \\ Z \end{pmatrix} = K \begin{bmatrix} R & t \end{bmatrix} \begin{pmatrix} X \\ Y \\ Z \\ 1 \end{pmatrix}. \quad (2.3)$$

The reverse projection of the pixel coordinates to the 3D world is obtained by solving (2.3) for the world coordinates.

$$\begin{pmatrix} X \\ Y \\ Z \\ 1 \end{pmatrix} = K^{-1}R^{-1} \begin{pmatrix} uZ \\ vZ \\ Z \end{pmatrix} - R^{-1}t \quad (2.4)$$

When (2.4) with one set of camera parameters \( \{K, R, t\} \) is inserted into (2.3) with the set of a second camera, we obtain

$$\begin{pmatrix} u_2Z_2 \\ v_2Z_2 \\ Z_2 \end{pmatrix} = K_2 \begin{bmatrix} R_2 & t_2 \end{bmatrix} \begin{bmatrix} K_1^{-1}R_1^{-1} \begin{pmatrix} u_1Z_1 \\ v_1Z_1 \\ Z_1 \end{pmatrix} - R_1^{-1}t_1 \end{bmatrix}. \quad (2.5)$$

This process is called 3D image warping in computer graphics.

**Figure 2.1**: Example of depth image (*Newspaper, frame 50, view 3*).
Figure 2.2: The ideal pinhole camera model describes the perspective projection \((u, v)^T\) on the camera’s image plane of 3D world point \((X, Y, Z)^T\) (Source: [21]).

The depth is consistent, i.e. \(Z = Z_1 = Z_2\), for planar camera setups where all optical centers are on one plane. \(Z\) is then the shortest distance from a surface point to that plane. The depth values of one view are found in all other views where the same surface point is visible, i.e., a single view can define the entire visible surface [24]. However, this only holds for continuous values. Problems arise for integer pixel coordinates and quantized depth values. A heuristic technique has to be used to ‘bend’ the result of (2.5) to the pixel grid, e.g., round it to the closest integer [21]. As a consequence, we have broken connections where (2.5) no longer establishes a connection between two pixels in two views. Instead, a connection to neighboring pixels may be claimed. On the other hand, it has been shown that limited quantization [16] and subsampling [3, 8] may be applied without disturbing perception quality.

3D warping may be applied to all pixel components. Since it only establishes the relationship between pixels, there are two possible directions to transfer the signal. So-called forward warping will use the depth value of a source view to determine the related pixel in the target view. The signal will be taken from the same view as the depth. The second approach is backward warping or inverse warping. Here, depth value and signal are taken from different views. The advantage of the former is that a single view can render any nearby view. However, this leaves pixels undefined, i.e., it introduces small holes of typically a single pixel because of the problems explained above. For inverse warping, all pixels will be defined since the depth is taken from the target view. On the other hand, this depth has to be known by some means.

While depth images may be derived by other methods like, e.g., LIDAR range measuring, they are typically obtained from the camera images using vision algorithms [24, 17, 21]. Depth Estimation Reference Software (DERS) developed by MPEG combines a number of approaches [31]. Despite the complexity, the results are rather poor. Most importantly, they are not consistent between the views because only neighboring views are used [24].

A common problem with DIBR is disocclusion. As demonstrated with the example in Fig. 2.3, objects in the foreground may cover areas farther away in a particular view. However, the areas may be visible at a different viewpoint. This inhibits simple rectangular datastructures as used for still images. In addition, it causes some uncertainty. Camera 1 cannot see if the gray object is present. Using just this camera, we hence cannot determine if camera 2 sees the area marked undetermined. It might just as well point on the possible occluder.
2.3 Predictive coding

The H.264 video coding standard is widely used in predictive approaches to multiview video coding (MVC) since it is very efficient and has a large set of tools that can assist MVC. The most basic structure called simulcast (Fig. 2.4a) treats each view and each depth map as an independent sequence. Since the inter-view correlation is not exploited, the bitrate is relatively high [21]. H.264/MVC (Fig. 2.4b) encodes all views together. It extends the motion compensation such that it may choose a reference picture in a different view. This yields a disparity-compensated prediction and exploits the inter-view correlation [21, 40]. Morvan proposes to use a rendered view as additional reference [21, 38]. To enable high-quality, flexible view synthesis, depth maps are added as an independent MVC bitstream [40]. The motion vectors and disparity vectors of the texture are correlated to those of the depth map. Ref. [22] therefore uses the texture’s side information as candidate for the respective depth map. Using H.264/SVC tools, this is extended to joint multiview video plus depth coding as depicted in Fig. 2.4c and achieves about 10 to 20% saving in depth bitrate [40].

The most important disadvantage of predictive coding is its foundation on closed-loop architecture. This denotes a system with feedback, i.e., it uses quantized and inverse-transformed output to process consecutive input. The quantization must not change later on since this error would accumulate other-
wise and the reconstruction fails. In contrast, an open-loop system does not mix the transform result with any part of the input signal in any way.

### 2.4 Lifted Wavelets

An open-loop system enables retroactive change of the transform coefficients. This is called scalability and may concern the rate by changing the quantization or the temporal resolution by omitting temporal highbands. The spatial resolution also may be reduced correspondingly but also improved locally when a selected set of coefficients is coded at better quality. The affected area is called region of interest. These features enable low-complexity adaptation to heterogeneous environments with varying channel bandwidths, different display resolutions, and diverse computation power.

A possibility is subband coding with wavelets. A number of wavelet-based multiview video codecs are discussed in literature [4, 5, 6, 15, 37] as well as related problems on rate-distortion optimization [33, 18]. The codecs usually use any or all of Haar, 5/3 -, and 9/7 - Cohen-Daubechies-Feauveau wavelets in lifting implementation. This ladder structure by Sweldend [30] decomposes the wavelet into prediction and update steps. Lifting allows nonlinear operations in the steps while the transform remains reversible. This feature is used to integrate motion compensation and disparity compensation. A problem is the different number of references for each pixel depending on the motion and disparity fields. The transform is only approximately orthogonal [12] and the resulting difficulty of rate-distortion optimization reduces the performance.

### 2.5 Orthogonal Transform

For all cases, the intended goal of transformation of the input images is a preparation that renders efficient compression as easy as possible. The optimal solution is the Karhunen Loève Transform (KLT) since it yields a decorrelated signal and achieves optimum energy concentration at the same time. However, we face the problem that the KLT depends on the signal statistics. These are diverse for images and only an estimate is available. Moreover, this has to be present for the inverse transform and thus needs bitrate. Since the KLT objects to be performed as sparse matrix multiplications, the computational load is high. For most applications, an approximation is inevitable. Common examples are the discrete cosine transform and wavelet transforms.

For orthogonal transforms, Parseval's theorem holds and we can calculate the MSE of the reconstructed images using only the error in the transform coefficients. Hence, the effect of quantization is known without performing the inverse transformation. This becomes very important in Sec. 2.6 to obtain embedded bitstreams. Another valuable feature is the separability of the 2D transform into two 1D transforms. Together with sparse transform matrices, this reduces the computational load significantly.

As an example, we consider the Haar wavelet. Let \( x \) and \( y \) denote vectors of the image values and the transform coefficients, respectively. Then, we have \( y = Tx \) where \( T \) is the transform and may be factored into transform steps

\[
T_x = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix}.
\]  

(2.6)

Each transform step takes two input values and results in two coefficients. To form \( T \), we have to extend all \( T_x \) to identity matrix except for the two components under transformation. This sparsity is exploitable since we may apply \( T_x \) directly to the two respective components of \( x \). The separated 2D
transform decomposes the image horizontally first and then vertically. Hence, we processed rectangular blocks with four pixels when both horizontal and vertical wavelet are done. These blocks are non-overlapping. Fig. 2.5a illustrates the process. Since the values of the example are set identical, the so-called approximation takes all energy while all three so-called detail coefficients become zero. In general, they will be non-zero but nonetheless convey little energy for correlated signals.

A problem arises for irregularly structured data. Let a process like, e.g., motion compensation or DIBR declare the pixels in Fig. 2.5b to be correlated. One of the intermediate coefficients has twice the energy after one transform step, i.e., in the figure’s middle. Multiplication with $T_\kappa$ would yield non-zero detail. To overcome this problem, Ref. [12] introduces an adaptive decorrelation factor $a_n$ and replaces $T_\kappa$ by

$$H = \frac{1}{\sqrt{1 + a_n^2}} \begin{bmatrix} 1 & a_n \\ -a_n & 1 \end{bmatrix}$$

and we thus have

$$\begin{bmatrix} y_1 \\ y_2 \end{bmatrix} = H \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}.$$  \hspace{1cm} (2.8)

The transform (2.7) can be made strictly orthogonal by

$$a_n = \frac{\sqrt{n_2 + 1}}{\sqrt{n_1 + 1}}$$

unlike lifted wavelets [12]. The so-called scale counters $n_1$ and $n_2$ count the number of transformations performed on $x_1$ and $x_2$, respectively. The lowband’s scale counter $n_1$ is update to $m_1$ according to $m_1 = n_1 + n_2 - 1$ since the energy is concentrated there. Both are initialized by zero and $n_2$ is also reinitialized to zero if further processing like spatial decomposition is desired.

The scale counters are reconstructed using the motion vectors or DIBR at the decoder. No additional information is needed compared to lifting approaches. However, these transforms are harder to construct and fewer wavelets are available.

The double motion-compensated orthogonal transforms (MCOT) is the second member of this family of MCOTs [13]. In similar fashion, two adaptive decorrelation factors are found to yield a strictly orthogonal transform with two hypotheses. Compatible spatial wavelets are also available [11]. We will reuse the transform steps and combine these transforms to obtain a view decomposition.
2.6 Entropy Coding

The basic principle of compression is removing information considered redundant and finding the smallest but lossless description of the remaining important data. The former is achieved by preparing the signal and quantizing it. Appropriate entropy coding then exploits the coefficient statistics to assign a minimum length code for the values.

A well-known algorithm for entropy coding is Huffman coding. It optimally encodes individual source symbols by a variable-length string of output symbols (virtually always bits). The mapping table is constructed using the source symbol probabilities such that the result has minimal length on average.

Even after transformation, some spatial correlation of the transform coefficients in general remains for image data. Hence, a joint coding of the source symbols is desirable since it outperforms Huffman coding. Meanwhile, the scalability features of wavelet approaches should remain. So-called embedded coding sorts the bits according to their importance. Truncating this single embedded bitstream, different bitrates and spatial or temporal resolutions are obtained. Additionally, a particular version contains all lower qualities as prefixes.

A prerequisite of embedded bitstreams is embedded quantization. The bits of some set of coefficients are arranged in so-called bitplanes. Each bitplane contains all bits of the same significance, i.e., the first has all most significant bits, the last has all least significant bits etc. as depicted in Fig. 2.6. By defining a scan order on the bitplanes, a stream of bits is obtained. This bitstream may be truncated after one of the bitplanes. Thereby, the effective step size of the quantizer is controlled.

Many popular wavelet entropy coders exploit a property of images called self-similarity or cross-subband similarity. The hypothesis is that all finer details are irrelevant if a threshold at a coarse level

![Figure 2.6: Bitplane coding along the arrows; colors indicate sets of coefficients.](image-url)
indicates irrelevance. A tree ordered by importance is obtained by decreasing the threshold. This so-called zerotree can be coded efficiently. Examples for this approach are EZW [27] and SPIHT [25]. The otherwise similar WDR [39] efficiently encodes indices of significant wavelet coefficients instead of a zerotree which actually indicates insignificant parts.

Another encoder for wavelet coefficients is EBCOT [32]. As the first of two steps, the quantizer indices for each subband are partitioned into code blocks. Code blocks are rectangular in shape, and their nominal size is a free parameter of the coding process [2]. Fig. 2.6 depicts four code blocks indicated by the four colors. EBCOT passes through the bitplanes of each code block and tries to predict the next bit using the already encoded. This yields information for context-adaptive arithmetic coding that in turn allows efficient coding with no or few prior knowledge about the signal. The produced embedded bitstreams for the code blocks are mutually independent. Thus, EBCOT is very flexible for features like scalability, regions-of-interest, or rate-distortion optimization. Although abandoning cross-subband correlation, the algorithm exhibits equal or slightly better compression performance than the previous. The drawback is the implementation and computation complexity. However, powerful implementations exist since a variant of EBCOT is the entropy coder of ISO 15444, known as JPEG2000 [1]. Moreover, JPEG2000 was adopted for digital cinema [7] suggesting that it is suitable for similar applications.

The EBCOT framework provides means to optimize the distortion $D$ of the transform coefficients $y$ for a given rate. The assumptions are that the distortion metric is calculated in transform domain and the distortion of the individual code blocks is additive, i.e.,

$$D = \sum_{\text{all } i} D_i$$

where $D_i = f(y_i, \hat{y}_i)$ and $i$ is the code block index. We spare the computation effort of the inverse transform and can successively derive the distortion for each truncation point during bitstream creation. A prerequisite is an open-loop system. The additive distortion simplifies the optimization problem since it becomes an easier independent optimization for each code block. One possible metric is the mean squared error (MSE). Since its calculation is very simple, MSE is very popular for image and video coding. However, MSE does not take the human distortion perception into account. Taubman shows that, e.g., the visual distortion metric [32] improves subjective quality while fulfilling the above assumptions.

To account for the characteristics of 3D subband decompositions, 3-D ESCOT was proposed [35]. It improves EBCOT by introducing new contexts. Further extension to even more dimensions suggests itself and presumably improves performance. Nevertheless, we limit the remainder of this thesis to EBCOT since all basic principles are covered and an implementation is available.
3 Multiview Depth Image Coding

A depth image is sufficient to render new depth images since the depth value is the signal but it is also possible to deduce the relationship to pixels in other views with it. Hence, all information to predict a different view is contained and we can build a compression system with the depth map alone. In contrast, the texture needs side information for parallax compensation which can be derived from depth images. Moreover, we ultimately need the depth map for view synthesis for FTV or adaptation to the heterogeneous display technology. These reasons motivate an overall system in two parts as illustrated in Fig. 3.1. The first part will independently process the depth. The result will be used as side information in both encoding and decoding of the second part which handles the texture. Thereby, we can use the depth map both as side information and as output.

![Figure 3.1: Proposed structure of the complete system.]

3.1 Tree-Structured Depth Image

Each pixel of a depth image represents a point in the 3D world. In a non-sampled and non-quantized case, the identical value is found in the depth image of a different view for planar camera arrays or it can be calculated in the general case. Assuming this holds approximately in the sampled and quantized case, each depth value should be coded once and only once. This assumption is supported by the observation that limited errors are tolerated by humans and do not disturb perceived quality.

However, a problem occurs for occlusions. Some areas which were previously invisible since covered by foreground objects might be visible in a different perspective. The shape of these areas is arbitrary. Thus, the concerned pixels cannot be coded in the rectangular structure of a depth image. We therefore propose the concept of tree-structured depth images (TSDI) as illustrated in Fig. 3.2. The rectangles represent four views of a scene. Note that their arrangement is not merely caused by the tree but rather due to the spatial alignment of the viewpoints. We can maintain this and hence there is no need to tamper with the geometry of the processed pixels.

The black pixels of Fig. 3.2 indicate pixels that are encoded, white pixels are rendered using the information of parents in the tree. However, the structure of the tree is pixel dependent. Some might be rendered using the depth values in an auxiliary view, since they are only visible there. This is indicated by the dashed arrow and the gray pixels in Fig. 3.2.

The tree can be serialized. The root node's depth image (RDI) defines occlusion areas in its descendants. The depth values of one child (e.g., view 3 in Fig. 3.2) have to be coded but we can simply
Figure 3.2: Structure of tree-structured depth images (black: encoded pixel, white: rendered pixel, gray: rendered with auxiliary view).

append them to a bitstream of the RDI since we now know the shape of the occlusion areas of this view. This process is then applied to the subtree at the child and so on until the tree has been traversed.

3.2 Generation of TSDI

If we transform connected pixels of consistent depth maps, the highbands are zero as the depth values are identical. This is good since we need no bitrate to transfer zeros. However, the decoder has to know the connections for this to work. In practical application, it has to derived them from the transform coefficients. However, this is ambivalent. As an example, a transform coefficient of the orthogonal transform can have the value $100\sqrt{2}$. Without further information, this can indicate two connected pixels with a depth value of 100 or actually be the result of $25\sqrt{8}$, i.e., eight connected pixel and depth value 25. Solving this ambiguity seems to require extra bitrate for open-loop systems. On the other hand, closed-loop approaches do not face this problem. The encoded data is a single view first and each coefficient represents exactly on pixel. The other views are added consecutively.

We generate TSDIs as depicted in Fig. 3.3. The RDI is encoded as the first step. Using forward warping of the decoded RDI depth values, the view of the highest subtree, i.e., view 3 in Fig. 3.2, is rendered. To cope with holes, we apply a $3 \times 3$ median filter two times to a copy of this intermediate result. The undefined pixels are then replaced by the filter result. When the same warping error occurs for foreground objects, the background will become visible. Therefore, we median-filter the second intermediate result. Additionally, this will remove scattered pixels from the occlusion areas. They appear depending on the gradient at the edge of an object in the source view. In general, some pixels remain undefined after this processing. They are considered as the occlusion areas and are encoded. Particularly,
we discard the depth values of the auxiliary view which are outside the occlusion mask. This reduction of the dimensionality will decrease the required bitrate while we are still able to reconstruct the depth value because of the consistency property.

The remaining views are treated in similar fashion. However, since rendering results are better for small baselines, we use the closest view for the rendering. Particularly, we expect to reduce the number of holes. For example, view 4 in Fig. 3.2 is rendered using view 3 despite many values are actually derived from view 1. To further mitigate the round-off problems, both views will be rendered to create a new view when the baselines are equal. The result is then derived as the average of the two depth values. If no round-off error or occlusion is involved, i.e., dashed arrow in Fig. 3.4a, the two values and hence also the result are identical. Otherwise, the second warp will either fill a hole or result in a spatial filtering, as illustrated in Fig. 3.4a and 3.4b, respectively.

Since the input depth images are usually not consistent, we preprocess them before we actually generate the TSDI. All views are warped to the RDI’s view. For each pixel, we then average over all obtained samples. We exclude depth values outside an interval of two times the standard deviation. The calculation of the final average, mean, and standard deviation ignore undefined values. The auxiliary views are processed in the same fashion except that views of parent nodes are not included. The latter will not contribute since only the occlusion areas are relevant which in turn are defined as invisible in the parents. Thereby, we save computation time for the warps.
3.3 Reconstruction of Multiview Depth Image

Since we know the rectangular shape of the RDI, we can extract it from the beginning of the bitstream and decode it. The same warping and filtering process and occlusion detection as above is used to obtain the next view of the tree. Since the same process and data as during generation is used, the shape of the occlusion area will be the same. Thus, we can decode the depth values for this area and insert them to complete the view. Finally, the original order of the views is restored in a demultiplexer.

3.4 Coding of TSDI

3.4.1 Orthonormal Transformation

To exploit spatial correlations of the depth images, they are decomposed using a type-1 spatial wavelet transform [11]. It becomes the Haar wavelet for the RDI where a regular dyadic decomposition can be used. We use four resolution levels, i.e., three decomposition stages. The benefit of using an orthonormal transform is the simple quantizer. All coefficients are quantized with the same step size in a uniform midthread quantizer. The same quantization parameters are used for the coefficients of the occlusion areas. However, a different transform has to be used since they have irregular shapes in general. Moreover, we cannot produce an embedded bitstream since we are forced to choose a closed-loop approach.

3.4.2 Shape Adaptation

Both at the encoder and the decoder, the occlusion mask is known. Hence, no additional bits to encode the shape are required if we use this mask to adapt the transform to the shape. The occlusion area is divided into $2 \times 2$ blocks at the same positions of the non-adaptive transform. Only the blocks where some of the pixels are not part of the occlusion area are treated specially. All complete blocks are processed as above.

Incomplete blocks may have one, two or three defined pixels and we consider these cases separately. We try to optimize the shape adaptation at each decomposition level such that later decompositions are as tidy as possible. An example of the shape-adaptive transformation is depicted in Fig. 3.5a and the resulting second-level decomposition in Fig. 3.5b.

A single pixel is the simplest case. We pass on its value as approximation coefficient during downsampling. The motivation here as well as in the two other cases is that it seems arbitrary which pixel becomes the approximation for a complete block. All pixels contribute equally to the approximation for the non-adaptive transform. The detail coefficients are then determined such that they actually extract the horizontal, vertical, or diagonal detail.

Two pixels are found either at the left or right vertical edge, the top or bottom horizontal edge, or in a diagonal configuration in opposite corners of a block. A single 1D transform is applied. One of the two coefficients is passed on as the approximation such that the energy will get concentrated in the lowband. The other pixel is passed on as the vertical, horizontal, or diagonal detail, respectively. Thereby, the spatial correlation of the detail coefficients after decomposition should be better. This improves the performance of entropy coders which take spatial correlations into account.

In the case of three defined pixels, there will be one principal pixel which is next to the two others. The latter are in turn diagonal to each other. To reduce the bitrate, we want to concentrate the energy but also maintain sparsity in the coefficient domain, i.e., there should be only three coefficients after the
transform. Thus, we should use the approximation and two detail coefficients. By choosing the vertical and horizontal coefficients, the transform remains separable into a vertical and a horizontal transform pass. The transform is performed with the principal pixel as to-be low band. First, we transform the principal pixel and the one to the left or right to yield an intermediate low band and the horizontal detail. We also update the scale counters. Then, the transformation of the intermediate low band and the third pixel yields the vertical detail and the approximation. Again, we have to update scale counters.

This shape adaptation is efficiently implemented as permutations of the signal space before dimensionality reduction. We exploit that the output values outside the mask may take any value since they are discarded anyway. Additionally, it is possible to combine occlusion mask and scale counters. We set the scale counter to a special ignore value like Not-a-Number or $-1$ where indicated by the occlusion mask. When we apply the permutations to both the signal and the scale counter, we can keep track which values to discard and which to transform and encode without using additional memory. Meanwhile, we can still easily perform the subsampling since all approximations are found where they are expected in the non-adaptive case. This is required for additional levels of decomposition.

### 3.4.3 Entropy Coding

The arbitrary shape of the occlusion areas also introduces problems for entropy coding. The encoder should exploit spatial correlation of the coefficients to obtain a good performance. This becomes a problem at borders where some surrounding values are not available. For normal images, this occurs at the edges of the image. However, this may be solved, e.g., by appropriate block sizes, symmetric extensions etc. since the edges are straight lines. In case of shape adaptation, the problem becomes more complex.

For example, we have to derive the context of each coefficient for the EBCOT approach. However, values included in this calculation may be missing and we have to either modify the rules to select a certain context or introduce new contexts. The former has the risk of impairing the probability estimation when the context is misclassified. For the second solution, we have to estimate adaptively more probabilities. However, these estimates are expected to be poor since only few samples will be available when we
Figure 3.6: Conversion of wavelet decomposition (left) to zig-zag scans with $i \in 1,2,3,4$. Equal letters belong to the same decomposition level, equal numbers to the same wavelet tree.

have too many contexts. A similar problem occurs for scattered small occlusion areas. In this case, only a few coefficients in each block are defined and thus few samples are available for probability estimation. Additionally, all algorithms in Section 2.6 introduce implementation and computation complexity to achieve scalability features. Since the TSDI generation is closed-loop, they are no benefit. In light of this, these algorithms seem unsuitable to encode a TSDI.

We propose an entropy coding scheme similar to the one of JPEG. The quantized coefficients are rearranged as depicted in Fig. 3.6 such that all belong to the same wavelet tree. We expect to create longer tails of zeros by zig-zag scanning this. The top left coefficient is the low band. It is least likely to be zero since the energy is concentrated there. The remaining coefficients are scanned roughly in order of their decomposition level. The lower the decomposition level, the less energy is present and we hope for early termination of the scan, i.e., all remaining coefficients equal to zero. We code this end with a special end-of-scan codeword. The scan is converted to run-length symbols which are then Huffman coded. Undefined coefficients are ignored. We use the occlusion mask to insert them at the respective positions in the decoder.
4 Multiview Texture Coding

To achieve efficient compression of the multiview texture, we have to reduce the redundancy. We use orthonormal wavelet transforms with subsequent quantization and entropy coding to do this. However, to obtain high performance, we have to compensate the parallax motion. With the approach outlined in Chapter 3, we can use the already decoded depth map for this compensation. At the encoder, the same information is available for free before occlusion detection in the TSDI generator loop.

We propose the structure in Fig. 4.1 for texture coding. The depth is sent as described above and converted to disparity at both ends. We use inverse warping and thus have the disparity for all pixels of the target view. Thus, there is no need of filtering which would disturb the visual quality. However, occlusion processing is required for reasons described in Sec. 4.3. Moreover, a structured decomposition which allows exploiting cross-subband correlation seems challenging. The flexibility of EBCOT circumvents this problem and we favor it instead of WDR, EZW, or SPIHT.

We transform the views with either a 1-hypothesis transform or 2-hypothesis transform to exploit the inter-view redundancy. For $N$ views, this results in one low band having most of the energy and $N - 1$ energy reduced high bands. All bands are then spatially decomposed and the result is quantized. We use a scalar uniform midthread quantizer with step size 1. Finally, EBCOT is used as entropy coder. The decoder does the inverse steps in reversed order. Without loss of generality, we only consider the processing of the intensity.

We use the JPC codec of JasPer [1]. It implements the EBCOT entropy coder including a built-in quantizer and MSE calculation. The output is a code stream including data, height, width, number of resolution levels, etc. according to the JPEG2000 standard, i.e., ISO/IEC 15444-1. While coping with the spatial decomposition is an intrinsic feature of EBCOT, we store each view decomposition as one component. While only three components are usually required to encode color still images, JPEG2000 allows up to $2^{14}$ components [2]. This leaves sufficient space for temporal decomposition and color processing.

JasPer has been included as an official reference implementation in the ISO/IEC 15444-5 standard. The JPEG2000 transforms have been stripped from version 1.900.1 and replaced by an interface to MATLAB. Additionally, we have added means to access the rate-distortion control.

4.1 1-Hypothesis Transform

Our 1-hypothesis transform is similar to the motion-compensated orthogonal transform in [12]. Instead of motion compensation, we use disparity compensation. In particular, the inverse warp will establish a relationship between each pixel in the target view and a pixel in the reference view. Each of these pairs is processed with an incremental transform $T_\kappa$ as in [12]. The transform removes energy from the target view turning it into the view high band. The energy is concentrated in the reference view which thus becomes the view low band.

To be able to process more than 2 views, we use a cascade of this transform as depicted in Fig. 4.2. At the start, all pairs of input views are decomposed into an intermediate low band and a high band. Pairs of the intermediate low bands are further transformed in successive decomposition levels until only one low band is left.
The spatial decomposition uses the adaptive spatial transform of [12]. Incremental transforms of the same type as during view processing are used. However, they process pairs of horizontally neighboring pixels in the first run, then vertically neighboring pixels.

### 4.2 2-Hypothesis Transform

Since a linear combination of multiple motion-compensated signals improves the accuracy of motion compensation [13], we expect the equivalent for parallax motion compensation. A particular advantage of compensation by warping is that a single set of depth images will convey all relationships between the pixels in all views. Thus, we can use a 2-hypothesis transform without spending extra bits on a second set of side information. This is in general not the case for the motion vectors of motion compensation.

We replace the motion compensation in the double motion-compensated orthogonal transform [13] with disparity compensation to obtain a disparity-compensated 2-hypothesis transform. It may be used.
to do a bidirectional transform $T^{(B)}$ with two different reference views or to achieve sub-pixel accuracy (denoted $T^{(S)}$) with a single reference view.

If a view has a left and a right neighbor, we can find a corresponding pixel in both neighbors for most pixels of said view. The exception are pixels which are only visible in either of the two neighbors (or even none) due to occlusions. They are detected using the occlusion mask and processed with the 1-hypothesis transform. Besides the dense disparity field, inverse warping has a second advantage in this case. The more complex reverse projection has to be performed just once. The same 3D world point is then projected to the left and right views. The respective pixels in each view are used as the references for the transform. Thus, we obtain two intermediate low bands and one high band. To get a single view low band, the last step must be a 1-hypothesis transform and the resulting cascade for $N = 4$ views is depicted in Fig. 4.3.

The warp results virtually never point to integer pixel positions. This motivates sub-pixel accuracy where we use the two pixels closest to the warp result as the two hypotheses. For rectified views of linear camera arrays, these are $\lfloor u \rfloor$ and $\lceil u \rceil$. However, we use two hypotheses only for $0.25 < |u - \lfloor u \rfloor| < 0.75$ since the transform tries to equally distribute the energy between the references. If the warp result is closer than this threshold to either of the references, it seems more reasonable to send as much energy as possible to that single reference. However, none of the choices for the transform is guaranteed to improve performance. For motion compensation, this is typically solved by determining the better choice and explicitly signaling it. Although a block based decision suggests itself, we intend to save the computation effort and the bandwidth.

### 4.3 Shape Adaptation

Because the decoder filled in the auxiliary information, all pixels of the decoded depth maps are defined. The warping calculation is also successful for all pixels. However, the proposed pixel may belong to a different 3D world point if an occlusion happened or may lie outside the view's image boundary. In the former case, a relationship between the pixels is claimed but there actually is no correlation. In the second case, there is no reference unless we enforce one by, e.g., clipping to the image boundary.

The naive solutions are no transformation of the affected pixel at all or complete processing, i.e., the transformation of the uncorrelated pixels. The former will leave the untouched pixel values and thus the energy in the high band. Because of this increased energy, a spatial decomposition of the high bands is necessary. The other approach ignores the z-buffer and hence the possibility that there can be additional invisible layers in a view.
Without transformation, the distorted area is much smaller than for the complete transformation depicted in Fig. 4.4. Nonetheless, there are visible artifacts at the border of the occlusion area as shown in Fig. 4.5. They occur because of different signal properties when view-transformed, energy-removed pixels are spatially decomposed together with unprocessed high-energy pixels. We conclude that we should use a shape-adaptive transform.

A more complex shape-adaptive transform than in Sec. 3.4.2 is required. In contrast to the depth, the view high band of the texture is not sparse since it has to model non-Lambertian surfaces, semi-transparent objects, and so on. On the other hand, the dense high band allows the use of a fairly regular transform once the energy is removed. To avoid trouble when quantizing, we must achieve the removal in orthonormal fashion. The energy should also be concentrated to improve the efficiency of entropy coding. To achieve these goals, we use the 4-pixel blocks of the regular transform as the guideline similar to Sec. 3.4.2. The blocks are divided into the three subsets energy-removed, high-energy and mixed.

The basic principle is to turn the mixed into energy-removed blocks by moving the energy to the closest high-energy block. We can achieve this when we apply transformation with appropriately chosen reference pixels due to the spatial correlation. When using the orthogonal transform step and appropriate scale counters, the signal space is also preserved. Since we process values of either high bands or original pixels, the scale counters are initialized with zero. An example of an occlusion mask is given in Fig. 4.6. Black pixels had their energy removed by the view transform. The occlusion areas are indicated by colored pixels where the color indicates the mode as outlined below.

Nearby pixels are usually more similar than those farther apart. Hence, we try to process neighboring pixels first. Therefore, we search for complete blocks which are horizontally, vertically, or diagonally misaligned, i.e., shifted by one pixel in x-direction, y-direction, or both directions, respectively. They are indicated by the blue and purple pixels in Fig. 4.6. Particularly for multiple resolution levels, we
Figure 4.5: Visible artifacts at the border of untransformed occlusion areas.

Figure 4.6: Example of a mask for occlusion processing (black: energy-removed pixel, green: aligned high-energy block, blue/purple: shifted high-energy block, cyan/white: overlapping blocks coinciding at the white pixel, red or purple: transformed with closest high-energy block).
improve the correlation of the subsampled bands and thus compression if we keep the approximation and the three detail coefficients of a shifted block at the proper positions of the respective aligned blocks. An aligned block containing a purple pixel would have its approximation coefficient there. Analogous, the blue pixels are detail coefficients in the respective blocks. With appropriate permutations before and after the orthogonal transform step, we achieve that the purple pixel really is the approximation and the detail ends up at the correct position.

A complete high-energy block is sometimes only found if we allow two blocks to overlap. They are marked by cyan and white pixels in Fig. 4.6 where the two involved blocks coincide at the white pixel. We can permute and transform one of the blocks so that the white pixel becomes the approximation. When we proceed and transform the other, we are left with just one high-energy coefficient that requires further processing. Frequently, there is an aligned high-energy block involved and we are done with the clean-up operations.

The scattered red pixels in Fig. 4.6 also have high energy but could not be assigned to any block. They are transformed with the closest pixel of a high-energy block. Actually, they are processed before the above steps so that we can also use shifted blocks as reference which may be closer than an aligned block. Similarly, some pixels are left with high energy after processing the shifted blocks. They are marked purple in Fig. 4.6 and we use the closest pixel of an aligned high-energy block for the transform. Finally, we separately transform the sets of energy-removed and high-energy blocks with the adaptive spatial transform [12].
5 Optimal Rate Allocation

Since the available bandwidth $R_{max}$ is limited for many applications, we need means to control the bitrate. At the same time, we want to obtain the best possible quality for a given rate. Rate-distortion optimization achieves both objectives.

While EBCOT can perform rate-distortion optimization in the context of a single still image, it assumes that the transform requires no side information, i.e., has a predefined structure as, e.g., Mallat or Spacl structure in [32]. However, our system proposed in Fig. 3.1 uses an adaptive transform and consequently has the two rates $R_D$ and $R_T$ for the depth map and the texture, respectively. The quality of the depth information influences the output quality due to its use as side information during texture processing. The distortion metric is then $D = f(R_T, R_D)$ and we should also vary $R_D$.

Analogous to still images, masking effects for binocular vision are known [3] and suggest an appropriate visual distortion metric. However, we face the problem that no such measure seems to be readily available. Since we lack resources to conduct the subjective evaluation, we stick to MSE for this work. Hence, we can use the same assumptions as outlined in Sec. 2.6 and also the generalized Lagrange multiplier method [9].

The relation between $R_D$ and $D$ involves a complex combination of (2.5), (2.7), and Huffman codes. A analytical expression seems intractable and in fact unnecessary since the generalized Lagrange multiplier method is applicable to discrete sets [9]. Additionally, a similar restriction exists anyway because we may only assign integer bits in general and they are our single resource to dispense. The particular implementation is restricted to bytes, i.e., the code words grow in multiples of 8 bits. Thus, we choose a set of $K$ quantizer step sizes for the TSDI for simplicity. The produced TSDIs result in the rates $R^k_D$ where $k = 1, \ldots, K$. Since we construct the texture transform using the depth map, we have to perform the texture transform for each quantizer step size using the respective depth maps. $R_D$ is implied to be constant during the subsequent bitstream generation and distortion calculation. The optimal tradeoff between the two rates is then the solution to

$$\min_{all \ k, all \ R_T} D(R_T, R^k_D)$$

subject to

$$R_T + R^k_D \leq R_{max}. \quad (5.2)$$

Owing to the additivity assumption, (5.1) is the same as

$$\arg\min_{all \ k, all \ R_T} \sum_{all \ i} D_i(R_T, R^k_D) \quad (5.3)$$

where $D_i$ is as in Sec. 2.6. The texture rate is analogous to [32] the sum

$$R_T = \sum_{all \ i} n_i \quad (5.4)$$
where \( n_i \) is the truncation point of the respective block’s codeword. By Everett’s main theorem [9], the optimum for any desired so-called Lagrange multiplier \( \lambda \geq 0 \) is

\[
\arg\min_{k, \text{all } n_i(\lambda)} \sum_i \left[ D_i(n_i(\lambda), R_k^D) + \lambda n_i(\lambda) \right] + \lambda R_k^k.
\]  

(5.5)

Since \( \lambda R_k^k \geq 0 \) and is thus just an offset for constant \( k \), finding the minimum decomposes to

\[
\delta^k(\lambda) = \min_{n_i(\lambda)} D_i(n_i(\lambda), R_k^D) + \lambda n_i(\lambda) \text{ for each } i \text{ and each } k \in 1, \ldots, K
\]  

(5.6)

and subsequently

\[
\arg\min_k \delta^k(\lambda) + \lambda R_k^k
\]  

(5.7)

to find the final truncation points for each block and the quantizer step size of the TSDI.

The solution to (5.6) is identical to the one in [32] and hence obviously inherits its features. They include that it is rather efficient since it is sufficient to obtain the convex envelope of the truncation points only once. Without this, the search for the minima (5.6) would be too complex. Additionally, this allows to rerun the rate allocation later on if one stores the produced information about the code blocks. The latter seems reasonable since this data is small for still images. Since we also have to cope with \( R_D \) and each transform yields different EBCOT codewords, we need to store not only the block information but multiple sets of the entire data. However, the epsilon theorem [9] suggests that we can find almost optimal allocation even if we store only few data sets. Thereby, we achieve SNR scalability.

We sweep through \( \lambda \) as proposed by Everett to obtain multiple solutions. Using a set of \( \lambda \)’s, we find the respective texture rates which add up with the depth map’s rate to the surface in Fig. 5.1. The optimal points for this example are marked by dots. The multiplex of the two bitstreams results in a total bitrate \( R_{tot} = R_T + R_D \) and a rate-distortion curve like in Fig. 5.2.
Figure 5.1: Luminance PSNR as function of texture rate $R_T$ and depth map rate $R_D$.

Figure 5.2: Optimal (+) and suboptimal (·) distortion for respective total bitrate.
6 Results

The MPEG test sequences *Lovebird 1*, *Newspaper*, and *Mobile* are used to test the proposed algorithms. The two former are rectified and calibrated images of a linear camera array. They are provided with calibration data and depth maps obtained with DERS [31]. *Mobile* is a computer generated sequence and thus has better depth maps. Its challenge is the shape edge between the rotating mobile in the foreground and the background. *Newspaper* has the most complex scenery of the three sequences. A person is passing between persons and objects in the foreground and background objects. Thus, there are many transitions in the depth. The two other sequences both show a static background and some motion in the foreground.

We use the first 50 frames of each sequence and the views 4, 6, 8, and 10 of *Lovebird 1* and 3 to 6 of *Mobile*. *Newspaper* is used with a narrow baseline (views 2 to 5) and a wide baseline (views 2, 3, 5, and 6). *Lovebird 1* and *Newspaper* are downsampled from $1024 \times 768$ pixel to $512 \times 384$ to reduce computation time and because of memory constraints. *Mobile* is left at its original resolution of $720 \times 528$. All sequences are YUV files with 8 bit per channel and 4:2:0 chroma subsampling. However, we ignore the color to further reduce time and memory demands. The additive distortion metric makes the extension to color simple. We also ignore the temporal correlation and perform only view decomposition since the typically stronger temporal correlations [5] might mask results otherwise.

6.1 Depth Image Coding

In Fig. 6.1, we evaluate the effectiveness of the dimensionality reduction of the TSDI using the quotient

$$k = \frac{\text{coded coefficients}}{\text{total number of pixels}} = \frac{HW + M}{HWN} \quad (6.1)$$

where $H, W$ denote the width and height of the images, $N$ the number of views, and $M$ the number of auxiliary pixels. The product $HW$ in the nominator accounts for the RDI which is always coded entirely. Hence, the minimal value of $k$ is 0.25. $k$ is approximately constant for sufficiently high bitrate. This indicates that we are only coding almost the minimum of auxiliary values if the RDI quality is good enough. For low bitrates, the approach randomly either breaks down and produces larger holes or illicitly removes fine details. The number of coded pixels increases or decreases, respectively. For *Mobile*, the individual $k$ for each frame is peculiar as depicted in Fig. 6.2. Since the mobile spins around its own axis, the occlusion area decreases for the considered range of frames. Being computer generated, the sequence also is noise free and in total somewhat degenerated.

For TSDIs, the preprocessing and the dimensionality reduction prevent perfect reconstruction. This is illustrated by the minimal reconstruction error in Fig. 6.3. It is derived by performing the generation process as in Sec. 3.2 but without quantization and compression of the transform coefficients. However, we compare the initial measurements and final result. Hence, we see a combination of desired measurement error reduction and unwanted coding distortion. Caused by any of the two, the MSE of the depth values shows the desired initial rapid decay at low rates which suggests good compression. Its function over bitrate is approximately convex.
Figure 6.1: Fraction of actually coded pixels (representing the dimensionality reduction) over rate.

Figure 6.2: Percentage of coded pixels for each depth map of Mobile.
If we only consider the actually coded coefficients, a result as in Fig. 6.4 is obtained. The bitrate is now the total number of bits spend divided by the number of coded coefficients. Since we used an orthogonal transform, the PSNR of the coefficients and depth values are related. The result is even more similar to what is typically expected for image coding and converges towards 6dB per bit per pixel. An interesting detail of Newspaper is the similarity of the PSNR for the same quantizer step size despite different baseline configurations. Meanwhile, the minimal reconstruction error in Fig. 6.3 is not independent of the baseline. Its reduction for wider baselines seems plausible since more pixels appear at the edge of the image than for a narrow baseline. This is illustrated by the black area at the left edge of view 3 and 4 in Fig. 3.2 and reflected in smaller $k$ for the narrow baseline in Fig. 6.1. They are intra-coded and hence have in general smaller error.

6.2 Texture Coding

The performance is evaluated using the distortion in the luminance channel. In particular, we use the PSNR where

$$\text{PSNR} = 10 \log \left( \frac{255^2}{\text{MSE}} \right).$$

Figures 6.5, 6.6, and 6.7 show the PSNR vs. the total bitrate for Mobile, Lovebird 1, and Newspaper sequences, respectively. The latter is used only with wide baseline. We compare our shape-adaptive transform to a reference where the disocclusion areas are blindly transformed together with the rest of the view. In addition, we add sub-pixel accuracy to the shape-adaptive transform. All resulting PSNR curves are virtually concave.
The shape-adaptive transform proposed in Sec. 4.3 yields the improvement depicted in Fig. 6.8. The apparent degradation of Lovebird 1 between 38dB and 48dB is at closer look also an improvement. We argue that about 0.3dB improvement in the disocclusion area outweighs slight degradation otherwise in term of visual perception. In the overall PSNR, the relatively few occluded pixels are masked. Although this effect does not become evident if all parts are enhanced, it is in fact present for all qualities. The improvement of the occlusion area is in general significantly larger, e.g., about 1.5dB vs. in total 0.6dB for Lovebird 1 at 30dB. This is also reflected in the energy compaction in the lowbands of the spatial decompositions of the view highbands. It increases from about 34% to about 57% with shape adaptation for 6.6.

Sub-pixel accuracy does not improve the PSNR compared to shape-adaptive transformation as depicted in Fig. 6.9. The exception is Mobile being up to 1.2dB better. We conclude that superior quality of the depth map is required for our blind approach and mode decision is inevitable otherwise.

Fig. 6.10 shows the optimal bitrate of the depth map depending on the texture rate. The Newspaper curve corresponds to the dots in Fig. 5.1. Finding a quantizer step for a particular bitrate is sometimes difficult since the MSE is soon largely flat. Moreover, the interesting operation range is usually considered to be about 25dB to 45dB. Hence, we ignore the sawtooth for Newspaper to the right. An additional $R_D$ may yield a steady rate-distortion decision but the small PSNR improvement appears unreasonably complex for practical applications. Since the algorithm only takes few of the offered values for $R_D$ and $R_D$ is constant on intervals, we conclude that the approach to SNR scalability in Chapter 5 is indeed reasonable.
Figure 6.5: Luminance PSNR over bitrate for reference and proposed occlusion processing as well as half-pel accurate transformation (Mobile sequence).

Figure 6.6: Luminance PSNR over bitrate for reference and proposed occlusion processing as well as half-pel accurate transformation (Lovebird 1 sequence).
Figure 6.7: Luminance PSNR over bitrate for reference and proposed occlusion processing as well as half-pel accurate transformation (*Newspaper* sequence).

Figure 6.8: Improvement due to shape-adaptive transform over PSNR.
Figure 6.9: Change between sub-pixel accuracy and shape-adaptive transform over PSNR.

Figure 6.10: Bitrate of depth map as function of texture rate.
7 Conclusions

Emerging technologies like 3D-TV and free-viewpoint TV require image sequences from multiple viewpoints. Captured by camera arrays, this multiview imagery produces a tremendous amount of data. On the other hand, this data is highly redundant and hence eligible for efficient compression. The diverse applications and display technologies demand adaptation to the specific conditions. Adding relatively little auxiliary information to the images enables powerful and high-quality algorithms that can perform such adaptation. The most common approaches are scene depth information for each pixel and post-processing using depth image based rendering (DIBR).

We have investigated the properties of depth images and propose tree-structured depth images as a novel datastructure to represent them. TSDIs exploit the consistency of depth values, i.e., that linked pixels have in theory the same value. This enables dimensionality reduction of the signal space. The compression of TSDIs is shown to be self-sustained, i.e., without the usual need of side information.

For texture processing, the class of motion-compensated orthogonal transforms [12, 13] has been extended by a new member using DIBR for disparity compensation. When combined with state-of-the-art entropy coding using the EBCOT algorithm, the resulting open-loop subband coding enables SNR scalability and potentially spatio-temporal scalability. In the process, an interface between MATLAB and the JasPer [1] open-source reference implementation of JPEG2000 has been developed as a MEX-file. We believe its speed boost can prove valuable for related projects in the field.

A common problem with DIBR are disocclusions, i.e., that a previously covered area becomes visible in a rendered view. For both depth map and texture processing, we have presented orthogonal processing that yields better energy compaction in the disoccluded areas.

The combination of the proposals yields a rate-distortion optimal codec for multiview plus depth imagery. TSDIs are used to encode the depth images. The result is used as side information in the texture processing. As the previous proposals rather attach a depth coder to a texture coder, this is an alternate system structure. It can use depth information to improve the efficiency of texture coding but meanwhile exploits the correlation between them. Thereby, we achieve a compact joint representation. Also being orthogonal, it enables efficient algorithms for optimal rate allocation.

Future work consists of improving the energy compaction of the transforms. Motion compensation, well-known for exploiting temporal redundancy in singleview video, and block-based selection of different transforms suggest themselves. Since EBCOT is designed for still images, it should be further optimized for the multiview imagery.
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