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Abstract—Phasor based Wide Area Monitoring and Control (WAMC) Systems are becoming a reality with increased research, development and deployments. Many potential control applications based on these systems are being proposed and researched. Such applications are either local applications using data from one or a few Phasor Measurement Units (PMUs) or centralized utilizing data from several PMUs. An aspect of these systems, which is less well researched, is the WAMC system dependence on high performance communication. This paper presents results of research on the use of Internet Protocol (IP) networks for both PMU and Remote Terminal Unit (RTU)/Intelligent Electronic Devices (IED) data for monitoring purposes. The paper examines performance aspects of the IP network Infrastructures when utilized by both: continuous PMU data streams and critical IED/RTU data. A set of simulation models characterizing a network of a Nordic Transmission System Operator were built to perform the analysis. The paper considers Quality of Service (QoS) strategies and the resulting delays and data loss that would be experienced.

Index Terms—PMU Communication, Wide Area Monitoring and Control, communication simulation, PMU communication delays.

I. INTRODUCTION

ELECTRICAL power networks are a part of the critical infrastructure in modern society. Our dependence and demand on electricity has risen sharply while recently this rising demand for electricity has been met with a serious strain in terms of production and expansion of transmission capacity. This is, among other factors, due to increasing environmental policies and costs. Furthermore, the re-regulation of the electrical market and the connection of national grids with neighbouring nations have resulted in a more complex and dynamic environment, in which multiple organizations coordinate and cooperate in the operation and control of the power system.

There is an international interest and implementation drive, in both academia and industry, on the prospects of PMU based monitoring and control technology [1], [2]. These systems promise to offer more accurate and timely data on the state of the power system increasing the possibilities to manage the system at a more efficient and responsive level and apply wide area control and protection schemes.

Generally, most of the international effort (e.g. the work published in [1], [2],[3], [4], and [5]) is on the development of monitoring and assessment application based on PMU measurements, in addition to platforms that would support these applications such as the Gridstat project [6]. Monitoring and assessment applications are known as Wide Area Monitoring Systems (WAMS) These new applications were not possible earlier with Supervisory Control And Data Acquisition (SCADA) measurements due to their generally low data sampling rate quality and lack of exact time synchronization. There has been less work on developing protection systems for PMU based monitoring and assessment application, and even less so for wide area control applications. The latter groups of systems do more than just monitoring the power system states, and they are referred to as Wide Area Monitoring and Control (WAMC) Systems.

A. Purpose

Quality of Service (QoS) in terms of guaranteeing delay limits and data completeness (realized by minimizing communication packet loss) is a crucial parameter for the success of communication networks for critical power infrastructure control systems. Hence, care must be taken in defining the performance level parameters required to ensure a satisfactory behavior of the network and protocols. The TCP/IP suite does not by itself guarantee the level of performance since it is a “best effort” protocol suite. On the other hand QoS mechanisms are available for IP-networks that allow the differentiation and prioritization of critical communication traffic, and thereby furthering performance requirements. This paper discusses these issues and presents results of simulations in which QoS mechanisms are applied to communication networks for Wide Area Monitoring using PMUs.

B. Outline

The rest of the paper is structured in five sections. Section II presents an overview of WAMC architectures outlining the main components of such systems; this section also discusses different communication paradigms and issues related to IP communication. Section III describes the simulation model scenarios that are built and the respective varied parameters. The analysis of the results of the simulation and a discussion are in section IV. Finally, section V concludes the paper.
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II. GENERAL WAMC COMMUNICATION REQUIREMENTS

A complete PMU based Monitoring and Control Systems is a system in which PMU measurements are collected from various locations in the electrical grid in a nation or region. The measurements are then communicated to a central location, where they are used by an assessment or monitoring application that would raise alarms or calculate results. The alarms raised and results calculated by these monitoring systems are, in turn, used to provide corrective actions or control on the power grid. Alternative architectures, such as using few remote PMU signals in a local system for a specific protection application, are also possible but are outside the scope of this study.

A. WAMC Components

A WAMC system includes four basic components: a PMU, a Phasor Data Concentrator, a PMU-based application system, and a communication network [7].

Logically, there are three layers in a WAMC, which in essence are very similar to the traditional SCADA systems. Layer 1 is the Data Acquisition layer, and it is where the WAMC system interfaces with the power system on substation bars and power lines. The PMUs are placed in layer 1. Layer 2 is the Data Management layer, and it is where the PMU measurements are collected and sorted into a single, time-synchronized dataset. The last layer is Layer 3, which is the Application Layer. Layer 3 represents the real-time PMU-based application functions that process the time-synchronized PMU measurements provided by Layer 2. Figure 1 illustrates the logical architecture of WAMC systems.

B. Communication Infrastructure

The communication infrastructure is an important component in the architecture of a WAMC system. This is because PMU devices are distributed over a wide area, covering various locations within the boundary of a power system. The PMU devices are then connected to one or many control centers over the communication network. Therefore, the communication network constitutes a possible bottleneck in the architecture of these systems, especially that delays and data quality of the remote PMU signals depend on the communication infrastructure.

1) Dedicated network solutions

Much of the previous work suggests the use of dedicated channels in optical fiber networks as the main communication media for PMU communication networks [8], [9]. The network architecture would then be composed of a main optical fiber backbone connected to the substation router. In turn, the PMU can be connected to the substation router. The PMU would be connected with the substation router through the standard substation Local Area Network (LAN). The measured phase angles from the PMUs are then transferred to a PDC, which sorts the phasors according to the GPS time stamps. The application buffer performs error and synchronization checking among other functionalities [7].

The main argument for using dedicated channels is for minimizing the effects of delay and congestion. Delay is an important measure for the success of PMU-based applications since the main advantage of such application over SCADA-based applications is the ability to observe transient phenomena in the power system. These phenomena could then be monitored directly in real time and used for control and protection purposes rather than merely for post-disturbance analysis.

2) Shared networks solutions

As an alternative to the “dedicated network” solution, a wide area network based on TCP/IP protocol can be used. In such a network (see Figure 2), the traffic from PMUs is accompanied with traffic from substation RTUs. There are also other network uses for this scenario such as utility Voice-over-IP. The TCP/IP utilization in utility networking is fairly new, and it has been very well tested for wide area networks in this regard. Moreover, TCP/IP offers an open standard and has wide adoption in industry. This means cheaper, more flexible, and interoperable software and hardware [10].
while at the same time being designed for wire-line networks (i.e. without integrating wireless issues into consideration). The performance guarantee is solely left for the application developer to leverage the design in order to meet satisfactory power-network needs.

Consequently, it is essential to study how the TCP/IP technology should be used and in which ways “power-data” traffic shall be sent over the network in order to achieve the QoS goals. The main QoS parameters for TCP/IP are: bandwidth, delay (including but not limited to delay jitter), and packet loss. In order to enable power-network control to function in a satisfactory manner we investigate different responses of the network under study for different traffic models. In doing so, we can also understand the effect of the traffic shapes on QoS parameters, especially delay, which is the focus of our study. We consider this as the start of a research work, whose goal is to gather a large set of data on different traffic types and their corresponding response in power networks (carrying power information). When such a set is available it can form a standard for testing and for building more control algorithms for better QoS over Power Grid networks.

At the same time, two major QoS protocols are used in power-networks, namely Resource Reservation Protocol (RSVP) [11] and Multi-Protocol Label Switching (MPLS) [12]. RSVP is used for integrated services over a TCP/IP network. RSVP functions for the application data by requesting specific performance from the network for particular traffic-flow(s). RSVP is deployed on IP-routers with the purpose of leveraging QoS control.

MPLS also works on traffic flows between different nodes and between different applications. One interesting feature of MPLS is that is can function together with existing routing protocols. For instance, it can have an interface with RSVP. This makes the use of MPLS very attractive for our purpose. MPLS is an adaptable and many-sided neat protocol that can tackle issues related to network performance, scalability, and traffic flow.

III. IMPLEMENTING PMU COMMUNICATION SCENARIOS

In this section we describe the simulation models that were built to study the impact of QoS mechanisms on the PMU communication. The simulation models were built using OMNET++ an open source communication simulation environment [13]. The models were based on possible locations of PMUs in Sweden. The information required to build the models was acquired from interviews with experts at the Swedish TSO, previous surveys and case studies [14][15], this information included, possible location of PMUs in Sweden, number of RTUs, size and bandwidth allocation for RTU and PMU data packets, as well as the data rate for these PMUs. It is important to note while the simulation model does not represent the actual network, it does provide a good characterization of the Swedish TSO’s Network and while this characterization is specific to the Swedish TSO the outcome of this study is nevertheless utilizable for other Transmission System Operators.

A. Network Model

Figure 3 provides a high level illustration of the network model that was built depicting the geographic range of the model.

![Geographical Network Model](image)

The high level model depicted in Figure 3 consists of three types of main subnets: the control center, core network and substation subnet. Subnets are a generalization of a portion of the network. Each subnet therefore may contain a several device models. The control center is the main subnet to which other nodes in other subnets in the network send information to. The core network therefore has a model of a SCADA Front end and a PDC. The front end receives packets from the RTU and the Video Streaming devices, while the PDC receives packets from the PMUs. The core network represents the core of the Wide Area Network and consists of a set of meshed router models. Finally, the subnets that represent substations contain models of PMUs, RTUs and Video streaming devices. Some substation subnets may actually contain more than one Substation and therefore more than one PMU.

B. Network scenarios

In order to examine and evaluate the network behavior under different characteristics and circumstances, the parameters in the simulation model was varied to create several scenarios. The variation resulted in to two scenario sets that cover PMU communication coming in from other devices such as RTUs and Video streaming devices. Since our main concern is the PMU communication the data coming from RTUs and Video devices is considered to be the background traffic and therefore has a lower priority over traffic coming from the PMUs. Each scenario set is made up of three scenarios in which they the difference between the scenarios is the bandwidth of the communication network and the existence of a QoS mechanism to differentiate the traffic
The bandwidth of the communication network between the substation and the control center was selected to be 2 Mbit/s, 4 Mbit/s, and 8 Mbit/s. In the first scenario set, QoS mechanisms were not implemented while in the second scenarios set, both RSVP and MPLS were implemented. The following Table 1 summarizes the scenarios and their configurations.

Table 1: Summary of Scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Network Bandwidth</th>
<th>QoS</th>
<th>PMUs</th>
<th>RTUs</th>
<th>Streaming</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2 Mbit/s</td>
<td>No</td>
<td>8</td>
<td>200</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>4 Mbit/s</td>
<td>No</td>
<td>8</td>
<td>200</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>8 Mbit/s</td>
<td>No</td>
<td>8</td>
<td>200</td>
<td>2</td>
</tr>
<tr>
<td>Set 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2 Mbit/s</td>
<td>Yes</td>
<td>8</td>
<td>200</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>4 Mbit/s</td>
<td>Yes</td>
<td>8</td>
<td>200</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>8 Mbit/s</td>
<td>Yes</td>
<td>8</td>
<td>200</td>
<td>2</td>
</tr>
</tbody>
</table>

The payload for PMU devices was configured according to C37.118 protocol [16] to be 40 bytes long assuming that each packet consisted of one Phasor sample. Table 2 summarizes data rates, payloads, reserved link capacity and different protocol header sizes for each of the data flows used during the simulations as well as the traffic generated by each unit.

Table 2 – Data Rate, Packet Size and Generated Traffic for Data Flows for nodes in all scenarios.

<table>
<thead>
<tr>
<th>Data flow</th>
<th>Data Rate (Packet/s)</th>
<th>Payload (bytes)</th>
<th>Headers (UDP/IP)</th>
<th>Generated traffic per unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMU</td>
<td>30</td>
<td>40</td>
<td>28</td>
<td>19.2 Kbit/s</td>
</tr>
<tr>
<td>RTU</td>
<td>2</td>
<td>500</td>
<td>28</td>
<td>8 Kbit/s</td>
</tr>
<tr>
<td>Video</td>
<td>200</td>
<td>1024</td>
<td>28</td>
<td>1.7 Mbit/s</td>
</tr>
</tbody>
</table>

C. TCP and UDP

As discussed in the section II., since RSVP and MPLS can work together in providing high reliability and accuracy in data delivery, the UDP over an IP network is used as a transport-layer protocol for all the data flows, including the PMU data flow, in all scenarios (as shown in Table 2).

Since we aim at minimizing delay and packet loss to achieve a power-application satisfactory limit, we firstly discuss which Transport protocol is best suitable. The two protocols to consider are TCP and UDP (User Datagram Protocol). TCP has relatively large headers compared to UDP [17]. Moreover, the control mechanisms and algorithms of TCP utilize some bandwidth and impose some delays such as the “TCP slow start” that is used when a packet loss occurs. Such algorithms in TCP make it not attractive for our type of application since TCP is itself “best effort” also.

On the other hand, UDP is a connectionless protocol, i.e. it does not apply no control over the transmission and reception of packets except for data checksum (that is needed in any transaction) to ensure reliability and correctness of the received sequence of bits in the whole IP packet. In brief, the UDP checksum runs the check over the whole IP packet, however, when a packet is lost, UDP does not re-transmit the packet. Therefore, UDP does not input any new bytes (traffic) on the network and when a packet is lost. This is attractive for our application from the point of view that no extra and unknown packets (nor acknowledgements) are sent over the network. However this is not suitable to guarantee any level of QoS. A major factor that influences this choice is the type of data, which is sent. Depending on the requirements for the data, few required characteristics can be established. In brief, the trade-off between these two protocols is that between speed and reliability. UDP counts as a less reliable but fast protocol, whereas TCP is a more reliable but also a slower protocol [18].

However, to make the best use of UDP in our application, other protocols shall be used to ensure minimum performance, this requirements is possible by using RSVP and MPLS along with UDP.

On the other hand, one of the important parameters to study, when the aforementioned protocols are used, is the whole end-to-end delay. This is because if delay is only improved along one or only few hops on a path, this does not guarantee that the other remaining hops would act in a way that suits the overall delay limit that shall be respected throughout the communication. This is the reason why, in the delay issue, we focus on the end-to-end delay from the source to destination over a network-path.

In Scenario 1, 2 and 3 there are no QoS schemes implemented, thus using UDP as the transport protocol is not the best choice, but it presents the opportunities to compare how QoS schemes upgrade the network performance. In case of an eventual congestion in the network, it is of outermost importance that PMU data is not completely lost and because of the lack of any QoS schemes in scenarios set 1. In Scenario 4, 5 and 6, UDP is also used as a communication protocol for the PMU data flow. The main reason is the speed-advantages it provides. The reliability issue is now solely dependent on QoS where congestion is avoided through bandwidth reservation and prioritization. Another issue which might present itself by using TCP is the fact that TCP-sessions are created and shut down during a transmission. This process depends on what kind of data flow is using the TCP protocol. In the case of PMU data flow where the flow is continuous the TCP-session will be shut down when it is timed out or if a unit/link breaks down. This in turn will result in the creation of a new session, and if this is the case of numerous PMUs, it might cause congestion at the server site.

IV. SIMULATION RESULTS

End-To-End (ETE) latency and the packet loss regarding the PMU traffic were collected from the simulations. The ETE latency of a certain data flow is measured by calculating the time it takes for every packet to reach its destination. This calculation is done by following the formula stated below:
Latencyₙ = Arrivalₙ − Sendingₙ \hspace{1cm} (1)

Equation (1) reads that by subtracting the packet sending time from its arrival time, the packet latency is obtained.

Packet loss on the other hand is measured by subtracting the total amount of packets sent by the PMU from the total amount of PMU packets that were actually received by the PDC, this gives the percentage overall packet loss.

A. End-To-End Latency Results

The results obtained for the ETE latency in scenario sets 1 and 2 are presented in Figure 5 and Figure 6 respectively. In scenario set 1, the peak values for the ETE latency are 46 ms with 2 Mbit/s network capacity, 10.6 ms with 4 Mbit/s network capacity and 6.4 ms when the total network capacity is 8 Mbit/s.

In scenario set 2, the respective latency values for 2, 4 and 8 Mbit/s network capacity are 12 ms, 10 ms and 6.4 ms. It can be noticed that the latency does not vary drastically between the scenarios apart from the 2 Mbit/s simulations, where the difference is 34 ms. This deviation depends on the network instability and the lack of packet prioritization at the routers. When analyzing the results from each scenario separately it is evident that the decrease of network capacity results with higher ETE latency.

B. Packet Loss

The packet loss rates that were measured during the simulations of scenario sets 1 and 2 are summarized in Figure 7. In scenario set 1, with 2 Mbit/s network capacity, the packet loss rate for the PMU packets is 69.4 %. For the same scenario, with 4 Mbit/s and 8 Mbit/s total network capacity, the packet loss values are 21.9 % and 13.6 % respectively.

The high packet loss rates depend on the lack of sufficient network capacity and packet prioritization. In scenario set 2, with total network capacity of 2 Mbit/s, the packet loss is 58.3 %. The corresponding packet loss values measured with 4 Mbit/s and 8 Mbit/s network capacity, are 0.03 % and 0.028 % respectively. The high packet loss in the 2 Mbit/s simulation depends on the insufficient network capacity compared to the total amount of generated traffic, approximately 3 times more than the available network capacity. However, the benefits of low packet loss provided by the implementation of RSVP and MPLS are evident in the latter simulations. In the second simulation, even though the generated traffic exceeds the network capacity of 4 Mbit/s, the PMU packet loss is still reasonably low due to the sufficient amount of reserved bandwidth in the network and the presence of packet prioritization. The results for ETE latency and packet loss, measured in both scenario sets are summarized in Table 3.

C. Assumptions

Even though the positive results from the simulations, there are some assumptions that have been made. The assumptions have been drawn regarding queue sizes in routers, packet sizes and transmission rates for RTU- and IP Telephony traffic. However, the respective packet sizes and transmission rates for RTU and IP Telephony are in this case not so decisive as long as they generate the desired amount of background traffic in the network.
V. CONCLUSIONS

The presented investigation shows how the usage of QoS schemes, in particular RSVP and MPLS, can improve power-network performance. In order to accomplish a relevant and practical study on varied network environments, several network scenarios are created based on real industrial needs and requirements. The diversity in the scenarios enabled comparisons between simulation results, which in turn lead to a more complete analysis of the network performance.

The most important metrics are the ETE latency and packet loss for PMU packets. The results acquired for the ETE latency are well below the established requirements. This in turn indicates that the current network configuration can handle the present amount of traffic. An Improvement can also be seen in the results for packet loss. Clearly the QoS schemes used in the simulations also keep the packet loss rates low and thereby contributes to an overall performance improvement. A critical factor for the positive simulation results, although the increased amount of traffic in the network (Scenarios 3, 4 and 5) is the use of RSVP. Hence, integrating additional PMUs in a network, while keeping the network performance within acceptable boundaries, is possible as long as adequate amount of bandwidth is reserved throughout the link paths.

However, to maintain low packet loss values shows to be a bit more demanding. The usage of RSVP and packet prioritization is not solely enough, but the overall link capacity needed is at least 4 Mbit/s in order to obtain acceptable packet loss rates.
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