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Abstract—In this paper we consider the coexistence of a single-input single-output (SISO) primary link with a multiple-input single-output (MISO) secondary user pair that has non-causal knowledge of the primary message. We study an achievable rate region that exploits this knowledge by combining selfless relaying to maintain the rate supported by the primary link with dirty paper coding to pre-cancel the interference at the secondary receiver. We find the optimal choice of power allocation between these operating modes at the secondary transmitter as well as the optimal beamforming vectors. Moreover, we address the robustness of the solution to uncertainties in the channel knowledge. Finally, we show by numerical evaluation the gains obtained due to the additional knowledge of the primary message.

I. INTRODUCTION

Consider the coexistence of primary and secondary links in the context of an overlay cognitive radio (CR) system, where the secondary users try to communicate without disturbing the incumbent primary users. In some scenarios it is reasonable to assume that the secondary transmitter has access to the message sent by the primary transmitter in a non-causal fashion. For example, whenever the primary transmitter is much closer to the secondary transmitter than to its intended receiver, the capacity of the channel to the former is much larger than that of the channel to the latter. This allows the secondary transmitter to obtain the message in a fraction of the total transmission time. This channel model is known as the cognitive radio channel or the interference channel (IFC) with degraded message sets [1–5]. The additional knowledge allows for a form of asymmetric cooperation between the two transmitters. For example, one possible strategy is to have the secondary transmitter employ part of its resources to help the communication between the primary users, so that their communication is not disturbed or is even improved (e.g. in terms of rates). The remaining part of the resources are used for private communication to the secondary receiver. Moreover, with accurate channel state information, the secondary transmitter can use its knowledge of the interference experienced by its receiver to pre-cancel it, for example using dirty paper coding (DPC) [6]. This strategy was shown to achieve capacity in the weak interference regime in [2] and [3]. In contrast, the capacity of part of the strong interference regime was obtained in [4] using superposition coding and interference decoding. In many scenarios the associated capacity gains over non-cooperative transmission could serve as a motivation for having the primary transmitter share its codebook and message with the secondary transmitter [5].

In a multuser scenario it is in general desirable that the different users in the system operate efficiently. That is, it should not be possible for individual users to improve their performance (measured, e.g. in terms of rates) unilaterally without degrading that of other users. Such operating points are said to be Pareto optimal. The Pareto boundary for multiple-input single-output (MISO) IFCs was characterized in [7] and [8] for different communication strategies. In general, for underlay CR settings the degradation in terms of quality of service (QoS) to the primary user is a critical aspect. In [9] interference temperature constraints (ITC) [10] were used to measure and limit this effect. In a multiple-antenna system, the ITCs are distinguished in soft- and peak-power-shaping constraints [11]. These constraints refer to the maximum average power and average peak power tolerated at the primary receivers, respectively. [12] considers the setting of a single secondary user sharing the same spectral band with multiple primary users. The authors provide optimal transmit beamforming strategies under ITCs for the secondary user. Furthermore, [13] characterizes the Pareto boundary of the MISO IFC through controlling the ITCs at the receivers. Convex optimization techniques for solving CR problems are studied in [14]. The coexistence of a single-input single-output (SISO) primary link and a MISO secondary link is considered in [15], where the achievable secondary rate is optimized under the primary rate constraint, assuming the primary link does not fully load its rate to achieve the Shannon capacity with equality, but there is room that can be exploited by spatial shaping (beamforming) at the secondary transmitter. Moreover, when successive decoding is viable at the secondary receiver, rate splitting at the secondary transmitter increases the achievable secondary rate compared to single-user decoding at the secondary receiver.
The contributions of this paper are the following. Firstly, we define an achievable rate region for the MISO cognitive channel based on previous results for the multiple-input multiple-output (MIMO) broadcast channel. Secondly, we find the choice of power allocation and beamforming vectors at the secondary transmitter that maximizes the secondary rate while maintaining a target QoS for the primary users. Then we address the robustness of the beamforming vectors under channel uncertainties. Finally, we evaluate the performance of the proposed scheme numerically, study its behavior for different system parameters, and compare it to an underlying CR system where the secondary transmitter is unaware of the primary message. Our work is related to [16] where the author studied this channel model with a single-stream primary link and consists of a SISO primary link and a MISO secondary link.

This paper is organized as follows: In Section II we introduce the system model and our problem formulation, alongside with the notation. Section III includes the main contributions of the paper. In Section IV we evaluate numerically the performance of the proposed system for different configurations. Finally, Section V concludes our work.

II. PRELIMINARIES

A. Notations

Column vectors and matrices are represented in lowercase and uppercase boldface letters, respectively. \(| \cdot |\) is the absolute value of a scalar, \(|\cdot|\) is the Frobenius norm of a vector or matrix, and \((\cdot)^H\) stands for Hermitian transpose. \(\Pi_X \triangleq X (X^H X)^{-1} X^H\) denotes the orthogonal projection onto the column space of \(X\), and \(\Pi_X^c \triangleq I - \Pi_X\), where \(I\) is the identity matrix, denotes the orthogonal projection onto the orthogonal complement of the column space of \(X\). In this paper all rates are expressed in bits.

B. System Model

The system considered in this paper is depicted in Figure 1 and consists of a SISO primary link and a MISO secondary link with \(N\) antennas at the transmitter. The primary transmitter conveys a message \(d_1\) with rate \(R_1\) to its intended receiver by encoding it into a codeword \(x_1\) with an average power constraint \(P_1\). Similarly, the secondary transmitter wants to convey a message \(d_2\) with rate \(R_2\) to its receiver. Since it has non-causal knowledge of the message \(d_1\), the transmitted codeword \(X_2\) depends in general on both messages. The secondary transmitter has a total power of \(P_2\). A fraction \(p_a\) of it is spent in a selfish manner to help the primary-user pair achieve its rate requirement and the rest of the available power \(p_b\) (where \(p_a + p_b \leq P_2\)) is used for the transmission of its own message. Furthermore, each of the components has an independent \(N\)-dimensional beamforming vector \(w_1\) and \(w_2\), with \(||w_1|| = ||w_2|| = 1\).

The channels are quasi-static block flat fading, and together with the noise components they are modeled as independent and identically distributed complex Gaussian variables. The channels from the primary transmitter to the primary receiver and the secondary receiver are denoted as \(h_{11}\) and \(h_{12}\) respectively, with \(h_{11} \sim CN(0,1)\) and \(h_{12} \sim CN(0,\alpha)\). Similarly, the channels from the secondary transmitter to the primary receiver and the secondary receiver are denoted as \(h_{21}\) and \(h_{22}\), with \(h_{21} \sim CN(0, I_N)\) and \(h_{22} \sim CN(0, I_N)\), where \(0\) and \(I_N\) denote the all-zero vector and the \(N \times N\) identity matrix, respectively. The noise components at the primary and secondary receivers are denoted as \(n_1 \sim CN(0,1)\) and \(n_2 \sim CN(0,1)\), respectively.

C. Problem Statement

This work focuses on the interference channel with degraded message sets where a MISO secondary link coexists with a SISO primary link, as described in Section II-B and depicted in Figure 1. First we are interested in defining a set of achievable rates that account explicitly for the dual behavior at the secondary user while maintaining the primary link unchanged.

The resulting rate region allows for a choice of power allocation at the secondary transmitter between the selfish transmission and the cooperation mode, as well as the choice of beamforming vectors. We are interested in finding the parameters that maximize the rate at the secondary transmitter while maintaining a target QoS at the primary receiver measured in terms of achievable rate.

Clearly, utilizing the knowledge of the primary message at the secondary transmitter comes at the price of complexity and overhead. We are interested in the gains obtained by this additional knowledge. Numerical simulations show the impact of the system parameters (number of antennas, signal-to-noise ratio (SNR), and primary link load) on the performance gain.

Finally, the assumption that the channel from the secondary transmitter to the primary receiver is known perfectly is relaxed. This allows us to extend to robust beamforming vectors for spherical uncertainty regions of the aforementioned vector channel.
III. MAIN RESULTS

A. Coding Strategy

In the overlay CR context the communication system between the primary user pair is normally given and fixed. Furthermore, we assume that the code used in this link is capacity achieving for a SISO Gaussian channel with a given SNR. At every time instant the message broadcasted by the primary transmitter is

\[ x_1 = \sqrt{P_1}u_1(d_1) \]  

where \( u_1 \) is a symbol from the capacity achieving code scaled to have unit average power. Similarly to the work in [2] and [3] (see also [17] and [18]), the secondary user employs superposition coding in combination with DPC [6]. That is, the transmitter employs part of its power to enhance the SNR at the primary receiver. The remaining part of the power is used to convey the message \( d_2 \) to its intended receiver, using DPC to protect it against the interference created due to the transmission of the message intended for the primary receiver. The signal broadcasted by the secondary transmitter at a given time instant is therefore

\[ x_2 = \sqrt{p_a}w_1u_1(d_1) + \sqrt{p_b}w_2u_2(d_1, d_2) \]  

where \( w_2 \) is the corresponding symbol from a capacity achieving DPC scaled to have unit average power.

The above description in terms of \( u_1 \) and \( u_2 \) allows us to write the channel input as

\[ \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} \sqrt{P_1} & 0 \\ \sqrt{p_a}w_1 & \sqrt{p_b}w_2 \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} = Wu \]  

where \( W \) is a global precoding matrix with size \((N+1)\times 2\). The received signal is

\[ y = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} = Hx + n = \begin{bmatrix} h_{11} & h_{12}^H \\ h_{21} & h_{22}^H \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \begin{bmatrix} u_1 \\ u_2 \end{bmatrix}. \]  

This global precoding matrix not only includes the precoding at both transmitters but also reflects the fact that the transmitters are independent and that the primary transmitter has only access to \( u_1 \), while the secondary transmitter has access to both \( u_1 \) and \( u_2 \). The advantage of this seemingly cumbersome notation is that the achievability results from [17] derived for the single-transmitter multiantenna broadcast channel apply directly to our two-transmitter scenario, as long as the precoding matrix is constrained to have the form in (3). Consequently, the following rates are achievable by the primary and secondary users respectively

\[ R_1 \leq \log_2 \left( 1 + \frac{|\sqrt{P_1}h_{11} + \sqrt{p_a}h_{12}^Hw_1|^2}{1 + p_b|h_{21}^Hw_2|^2} \right) \]  

\[ R_2 \leq \log_2 \left( 1 + p_b|h_{22}^Hw_2|^2 \right) \]  

for any choice of precoding vectors \( w_1, w_2 \) and powers \( P_1, p_a, p_b \).

B. Secondary Rate Maximization

The problem of maximizing the transmission rate \( R_2 \) for the secondary users while satisfying the rate requirement for the primary link \( R_1 \) has the following mathematical formulation:

\[ \begin{align*} 
& \max_{w_1, w_2} p_b |h_{22}^Hw_2|^2 \\
& \text{s.t.} \left( 1 + \frac{|\sqrt{P_1}h_{11} + \sqrt{p_a}h_{12}^Hw_1|^2}{1 + p_b|h_{21}^Hw_2|^2} \right) \geq 2R_1 - 1 \\
& |w_1| = |w_2| = 1 \\
& p_a + p_b \leq P_2, p_a \geq 0, p_b \geq 0. 
\end{align*} \]  

Let \( h_{11} = |h_{11}|e^{j\theta} \), we choose

\[ w_1 = \frac{h_{11}}{|h_{11}|} 
\]

to maximize left-hand-side of (6b), and have

\[ 0 \leq R_1 \leq \log_2 \left( 1 + \left( \frac{1}{\sqrt{p_a}} |h_{11}| + \sqrt{p_a} |h_{21}| \right)^2 \right) \]  

(8)

where right-hand-side of (8) is achieved by letting \( p_a = P_2 \). From (6b) and (6d) we have \( p_b = \min \left( P_2 - p_a, \frac{1}{|h_{21}|^2} \right) \)

where

\[ z = \frac{(\sqrt{P_1}|h_{11}| + \sqrt{p_a} |h_{21}|)^2}{2R_1 - 1} - 1. \]

Therefore the formulation in (6) is equivalent to

\[ \max_{p_a, w_2} \min_{p_b} \left( (P_2 - p_a) |h_{22}^Hw_2|^2, z \frac{|h_{22}^Hw_2|^2}{|h_{12}^Hw_2|^2} \right) \]

(10a)

s.t. \(|w_2| = 1, 0 \leq p_a \leq P_2 \). (10b)

Similar to the proof of Proposition 1 in [15], given \( p_a \) the optimal \( w_2 \) can be parametrized as

\[ w_2(\lambda) = \sqrt{\lambda} \frac{\Pi_{h_{22}}}{||h_{22}||} + \sqrt{1 - \lambda} \frac{\Pi_{h_{22}}}{||h_{22}||} \]

(11)

and

\[ p^*_b = P_2 - p_a \]

(12)

where

\[ \lambda = \begin{cases} 
\lambda_{MRT} & \text{if } \lambda_{MRT} \leq \frac{|h_{21}|^2(P_2 - p_a)}{|h_{21}|^2} \\
\text{otherwise} & \end{cases} \]

where

\[ \lambda_{MRT} = \frac{||\Pi_{h_{22}}||^2}{||h_{22}||^2} \]

(14)

(6) can be solved by varying \( p_a \) from 0 to \( P_2 \) to get the maximum objective value.

Note that the representation in (11) can also be written in terms of a linear combination of maximum ratio transmission (MRT) and ZF as follows [7]

\[ w_2(\xi) = \frac{\xi w_2^{MRT}}{||w_2^{MRT}||} + (1 - \xi) w_2^{ZF} \]

(15)

with a one-to-one correspondence between \( \xi \) and \( \lambda \), with MRT beamformer \( w_2^{MRT} = \frac{h_{22}}{|h_{22}|} \) and ZF beamformer \( w_2^{ZF} = \frac{\Pi_{h_{22}}}{||h_{22}||} \).
C. Robust Beamforming

We now assume that the secondary transmitter does not know the channel $h_{21}$ perfectly. In the spherical uncertainty model (a special case of the model in [19]), the channel estimation error is defined as

$$\delta = h_{21} - \hat{h}_{21}, \quad \delta \in D(\epsilon),$$

where $\hat{h}_{21}$ is the estimate of $h_{21}$ and

$$D(\epsilon) = \{ \delta : ||\delta|| \leq \epsilon \}.$$

It is most important to satisfy the rate constraint of the primary link even under uncertainty. Therefore the worst-case primary rate can be bounded by finding the strongest possible interference

$$\max_{\delta \in D(\epsilon)} (\hat{h}_{21} + \delta)^H w_2 = \left(\hat{h}_{21}^H w_2 + \epsilon \right)^2$$

(18)

(20, 21) and the weakest possible signal

$$\min_{\delta \in D(\epsilon)} \left| \sqrt{P_1} h_{11} + \sqrt{P_a} (\hat{h}_{21} + \delta)^H w_1 \right|^2$$

$$= \left( \left( \sqrt{P_1} h_{11} + \sqrt{P_a} \hat{h}_{21}^H w_1 - \sqrt{P_a} \epsilon \right)^2 \right),$$

where $(x) = \max \{0, x\}, \forall x \in \mathbb{R}$.

Combining (18) and (19) we obtain the following bound for the quotient in (5a)

$$\min_{\delta \in D(\epsilon)} \frac{\sqrt{P_1} h_{11} + \sqrt{P_a} \hat{h}_{21}^H w_1}{1 + p_b (\hat{h}_{21}^H w_2 + \epsilon)^2} \geq \frac{\left( \sqrt{P_1} h_{11} + \sqrt{P_a} \hat{h}_{21}^H w_1 - \sqrt{P_a} \epsilon \right)^2}{1 + p_b (\hat{h}_{21}^H w_2 + \epsilon)^2}.$$ (20)

Please note that the ZF solution as described in the last subsection, does not work with imperfect channel state information [22]. However, the variation of the power allocation is already included in the optimization algorithm. Hence, the SINR expression from (20) simply replaces the expression in (5a) by

$$R_1 \leq \log_2 \left( 1 + \frac{\left( \sqrt{P_1} h_{11} + \sqrt{P_a} \hat{h}_{21}^H w_1 - \sqrt{P_a} \epsilon \right)^2}{1 + p_b (\hat{h}_{21}^H w_2 + \epsilon)^2} \right).$$ (21)

Let $h_{11} = |h_{11}| e^{j\theta}$, we choose

$$w_1 = \frac{\hat{h}_{21}}{||\hat{h}_{21}||} e^{j\theta}$$

(22)

to maximize right-hand-side of (21), which becomes

$$R_1 \leq \log_2 \left( 1 + \frac{\left( \sqrt{P_1} |h_{11}| + \sqrt{P_a} ||\hat{h}_{21}|| - \sqrt{P_a} \epsilon \right)^2}{1 + p_b (\hat{h}_{21}^H w_2 + \epsilon)^2} \right).$$ (23)

with

$$t = \frac{\left( \sqrt{P_1} |h_{11}| + \sqrt{P_a} ||\hat{h}_{21}|| - \sqrt{P_a} \epsilon \right)^2}{2R_1 - 1} - 1 \geq 0.$$ (24)

To maximize $R_2$ while satisfying $R_1$, similar to the proof of Proposition 1 in [15], given $p_a, w_2$ can be parametrized as

$$w_2(\lambda) = \sqrt{\lambda} \frac{\Pi_{h_{21}} h_{22}}{||\Pi_{h_{21}} h_{22}||} + \sqrt{1 - \lambda} \frac{\Pi_{h_{21}} h_{22}}{||\Pi_{h_{21}} h_{22}||},$$

(25)

where

$$\lambda = \lambda_{MRT} = \frac{||\Pi_{h_{21}} h_{22}||^2}{||h_{21}||^2}$$

(26)

and

$$p_b^* = P_2 - p_a,$$

(27)

otherwise, the optimal $\lambda^*$ could be found by a line search over $[\lambda_{\text{ZF}}, \lambda_{\text{MRT}}]$ to maximize

$$\frac{|h_{21}^H w_2(\lambda)|^2}{|h_{21}^H w_2(\lambda)| + \epsilon} = \sqrt{\lambda} \frac{||\Pi_{h_{21}} h_{22}|| + \sqrt{1 - \lambda} \Pi_{h_{21}} h_{22}}{||h_{21}|| + \epsilon}$$

(29)

and

$$p_b^* = \frac{t}{\sqrt{\lambda} ||h_{21}|| + \epsilon}.$$ (30)

Then $p_a$ can be varied from 0 to $P_2$ to get the maximum $p_b |h_{21}^H w_2(\lambda)|^2$ while satisfying (24).

IV. NUMERICAL ILLUSTRATIONS

In the simulation, the achievable secondary rate of the scenario described in Section III-B is shown, together with that of uninformed secondary link without access to the primary message as in [15], with varying SNR and primary link load. For the underlay CR scenario in [15], rate splitting and successive decoding is deployed when it is viable, otherwise single-user decoding is used. The load of the primary link is defined as the ratio of primary rate requirement and instantaneously achievable primary rate without secondary transmission. For simulation, we set $P_1 = 10$ dB and $\alpha = \beta = 0.5$.

As shown in Figure 2 and 3, for a certain primary link load, secondary antenna configuration, and transmission power, the cooperative transmission strategy derived in this work has a gain over the non-cooperative one in terms of achievable secondary rate. In particular for highly loaded primary links, the gains are tremendous (e.g. for three transmit antennas and 12 dB SNR more than 2 bits per channel use (bpcu), almost a 50% gain for 100% load) Interestingly, for three transmit antennas, the achievable rates with informed secondary transmitter (as proposed) with 100% load are better than with uninformed secondary transmitter with 25% load. This clearly indicates...
that the knowledge of the primary message at the secondary transmitter helps significantly.

Another observation comparing Figure 2 and 3 is that with sufficient transmit antennas, the performance difference of the informed secondary link with different loads is small (less than 0.5 bpcu). Finally, the high SNR slope of the achievable rate of the underlay CR scheme and that of the proposed scheme seem to be different. It would be interesting to study the high SNR behavior of the proposed scheme and compare it with the slope achievable for the completely cooperative scheme, e.g. MIMO with two transmit antennas, which has a slope of two.

Finally, the achievable secondary rate of robust beamforming (RB) with channel uncertainty as in Section III-C is compared with that of optimal beamforming (OB) as the proposed scheme in Section III-B. The case of underlay CR scheme in [15] is also included, with the same channel uncertainty model (Similar results can be derived as in Section III-C for both cases of single-user decoding and successive decoding at the secondary receiver.). As seen in Figure 4, when $\epsilon = 0.1$, the performance of RB overlay scheme does not change much with respect to OB overlay scheme with 50% or 100% load, which nevertheless deteriorates with a greater channel uncer-
the primary message. Systems that lack the aforementioned additional knowledge of load (i.e., SNR, and primary link to the primary receiver). Finally, through numerical analysis, we have evaluated the behavior of the system for different configurations (number of antennas, SNR, and primary link load) and we have assessed the gains over underlay CR systems that lack the aforementioned additional knowledge of the primary message.

V. Conclusions

In this paper, we have considered the coexistence of a SISO primary link with a secondary MISO user pair that has non-causal knowledge of the message sent by the primary transmitter. Through an appropriate choice of the precoding matrix, we have specialized a coding strategy for the MIMO broadcast channel to our scenario. Then we have found the parameters (i.e., power allocation and beamforming vectors) that maximize the rate at the secondary transmitter while ensuring a target QoS for the primary link. In addition, we have analyzed the robustness of our strategy to uncertainties in the knowledge of the channel from the secondary transmitter to the primary receiver. Finally, through numerical analysis and evaluation, we have evaluated the system behavior for different configurations (number of antennas, SNR, and primary link load) and we have assessed the gains over underlay CR systems that lack the aforementioned additional knowledge of the primary message.
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