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Abstract—Consider a Gaussian stationary stochastic vector process with the property that designated pairs of components are conditionally independent given the rest of the components. Such processes can be represented on a graph where the components are nodes and the lack of a connecting link between two nodes signifies conditional independence. This leads to a sparsity pattern in the inverse of the matrix-valued spectral density. Such graphical models find applications in speech, bioinformatics, image processing, econometrics and many other fields, where the problem to fit an autoregressive (AR) model to such a process has been considered. In this paper we take this problem one step further, namely to fit an autoregressive moving-average (ARMA) model to the same data. We develop a theoretical framework which also spreads further light on previous approaches and results.

I. INTRODUCTION

Consider an $m$-dimensional, zero-mean, Gaussian, stationary stochastic vector process $\{x(t)\}_{t \in \mathbb{Z}}$ with the property that designated pairs of components are conditionally independent given the rest of the components. Such processes can be represented on a graph where the components are nodes and the lack of a connecting link between two nodes signifies conditional independence [4]. As was shown in [3], this is manifested by a sparsity pattern in the inverse of the $m \times m$ matrix-valued spectral density

$$\Phi(e^{i\theta}) = \sum_{j=-\infty}^{\infty} R_j e^{ij\theta},$$

where

$$R_k := E\{x(k)x(0)'\},$$

and where we assume that \(\Phi(e^{i\theta}) > 0\) for all \(\theta \in [-\pi, \pi]\). Let \(S^m_\text{sp}\) denote the class of such spectral densities that are integrable on \([-\pi, \pi]\). In fact, it can be shown that

$$\Phi(e^{i\theta})^{-1} \left[\kappa \ell \right] = 0, \quad -\pi \leq \theta \leq \pi$$

for pairs \((k, \ell)\) such that \(x_k\) and \(x_\ell\) are conditionally independent give the rest of the components of the process \(x\) [3], [4]. Such graphical models find applications in speech, bioinformatics, image processing, econometrics and many other fields; see [6] and references therein.

The problem to fit an autoregressive (AR) model to such a process has been considered [4], [6]. More precisely, given the autocovariances \(R_0, R_1, \ldots, R_n\), the problem in these paper were to find a multivariate autoregressive model

$$\sum_{j=0}^{n} A_j x(t-j) = e(t)$$

that satisfies the sparsity constraint (I.3). Here \(\{e(t)\}_{t \in \mathbb{Z}}\) is a white noise process and \(A_0, A_1, \ldots, A_n\) are \(m \times m\) matrices such that the determinant of the matrix polynomial

$$A(z) = A_0 z^n + A_1 z^{n-1} + \cdots + A_n$$

have no zeros in the closed unit disc.

In this paper we consider the problem to fit an autoregressive moving-average (ARMA) model, respecting the sparsity constraint (I.3), to the same data. Indeed, AR models of potentially exceedingly high order can often be approximated by a low order ARMA models. The ARMA models that we shall consider here take the form

$$\sum_{j=0}^{n} A_j x(t-j) = \sum_{j=0}^{n} B_j e(t-j).$$

For technical reasons we shall here assume that the matrix coefficients of the moving-average part has the form

$$B_j = b_j I, \quad j = 0, 1, \ldots, n, \quad b_0 = 1,$$

where the scalar polynomial

$$b(z) = z^n + b_1 z^{n-1} + \cdots + b_n$$

has no zeros in the in the closed unit disc. Of course one or several of the coefficients \(b_1, b_2, \ldots, b_n\) may be zero.

Consequently, our basic problem is to determine a spectral density of the form

$$\Phi(z) = \psi(z) Q(z)^{-1}$$

satisfying (I.3) and the moment conditions

$$\int_{-\pi}^{\pi} e^{ij\theta} \Phi(e^{i\theta}) \frac{d\theta}{2\pi} = R_j, \quad j = 0, 1, \ldots, n,$$

where \(\psi\) is a scalar pseudo-polynomial of degree at most \(n\) and \(Q\) is a symmetric \(m \times m\) matrix-valued pseudo-polynomial\(^1\) of degree \(n\). Then the coefficients in the corresponding ARMA model (I.6) can be obtained by determining the minimum-phase spectral factors \(A(z)\) and \(b(z)\) from

$$A(z) A(z^{-1})^T = Q(z) \quad \text{and} \quad b(z) b(z^{-1}) = \psi(z),$$

respectively.

\(^1\)A polynomial in positive and negative powers of \(z\).
To deal with this problem we shall use the convex optimization approach to moment problems developed in various forms in [8], [9], [10], [11], [12], and we shall begin with reviewing some of this material in Section II, where we will also review the basic ideas on graphical models. In Section III we present our main results, and in Section IV we apply these results to ARMA modeling from statistical data.

II. PRELIMINARIES

For any rational function $F$ taking values in $\mathbb{C}^{m \times m}$,

$$\Re\{F(z)\} := \frac{1}{2} [F(z) + F^*(z)], \quad \text{where } F^*(z) = \overline{F(z^{-1})}^T,$$

is the Hermitian generalization of the real part in the scalar case. Moreover, for two $\mathbb{C}^{m \times m}$-valued functions $F, G$ in $L_2(\mathbb{T})$, define the inner product

$$\langle F, G \rangle = \int_{-\pi}^{\pi} \text{tr}(F(e^{i\theta})G^*(e^{i\theta})) \frac{d\theta}{2\pi},$$

where tr denotes the trace.

Given the autocovariances $R_0, R_1, \ldots, R_n$, define the matrix pseudo-polynomial

$$R(z) = \Re \left\{ \sum_{j=0}^{n} z^j R_j \right\}. \quad (II.1)$$

We also define the family $\Omega(m, n)$ of matrix pseudo-polynomials

$$\Omega(m, n) = \left\{ Q(z) = \Re \left\{ \sum_{j=0}^{n} z^j Q_j \right\} : Q_j \in \mathbb{R}^{m \times m}, \right. \quad (II.2)$$

where $Q_0, Q_1, \ldots, Q_n \in \mathbb{R}^{m \times m}$. Then a straightforward calculation shows that, for any $Q \in \Omega(m, n)$,

$$\langle R, Q \rangle = \sum_{j=0}^{n} \text{tr}(R_j Q_j), \quad (II.3)$$

but, in view of (I.5) and (I.11), we also have

$$\langle R, Q \rangle = A^T T(R) A, \quad (II.4)$$

where $A = (A_0^T, \ldots, A_n^T)^T$ and

$$T(R) = \begin{bmatrix} R_0 & R_1 & \cdots & R_n \\ (R_1)^T & R_0 & \cdots & R_{n-1} \\ \vdots & \vdots & \ddots & \vdots \\ (R_n)^T & (R_{n-1})^T & \cdots & R_0 \end{bmatrix}. \quad (II.5)$$

**Proposition 1:** Given the autocovariances $R_0, R_1, \ldots, R_n$, there exists a $\Phi \in S^m_+$ satisfying the moment equations (I.10) if and only if $\langle R, Q \rangle > 0$ for all $Q \in \Omega(m, n)$, or, equivalently, $T(R) > 0$; i.e., the block Toeplitz matrix $T(R)$ is positive definite.

**Proof:** Since (II.4) should hold for all $A$ such that $Q \in \Omega(m, n)$, $\langle R, Q \rangle > 0$ for all $Q \in \Omega(m, n)$ if and only if $T(R) > 0$. Now, given (I.10),

$$\langle R, Q \rangle = \int_{-\pi}^{\pi} \text{tr}(\Phi(e^{i\theta})Q^*(e^{i\theta})) \frac{d\theta}{2\pi} > 0$$

for any $\Phi \in S^m_+$ and $Q \in \Omega(m, n)$, which shows that the positivity condition is necessary. Sufficiency will follow from Theorem 2. \qed

A convex-optimization solution of the moment problem

We review the convex optimization approach to moment problems developed in [8], [9], [10], [11], [12]. The following result can be found in [12].

**Theorem 2:** Suppose that $T(R) > 0$, and let $\psi \in \Omega(1, n)$. Then the optimization problem

$$\begin{bmatrix} \max_{\Phi \in S^m_+} -\langle \psi I, \log(\psi \Phi^{-1}) \rangle \\ \int_{-\pi}^{\pi} e^{ij\theta} \Phi(e^{i\theta}) \frac{d\theta}{2\pi} = R_j, \quad j = 1, 2 \ldots n \end{bmatrix} \quad (P)$$

has a unique solution $\hat{\Phi}$, and it is rational of the form

$$\hat{\Phi}(z) = \psi(z) \hat{Q}(z)^{-1}. \quad (II.6)$$

Here $\hat{Q}$ is the unique solution of the convex optimization problem

$$\min_{Q \in \Omega(m, n)} \mathbb{J}_\psi(Q), \quad (D)$$

where the dual functional

$$\mathbb{J}_\psi(Q) := \langle R, Q \rangle - \langle \psi I, I + \log Q \rangle \quad (II.7)$$

is strictly convex.

It can be shown that strong duality holds; i.e., the maximum value in (P) equals the minimum value in (D). In fact, if $\Delta = \langle R, \hat{Q} \rangle - \langle \psi I, I + \log \hat{Q} \rangle - \langle \psi I, \log(\psi \hat{\Phi}^{-1}) \rangle$

$$= \langle R, \hat{Q} \rangle - \langle \psi I, I + \log \hat{Q} \rangle + \langle \psi I, I \log \hat{Q} \rangle \quad (II.8)$$

$$= \langle \hat{\Phi}, \hat{Q} \rangle - \langle \psi I, I \rangle = 0.$$

Theorem 2 provides a complete parameterization in terms of $\psi \in \Omega(1, n)$ of all models (I.6) of the form (I.7) such that (I.9) satisfies the moment conditions (I.10). In particular, choosing $\psi \equiv 1$ we obtain the maximum entropy solution which corresponds to the AR model (I.4) and the solution of which is linear problem where $A$ can be obtained from the normal equations.

**Graphical models of stochastic processes**

The cross-spectrum

$$\Phi_{xy}(e^{i\theta}) = \sum_{j=-\infty}^{\infty} E[x(j)g(0)^T] e^{ij\theta}$$

of two zero-mean, stationary Gaussian stochastic vector processes $\{x(t)\}_{t \in \mathbb{Z}}$ and $\{y(t)\}_{t \in \mathbb{Z}}$ plays an important role in the theory of graphical models. In particular, if $x$ and $y$ are scalar, the coherence

$$r_{xy}(e^{i\theta}) = \frac{\Phi_{xy}(e^{i\theta})}{\sqrt{\Phi_{xx}(e^{i\theta})\Phi_{yy}(e^{i\theta})}}$$
of \( x \) with \( y \) is useful in studying possible linear dynamic relations between \( x \) with \( y \), as it measures the extent to which \( y(t) \) may be predicted from \( x(t) \) by an optimum linear least squares function.

Now, consider an \( m \)-dimensional, zero-mean, Gaussian, stationary stochastic vector process \( \{ x(t) \}_{t \in \mathbb{Z}} \). Then two distinct components \( x_k \) and \( x_\ell \) are said to be independent conditionally on all the other components, or in short conditionally independent, if

\[
X_{\{k \}} \perp X_{\{\ell \}} \mid X_{V \setminus \{k, \ell \}}
\]

where \( V = \{ 1, 2, \ldots, m \} \) and

\[
X_I = \text{span}\{ x_k(t) : k \in I, t \in \mathbb{Z} \}.
\]

The set of all such conditional independence relations constitutes a graph \( G = (V, E) \) where \( V \), defined as above, is the set of vertices and \( E \subseteq V \times V \) is a set of edges defined in the following way

\[
(k, \ell) \notin E \iff k \neq \ell, \quad X_{\{k \}} \perp X_{\{\ell \}} \mid X_{V \setminus \{k, \ell \}}.
\]

Such a graph is referred to in the literature as a partial/conditional independence graph or, more simply, as an interaction graph. A model of the process \( x \) which takes conditional independence relations into consideration is commonly referred to as a \textit{graphical model}. In order to build a graphical model, conditional independence needs to be characterized in a way suitable for analysis.

For a given \((k, \ell) \in V \times V, k \neq \ell \) let \( P \) be a permutation matrix such that

\[
\hat{x}(t) = P x(t) = \begin{bmatrix} y(t) \\ s(t) \end{bmatrix} \quad \text{where} \quad y(t) = \begin{bmatrix} x_k(t) \\ x_\ell(t) \end{bmatrix}
\]

and \( s \) is formed by the remaining components ordered by their indices. The spectral density of \( \hat{x} \) can be evaluated from the one of \( x \) and partitioned in the following way

\[
\hat{\Phi}(z) = P \Phi(z) P^T = \begin{bmatrix} \Phi_{yy}(z) & \Phi_{ys}(z) \\ \Phi_{sy}(z) & \Phi_{ss}(z) \end{bmatrix}.
\]

We are now interested to determine the part of \( y \) that is orthogonal to \( X_{V \setminus \{k, \ell \}} \) by solving the following minimization problem

\[
\begin{aligned}
\min_{\varepsilon} & \quad E[\varepsilon(t)^T \varepsilon(t)] \\
\text{s.t.} & \quad y(t) - \varepsilon(t) \in X_{V \setminus \{k, \ell \}} \quad \forall t \in \mathbb{Z}
\end{aligned}
\]

When \( x \) is a Gaussian process the problem can be solved [3], and the optimal time series \( \varepsilon \) can be obtained from \( \hat{x} \) by an acasual filter with the transfer function

\[
W(z) = \begin{bmatrix} I & -\Phi_{ys}(z) \Phi_{ss}^{-1}(z) \end{bmatrix}.
\]

We can evaluate its spectral density as

\[
\Phi_{\varepsilon \varepsilon}(z) = \Phi_{yy}(z) - \Phi_{ys}(z) \Phi_{ss}^{-1}(z) \Phi_{sy}(z),
\]

the entries of which are the spectra and cross-spectra of the chosen components after removing the effects of all the other, in particular we have

\[
\Phi_{x_k x_\ell}(z) = \Phi_{x_k x_\ell}(s) - \Phi_{x_k s}(z) \Phi_{ss}^{-1}(z) \Phi_{s x_\ell}(z).
\]

Clearly if \( x \) is Gaussian, so is \( \varepsilon \) so that \( x_k \) and \( x_\ell \) are conditional independent if and only if \( \Phi_{x_k x_\ell}(e^{i\theta}) = 0 \) for all \( \theta \). The conditional coherence of \( x_k \) with \( x_\ell \) can be defined as

\[
r_{x_k x_\ell}(\theta) = \frac{\Phi_{x_k x_\ell}(z)}{\sqrt{\Phi_{x_k x_k}(z) \Phi_{x_\ell x_\ell}(z)}}
\]

and, as proved by Dahlhaus in [4], satisfies

\[
r_{x_k x_\ell}(e^{i\theta}) = \frac{[\Phi^{-1}(e^{i\theta})]_{k, \ell}}{\sqrt{[\Phi^{-1}(e^{i\theta})]_{k, k} [\Phi^{-1}(e^{i\theta})]_{\ell, \ell}}}
\]

whenever \( \Phi(e^{i\theta}) \) is full rank for all \( \theta \). From this follows that

\[
[\Phi^{-1}(e^{i\theta})]_{k, \ell} = 0 \quad \forall \theta \in [-\pi, \pi]
\]

is a necessary and sufficient condition for \( x_k \) and \( x_\ell \) to be conditionally independent.

Using this characterization of conditional independence we can define subsets of \( S^m_+ \) with a common graphical structure. To this end, let \( S^m_+(E) \subset S^m_+ \) be the set of all spectral densities such that (II.10) holds for all \((k, \ell) \notin E\).

### III. Main Results

We now turn to the basic problem of this paper, namely to find a model (I.6) that satisfies (I.2) and the sparsity condition (II.10). Now, by Theorem 2, all such solutions must have a spectral density of the form (I.9), and therefore the sparsity condition (II.10) can be reformulated as

\[
Q_{k \ell} \equiv 0 \quad \forall (k, \ell) \notin E. \quad (III.1)
\]

Now, unlike \( S^m_+ \), the set \( S^m_+(E) \) is unfortunately not convex, so modifying the primal problem (P) by maximizing over \( S^m_+(E) \) is not a good idea. Instead, we modify the dual problem (D) by adding the constraint (III.1). This gives us the convex optimization problem

\[
\begin{aligned}
\min_{Q \in \Omega(m, n)} & \quad \langle Q, R \rangle - \langle \psi I, I + \log Q \rangle \\
\text{subject to} & \quad Q_{k \ell} \equiv 0 \quad \forall (k, \ell) \notin E\quad (D_E)
\end{aligned}
\]

This optimization problem was used in the special maximum-entropy case \( \psi \equiv 1 \) in [6] to derive an AR model, but no theoretical justification was provided. In fact, the dual problem (D) is just a device to solve the primal problem (P), and \textit{a priori} it is not clear how the added constraint (III.1) affects the original problem. We need to formulate a problem for which (D_E) is the dual.

**Proposition 3:** Suppose that there exist \( \bar{R}_0, \bar{R}_1, \ldots, \bar{R}_n \in \mathbb{R}^{m \times m} \) such that \( T(\bar{R}) > 0 \) and \( [\bar{R}]_{k \ell} = [R]_{k \ell} \) for all \((k, \ell) \in E\) and for \( j = 0, 1, \ldots, n \). Then, for each \( \psi \in \Omega(1, n) \), (D_E) is the dual of the optimization problem

\[
\begin{aligned}
\max_{\Phi \in S^m_+} & \quad -\langle \psi I, \log(\psi \Phi^{-1}) \rangle \\
\text{s.t.} & \quad \int_{-\pi}^{\pi} e^{ij \theta} [\Phi_{k \ell}(e^{i\theta})] \frac{d\theta}{2\pi} = [R]_{k \ell} \quad \forall (k, \ell) \in E, \quad j = 1, 2, \ldots, n\quad (P_E)
\end{aligned}
\]

Moreover, strong duality holds for (P_E) and (D_E).
Proof: The Lagrangian of $(P_E)$ is given by
\[
L(\Phi, Q) = -\langle \psi I, \log(\psi^{-1}) \rangle + 
\sum_{(k,\ell) \in E} \sum_{j=0}^n (Q_{j,k\ell} - \langle \Phi_{k\ell}, z^j \rangle).
\]
where, for $j = 1, \ldots, n$, $[Q_{j,k\ell}]$ are Lagrange multipliers for $(k, \ell) \in E$ and $[Q_{j,k\ell}] = 0$ for $(k, \ell) \notin E$. Then the dual problem becomes
\[
\min \sup_{Q, \Phi \in \mathcal{M}^n(E)} L(\Phi, Q).
\]
However, whenever $Q$ fails to be positive semi-definite on the unit circle, the supremum takes the value $+\infty$. Moreover, as we shall see in the proof of Theorem 7, the dual functional will not have a minimum on the boundary of $\Omega(m, n)$. Hence we need only minimize over $Q \in \Omega(m, n)$. The Gateux differential of the Lagrangian with respect to $\Phi$ is
\[
\delta L(\Phi, Q, \delta \Phi) = \langle \psi \Phi^{-1} - Q, \delta \Phi \rangle,
\]
and therefore $\Phi = \Psi Q^{-1}$ is a stationary point of $\Phi \mapsto L(\Phi, Q)$. Then by substituting the stationary point into the Lagrangian we obtain the objective function of $(D_E)$.

To prove the last statement note that that $(P_E)$ is a relaxation of $(P)$ with $R$ is used in place of $R$ the moment conditions. Since $T(\bar{R}) > 0$ ($P$) is feasible and hence so is $(P_E)$. As the feasibility region of $(P_E)$ is the intersection between an open convex set and an affine set, any feasible point belongs to its relative interior so that Slater’s condition holds.

Now, let $\mathcal{M}^m(R)$ denote the set of all $R$, expressed in the pseudo-polynomial form (II.1), with the property that there is an $R$ such that $T(\bar{R}) > 0$ and $[R_{j,k\ell}] = [R_{j\ell,k}]$ for all $(k, \ell) \in E$ and for $j = 1, \ldots, n$, and let $\mathcal{M}(m, n)$ be the subset of all $Q \in \Omega(m, n)$ such that $Q_{j,k\ell} \equiv 0$ for $(k, \ell) \notin E$. Moreover, for an $m \times m$ matrix $X$, let $\Pi_E X$ be the matrix formed from $X$ by replacing all elements corresponding to $(k, \ell) \notin E$ by zero. Then $\Pi_E$ is a projection, and, since the diagonal elements of $X$ are unaffected by $\Pi_E$, we have $\text{tr}(\Pi_E X) = \text{tr}(X)$.

Lemma 4: $\Pi_E \mathcal{M}^m(R)$ and $\mathcal{M}(m, n)$ are convex sets of the same dimension.

Proof: Clearly the space of all $R$ such that $T(\bar{R}) > 0$ has the same dimension as $\Omega(m, n)$, and consequently $\Pi_E \mathcal{M}^m(R)$ and $\mathcal{M}(m, n)$ have the same dimension. Convexity is immediate.

Next, define the map $F_\psi : \mathcal{M}(m, n) \rightarrow \Pi_E \mathcal{M}^m(R)$ defined as
\[
F_\psi(Q) = \mathcal{M} \left\{ \sum_{k=0}^n e^{ik\theta} \int_{-\pi}^{\pi} e^{ik\omega} \psi(e^{i\omega}) \Pi_E Q(e^{i\omega})^{-1} d\omega \right\}.
\]

Lemma 5: The map $F_\psi : \mathcal{M}(m, n) \rightarrow \Pi_E \mathcal{M}^m(R)$ is injective.

Proof: Since the dual functional $\mathcal{J}_\psi$, defined by (II.7), is strictly convex (Theorem 2), then so is its restriction to $\mathcal{M}(m, n)$. Hence it has at most one stationary point, which would then be the solution of $F_\psi(Q) = \Pi_E R$ for some $R \in \mathcal{M}^m(R)$. In fact, in view of (II.3), $\mathcal{J}_\psi$ can be written
\[
\mathcal{J}_\psi(Q) = \sum_{k=0}^n \text{tr}(R_k Q_k) - \int_{-\pi}^{\pi} \psi \text{tr}(\log Q) d\theta / 2\pi,
\]
which has the Gateaux derivative
\[
\begin{align*}
\delta \mathcal{J}_\psi(Q, \delta Q) = & \sum_{k=0}^n \left( R_k - \int_{-\pi}^{\pi} e^{ik\theta} \psi Q^{-1} d\theta / 2\pi \right) \delta Q_k. 
\end{align*}
\]
Hence, any stationary point would have to satisfy (I.10), which after projection yields $F_\psi(Q) = \Pi_E R$.

Lemma 6: The map $F_\psi : \mathcal{M}(m, n) \rightarrow \Pi_E \mathcal{M}^m(R)$ is proper; i.e., the inverse image $F_\psi^{-1}(K)$ is compact for any compact $K \subset \Pi_E \mathcal{M}^m(R)$.

Proof: We first note that, in view of (II.3), the fact that $\text{tr}(\Pi_E Q^{-1}) = \text{tr}(Q^{-1})$ and Cramer’s rule,
\[
\langle \psi I, F_\psi(Q) \rangle = \langle \psi^2 I, Q^{-1} \rangle
\]
\[
= \int_{-\pi}^{\pi} \frac{\psi^2}{\det Q} \text{tr}(\text{Adj} Q) d\theta / 2\pi,
\]
where $\text{Adj} A$ denotes the adjugate matrix of $A$. We now proceed as in the proof of Lemma 6.3 in [13] to show that $F_\psi^{-1}(K)$ is bounded for any compact $K$ in $\Pi_E \mathcal{M}^m(R)$. To this end, let $R(k)$ be a sequence in $K$ converging to $\bar{R}$, and suppose that its preimage contains an infinite number of points $Q(k)$. (For simplicity of notation, $k$ will also be used as the index of the corresponding subsequence $R(k)$, which of course also tends to $\bar{R}$.) This is no restriction, since the cases that the preimage is empty or contains only a finite number of points cannot contradict boundedness. Now set $M_k := ||Q(k)||$, where $|| \cdot ||$ is any norm in the finite-dimensional space $\Omega(m, n)$ and $Q(k) := Q(k) / M_k$. Then
\[
\lim_{k \rightarrow \infty} M_k ||Q(k)^{-1}|| = \lim_{k \rightarrow \infty} ||\psi I, F_\psi(Q(k))|| 
\]
\[
= \lim_{k \rightarrow \infty} ||\psi I, R(k)|| = ||\psi I, \bar{R}||
\]
\[
\lim_{k \rightarrow \infty} \text{tr}(\bar{R}) d\theta / 2\pi = \langle \psi I, \bar{R} \rangle > 0.
\]
Hence, $\bar{R} \in K \subset \Pi_E \mathcal{M}^m(R) \subset \mathcal{M}^m(R)$, and hence there is an $\bar{R} \in \mathcal{M}^m(R)$ with the property $T(\bar{R}) > 0$ differing from $\bar{R}$ only at off-diagonal elements. Consequently, by Proposition 1,
\[
\langle \psi I, \bar{R} \rangle = \int_{-\pi}^{\pi} \psi \text{tr}(\bar{R}) d\theta / 2\pi
\]
\[
= \int_{-\pi}^{\pi} \psi \text{tr}(\bar{R}) d\theta / 2\pi = \langle \psi I, \bar{R} \rangle > 0.
\]
Since the sequence $\langle \psi^2 I, (Q(k)^{-1}) \rangle$ is bounded away from zero, the sequence $M_k$ must be bounded. Therefore the inverse image of a convergent sequence in $K$ has a cluster point $\bar{Q}$ in the closure of $\mathcal{M}(m, n)$. Now, the lemma would follow if we could show that $\bar{Q}$ lies in the open set $\mathcal{M}(m, n)$ and not on the boundary. To this end, suppose that $\bar{Q}$ lies on the boundary; i.e., there is a $\theta_0$ such that $\det Q(e^{i\theta_0}) = 0$. Now, if $\lambda_1, \ldots, \lambda_n$ are the eigenvalues
of \( \hat{Q}(e^{i \theta_0}) \), then \( \text{tr} \{ \text{Adj} \hat{Q}(e^{i \theta_0}) \} = \sum_{k=1}^{n} \prod_{j \neq k} \lambda_j \). Therefore, if \( \theta_0 \) is a simple zero, \( \text{tr} \{ \text{Adj} \hat{Q}(e^{i \theta_0}) \} > 0 \), and there is an \( \varepsilon > 0 \) such that the Lipschitz condition \( \text{det} \hat{Q} \leq |\theta - \theta_0| \) holds for \( |\theta - \theta_0| < \varepsilon \). Therefore, in view of (III.4),

\[
\langle \psi, \hat{R} \rangle \geq \frac{1}{M} \int_{\theta - \varepsilon}^{\theta + \varepsilon} \psi^2 \frac{\text{tr}(\text{Adj} \hat{Q})}{|\theta - \theta_0|} d\theta \bigg|_{2\pi} = +\infty,
\]

which is a contradiction. If \( \theta_0 \) is a multiple zero of order \( p \), then \( \text{det} \hat{Q} \leq |\theta - \theta_0|^p \) and \( p - 1 \) zeros can be used to cancel at most \( p - 1 \) zeros in \( \text{tr} \{ \text{Adj} \hat{Q}(e^{i \theta_0}) \} \), reducing the problem to the one already treated. Hence \( \hat{Q} \in \mathcal{P}(m, n) \), establishing that \( F_\psi \) is proper.

**Theorem 7**: Suppose that \( R \in \mathbb{R}^m_n(E) \), and let \( \psi \in \mathcal{Q}(1, n) \). Then the optimization problem \( (P_E) \) has a unique solution \( \hat{\Phi} \), which satisfies the sparsity condition (I.3), and this solution is rational of the form

\[
\hat{\Phi}(z) = \psi(z) \hat{Q}(z)^{-1}.
\]

Here \( \hat{Q} \) is the unique solution of the convex optimization problem \( (D_E) \); i.e.,

\[
\min_{Q \in \mathcal{P}(m, n)} \mathbb{J}_\psi(Q), \quad (III.7)
\]

where the strictly convex functional \( \mathbb{J}_\psi \) is given by (II.7).

**Proof**: By Lemma 4, \( \Pi_E \mathbb{R}^m_n(E) \) and \( \mathcal{P}(m, n) \) are Euclidean spaces of the same dimension; i.e., they are diffeomorphic to \( \mathbb{R}^N \) for the appropriate \( N \). Moreover, the map \( F_\psi : \mathcal{P}(m, n) \rightarrow \Pi_E \mathbb{R}^m_n(E) \) is injective (Lemma 5) and proper (Lemma 6). Consequently, by Theorem 2.1 (or, in a simpler form, Corollary 2.3) in [14], \( F_\psi \) is a homeomorphism. In particular, the dual optimization problem (III.8) has a unique solution. The rest follows from strong duality (Proposition 3).

**IV. ARMA IDENTIFICATION OF GRAPHICAL MODELS FROM STATISTICAL DATA**

Given a string of measured data

\[
x_0, x_1, \ldots, x_N \in \mathbb{R}^n \quad (IV.1)
\]

from the ARMA model (I.6), we want to estimate the parameters \( A_0, A_2, \ldots, A_n, b_1, \ldots, b_0 \) and a suitable graphical structure \( E \). To this end, we form the standard (biased) sample autocovariances

\[
\hat{R}_k = \frac{1}{N-k} \sum_{j=1}^{N-k} x_{k+j}^* x_j, \quad k = 1, \ldots, n. \quad (IV.2)
\]

Such estimates are guaranteed to satisfy the condition \( T(\hat{R}) > 0 \). Moreover, we will consider a non-parametric Hermitian estimate \( \hat{\Phi}_{NP} \) of the spectrum \( \Phi \), such as the (damped or smoothed) periodogram.

Our identification approach now proceeds in the following steps.

(i) Compile a list of the most likely sparsity patterns (graphical structures) \( E \).

(ii) For each \( E \), estimate the numerator pseudo-polynomial \( \psi \).

(iii) Determine \( Q \) by solving the convex optimization problem \( (D_E) \) with \( R \) and \( \psi \) given by (IV.2) and (ii) respectively. In this way we can estimate a spectral density \( \Phi = \psi Q^{-1} \in S_+^n(E) \) for each \( E \) in the list compiled under point (i).

(iv) Compare the estimates \( \hat{\Phi} \) thus obtained by some information theoretic criteria as in [6] (and references therein) to choose a suitable graphical structure. In this selection process one may also consider the errors

\[
[\Delta_j]_{k\ell} = \hat{R}_j - \int_{-\pi}^{\pi} e^{i j \theta} \psi(e^{i \theta}) (Q(e^{i \theta})^{-1})_{k\ell} \frac{d\theta}{2\pi}.
\]

For \( j = 1, 2, \ldots, n \) and \( (k, \ell) \notin E \). If any such \( [\Delta_j]_{k\ell} \) is too large in absolute value, we may reject the corresponding solution.

(v) Determine the parameters \( A_0, A_2, \ldots, A_n, b_1, \ldots, b_0 \) from (I.11) by spectral factorization.

It remains to provide procedures for the steps in points (i) and (ii), a task to which we turn next.

**Estimating the graphical structure \( E \)**

We base our approach on a method to test the null hypothesis

\[
X_{(k)} \perp X_{(\ell)} | X_{V/(k, \ell)} \quad (H_0)
\]

To this end, we form a nonparametric estimate of the conditional coherence (II.9) as

\[
\hat{r}_{x_{k}x_{\ell}}(e^{i \theta}) = \frac{[\hat{\Phi}_{NP}^{-1}(e^{i \theta})]_{k\ell}}{\sqrt{[\hat{\Phi}_{NP}^{-1}(e^{i \theta})]_{k\ell} [\hat{\Phi}_{NP}^{-1}(e^{i \theta})]_{k\ell}}}, \quad (IV.3)
\]

where \( \hat{\Phi}_{NP} \) is the (smoothed) nonparametric spectral estimate introduced above. It can be shown [5] that the real and imaginary parts of \( \hat{r}_{x_{k}x_{\ell}}(e^{i \theta}) = r_{x_{k}x_{\ell}}(e^{i \theta}) \) are asymptotically normally distributed with mean zero as \( N \to \infty \) and that the limit variance \( \sigma \) depends only on the smoothing procedure used to determine \( \hat{\Phi}_{NP} \). Moreover, as also shown in [5], we can select \( M \) frequencies \( \theta_1, \theta_2, \ldots, \theta_M \in [-\pi, \pi] \) so that \( \hat{r}_{x_{k}x_{\ell}}(e^{i \theta_j}) \perp \hat{r}_{x_{k}x_{\ell}}(e^{i \theta_j}) \) for all \( p, q = 1, 2, \ldots, M \) such that \( p \neq q \).

Under the null hypothesis \( (H_0) \) the real and imaginary parts of \( \hat{r}_{x_{k}x_{\ell}}(e^{i \theta_j}) \), \( j = 1, 2, \ldots, M \), are asymptotically independent and normally distributed with mean zero and variance \( \sigma \). Hence, asymptotically, the probability that the absolute values of these random variables are all less or equal to \( \gamma \) is

\[
p(\gamma) := \prod_{j=1}^{M} \left\{ P \left\{ \text{Re} \hat{r}_{x_{k}x_{\ell}}(e^{i \theta_j}) \leq \gamma \right\} \cdot P \left\{ \text{Im} \hat{r}_{x_{k}x_{\ell}}(e^{i \theta_j}) \leq \gamma \right\} \right\} = |G(\gamma) - G(-\gamma)|^{2M}
\]

where \( G \) is the c.d.f of a gaussian variable with mean zero and variance \( \sigma \). Now let \( \gamma(\alpha) \) be such that \( p(\gamma(\alpha)) = 1 - \alpha \). Then we reject the null hypothesis \( (H_0) \) at the significance level \( \alpha \) if any of the random variables \( \text{Re} \hat{r}_{x_{k}x_{\ell}}(e^{i \theta_j}) \),
It is not hard to see that (IV.4) is equivalent to the following.

\[ E_0 \subset E_1 \subset \cdots \subset E_{m(m-1)/2} \]

ordered by significance levels. In particular, \( E_0 = E(0) \) requires \( \Phi^{-1} \), and hence \( Q \), to be diagonal, whereas \( E_{m(m-1)/2} = E(1) \) allows for no conditional independence. Note that the number of different graphical structures considered above is polynomial in \( m \). This is very advantageous compared to an exhaustive list, e.g., as considered in [6], that grows exponentially in \( m \).

**Estimating the pseudo-polynomial \( \psi \)**

Given a graphical structure \( E \), consider a matrix version of the procedure in [15, page 689], which amounts to solving

\[
\min_{Q \in \Omega(m,n)} \max_{\psi \in \Omega(1,n)} \epsilon \left\| Q(e^{i\theta}) - \psi(e^{i\theta}) \phi_N P(e^{i\theta})^{-1} \right\|_2 \text{ subject to } Q_{k\ell} = 0 \quad (k, \ell) \notin E \quad (IV.4)
\]

where \( \theta_1, \theta_2, \ldots, \theta_M \in [-\pi, \pi] \) are suitable frequencies, possibly, but not necessarily, the same as the ones above. It is not hard to see that (IV.4) is equivalent to the following semi-definite programing problem

\[
\min_{(\psi, Q, \epsilon) \in \Omega(1,n) \times \Omega(m,n) \times [0, \infty)} \epsilon \text{ subject to } -\epsilon I \leq Q(e^{i\theta}) - \psi(e^{i\theta}) \phi_N P(e^{i\theta})^{-1} \leq \epsilon I, \quad j = 1, 2, \ldots, M \\
Q_{k\ell} = 0 \quad (k, \ell) \notin E \quad (IV.5)
\]

In order to insure that \( \psi \) and \( Q \) are positive definite, one may need to add the constraints \( \psi(e^{i\theta_j}) \geq \delta \) and \( Q(e^{i\theta_j}) \geq \delta I \), \( j = 1, 2, \ldots, M \), for some \( \delta > 0 \). In the solution we are of course only interested in \( \psi \), as a more accurate \( Q \) will be determined in step (iii). However, the \( Q \) obtained here may be used as a starting point in an algorithm solving (DE) such as Newton’s method.

A more natural, but more complicated, method for determining \( \psi \) could be to solve the quasi-convex optimization problem

\[
\min_{Q \in \Omega(m,n)} \max_{\psi \in \Omega(1,n)} \epsilon \left\| \psi(e^{i\theta_j}) Q(e^{i\theta_j})^{-1} - \phi_N P(e^{i\theta_j}) \right\|_2 \text{ subject to } Q_{k\ell} = 0 \quad (k, \ell) \notin E \quad (IV.6)
\]

Proceeding in the same way as the step from (IV.4) to (IV.5) we obtain the constraints

\[-\epsilon I \leq \psi(e^{i\theta_j}) Q(e^{i\theta_j})^{-1} - \phi_N P(e^{i\theta_j}) \leq \epsilon I, \quad (IV.7)\]

\( j = 1, 2, \ldots, M \), which are not linear, or, equivalently,

\[-\epsilon Q(e^{i\theta_j}) \leq \psi(e^{i\theta_j}) I - \phi_N P(e^{i\theta_j}) Q(e^{i\theta_j}) \leq \epsilon Q(e^{i\theta_j}), \quad (IV.8)\]

which is linear only if \( \epsilon \) is disallowed from being a variable. Therefore, this problem needs to be solved in steps. First fix \( \epsilon \) and solve the feasibility problem to find \( \psi \in \Omega(1,n) \) and \( Q \in \Phi(m,n) \) satisfying (IV.8), after which \( \epsilon \) is decreased in steps (e.g., by the bisection algorithm) until we obtain the smallest \( \epsilon \) for which feasibility problem is solvable. It remains to determine bounds for this method. This could be done along the lines proposed in [16], [17], [18].

**V. Conclusions**

In this paper we have extended the results in [4], [6] to graphical models of ARMA process. This has been done by posing the problem in the moment-problem framework of [9], [10], [11], [12], [13]. In particular we have shown that, given the MA part, a minimum-phase ARMA model with graphical structure is uniquely determined, up to a scalar factor, by a particular subset of covariance values and that the corresponding set of interpolation conditions is the biggest such set that guarantees the desired graphical structure. Finally, we apply this parameterization to the problem of system identification with sparsity constraints. We provide a step-by-step procedure to estimate the graphical structure and the corresponding ARMA model respecting the sparsity pattern. Some of these results are preliminary in nature, and further work is needed to test numerical algorithms and statistical procedures.
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