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Abstract

This paper explores how financial constraints affect intangible investment for knowledge intensive and less capital intensive firms. In this paper, a knowledge intensive firm implies a firm supplying knowledge intensive services which requires the firm to hire highly educated employees. In economics investment is defined as the act of incurring an immediate cost in the expectation of future reward, which also fits to the hiring of skilled employees. Drawing advantage of unique firm-level data comprising all Swedish knowledge intensive consulting firms I conclude that the accessibility to adequate collateral significantly affects the relationship between employment and internal funds at the firm level. The accessibility of adequate collateral is more important in an economic downturn than in an expansion and more important for highly knowledge intensive consulting firms. In this paper I make a novel attempt to incorporate knowledge intensive services firms into the financial constraints literature.
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I Introduction

In this paper I take a first step towards incorporating less capital intensive and knowledge intensive firms’ into the financial constraints literature. The financial constraints literature mostly deals with capital investment for manufacturing firms (see e.g. Fazzari et al (1988), Bernanke et al (1996), Chirinko & Schaller (1995), Devereux & Schiantarelli (1989), Gertler & Gilchrist (1993, 1994), Hoshi et al (1991), Semenov (2006) for international evidence). This approach is not as relevant for knowledge intensive firms since capital investments are not their primary source in order to obtain future growth. A knowledge intensive firm implies a firm supplying services which requires the firm to hire highly educated employees. In this paper the hiring of skilled employees is considered an investment, an intangible investment. In economics investment is defined as the act of incurring an immediate cost in the expectation of future reward, which also fits to the hiring of skilled employees.

The basic idea behind the impact of firm financial constraints is that there exists a shadow cost of uncollateralized external financing which can lead to under-investment (Hubbard (1998)). This implies that firms identifying investment opportunities are unable to fully seize these opportunities. Translating this to the reality of knowledge intensive firms implies that they cannot invest in the type of skilled employees which they believe are required to meet the demand of the future.

A. Literature review

Alemida & Carneiro (2006) discuss the relatively little attention that intangible investment has received in the literature. They further emphasize how important it is to gain knowledge on the impact which credit market imperfections has on intangible investment.

There are pioneering analyses on financial constraints and intangible investment (Aghion et al (2005, 2007a, 2007b) and Hall (1992, 2002)) but they utilize R&D investment data which limit the analysis to firms which actually have R&D departments. However, many firms do invest in intangibles without having an R&D department. Black & Lynch (1996) and Chang & Wang (1996) analyze the firm’s decision to hire highly educated employees as a human capital

---

2 Knowledge intensity is defined as the total number of employees with a university education exceeding three years divided by all employees at the firm. The median consulting firm of the sample has a knowledge intensity of 0.44.
investment. Put simply, firms choose the more expensive input, which a highly educated employee is compared to a less educated employee, based on the expectation that it will generate excess future revenue. But, it is difficult to evaluate the rate of return of this type of investment (see Blundell et al (1999)) as compared to capital investment.

Modigliani & Miller (1958) suggest that internal and external finance are perfect substitutes and therefore investment opportunities govern investment. In reality, this is rarely the truth and external finance is often more expensive than internal. The premium which firms have to pay on external finance is an increasing function of, among factors, information asymmetries (see Löfgren et al (2002) for a survey) and moral hazard-related issues. Problems regarding information asymmetries are exacerbated for intangible investment compared to capital investment which, all else equal, increases the cost of external finance. If external finance is fully collateralized, then external and internal finance are perfect substitutes (Bernanke et al (1996), Kiyotaki & Moore (1997)), implying that collateral mitigate the negative impact of information asymmetries.

There is also a size dimension which is relevant. Large firms tend to be less financially constrained than small firms (Gertler & Hubbard (1989), Gertler & Gilchrist (1994)). Knowledge intensive consulting firms are in general smaller than manufacturing firms.

They are also less capital intensive. Manufacturing firms are more capital intensive which make them more vulnerable to external credit access but they also possess collateralizable assets within its production which the less capital intensive knowledge intensive consulting firms do not. Therefore it is difficult to say if knowledge intensive consulting firms are more or less affected by financial constraints.

Hall et al (2000) analyze capital structure issues for small and medium sized unquoted UK firms. These firms, in general, only have two possible financing sources, internal equity or external debt (Internal equity in the shape of retained earnings and external debt through bank loans). The knowledge intensive firms of this paper are predominately small and therefore they are most likely restricted to these two types of funds.

Binks & Ennew (1996) discuss financial constraints for small firms. They highlight the importance of collateral as to mitigate information asymmetries alleviating the access to bank
debt. However, banks prefer private collateral over firm collateral, but most entrepreneurs are reluctant to post private collateral (see also Reid & Jacobsen (1988)). Binks & Ennew (1996) argue, based on the survey which their paper builds on, that machinery is not a preferred source of collateral (or that machinery is in many cases not even viable as collateral for small firms). The secondary market for machinery is illiquid and when banks need to liquidate collateral, mostly in recessions, from insolvent firms the demand for machinery is usually low or non-existent.

B. Outline of the paper

Since the perspective of this paper is novel I present the course of action in bullet-form to give a clear view of what I actually do in this paper.

- In this paper I investigate the knowledge intensive consulting sector from a financial constraints perspective, viewing the hiring of skilled employees as an intangible investment, drawing advantage of unique firm-level data comprising all Swedish knowledge intensive consulting firms during 1997-2004.

- The firms analyzed are in general small (median employment of 1-99) which implies that the choice of financing source usually comprises internal equity and external bank debt.

- Firms with book value of real estate and/or land assets are considered as to possess adequate collateral. Firms with adequate collateral are assumed to be able to access external credit more favorably.

- In order to test if firms with and without adequate collateral differ in terms of employment development I view sales as a measure of the availability of internal funds at the individual firm. The employment-sales correlation is compared between firms with and without adequate collateral. Firms with adequate collateral are expected to be less dependent on business conditions in order to invest in skilled employees since they are considered to be able to compensate waning flows of internal funds with external credit.

- The empirical analysis tests if firms with and without collateral have different employment-sales correlations. The group of firms with the highest correlation is considered to be less financially constrained (see Kaplan & Zingales (1997) for the same interpretation but for capital investment and cash flow). To summarize, Kaplan & Zingales (1997) argue that
firms with high investment-cash flow correlation do not have as many previous liabilities, such as costly debt, to pay off before they can consider investing.

- The empirical analysis shows that firms with adequate collateral have about 60 percent higher employment-sales correlation than firms without.

- The result from above is stronger in an economic downturn and less pronounced in an expansion. The results are also more pronounced for the firms above the median in terms of knowledge intensity.

- The main contribution of this paper is the application of the financial constraints literature by treating the hiring of skilled employees as an investment, to a knowledge intensive sector, a segment of the economy which is up to this point omitted from this literature.

- The paper is organized as follows. Section II presents the unique data set and some preliminary estimation. Section III describes the estimation strategy and how the results are interpreted drawing advantage of the implications of Kaplan & Zingales (1997). Section IV comprises the empirical results and all robustness checks. Section V concludes.
II  Data

In A the data and subsequently the sample of the paper is presented. In B I present a comparison of the results of the analysis in Martinsson (2008) obtained on manufacturing firms, where I explore the impact of firm collateral on the firm’s knowledge intensity, to the knowledge intensive consulting sample of this paper. This was my initial test I conducted and which made me intrigued to pursue the approach of firm financial constraints for knowledge intensive firms.

A. The sample

This paper utilizes data collected from two datasets provided by Statistics Sweden. The firm level database (FS), which is balance sheet data, is used to collect information on firm characteristics such as sales, capital, collateralizable assets, equity and debt. Information on knowledge intensity and employment is collected from the Swedish firm level employment database (RAMS). These two databases contain all Swedish firms during the period 1997-2004.

The sample comprises the consulting sector (SIC 72 and 74) which is the largest segment of the knowledge intensive business services (KIBS)-sector. The knowledge intensive consulting sector is the least capital intensive and the most knowledge intensive segment of the KIBS-sector.

The sample selection procedure is conducted identically as in Martinsson (2008) where manufacturing firms with and without adequate collateral is compared. Designing the sample here identically to the sample of Martinsson (2008) enables me to compare the results of the knowledge intensive consulting firms to the manufacturing sample.

The first step of the sample selection procedure is that median employment must be at least one but may not exceed 99. The firm must have had at least one employee with a university education exceeding three years. The sample is also corrected for statistical and economical outliers. The final sample contains about 23,500 firms and a total of about 100,000 observations which are compiled in table 1.

The indicator variable of adequate collateral is designed as a binary variable assigning 1 if the firm has had at least half of its observations reporting book value of real estate and/or land assets (See Gan (2007) for a discussion on land and real estate as the primary source of collateral).

[Table 1 about here]
The distribution of firms with collateralizable assets is evenly distributed across sub-sectors (at the SIC 5-digit level) within the consulting sector implying that the results are not biased toward a specific segment of consulting firms. Based on table 1 there are no clear distinctions between firm-year observations with and without adequate collateral. The firms analyzed are small, the average firm has sales of SEK 7,151,000 and between 6 and 7 employees, with about half of the employees having a university education exceeding three years.

By looking at the median firm of the knowledge intensive consulting sector and the manufacturing sector and then taking the average over the sample period I can present a preliminary view of the differences of the typical firm of each sector. In terms of knowledge intensity, the consulting sector has a 0.44 intensity compared to 0 for the typical manufacturing firm. The typical consulting firm has a capital intensity of SEK 32,000 compared to SEK 58,000 for its manufacturing counterpart.

Capital structure plays an important role. The average median manufacturing firm across the sample period has a 0.70 leverage ratio, with a short debt-long debt ratio of about 3. The same for the whole knowledge intensive consulting sector is leverage of 0.60 and short debt-long debt ratio of about 2.5. By exploring consulting firms with and without adequate collateral there is some difference. The leverage ratio is unchanged around 0.60 for firms with and without collateral. In terms of debt composition firms with adequate collateral have short debt-long debt ratio of about 2.5 whereas firms without collateral have a corresponding ratio of 250. The comparison of debt structure suggests that firms with adequate collateral can access credit more favorably than firms without. It seems unlikely that firms without adequate collateral simply prefer short-term debt over long-term debt. Gan (2007) argue that collateral is the key decider if firms are to obtain long-term, or relational, debt from banks. He further refers to long-term debt as cheaper based on the lower interest rates cost attached to them. This is some preliminary evidence of the financial constraints of consulting firms lacking adequate collateral.

B. Manufacturing firms vs. consulting firms

First of all, is adequate collateral more important for manufacturing firms or for consulting firms? At a first glance there are two factors where one of them speaks in favor of manufacturing firms. The list of consulting sub-sectors at the 5-digit level is available upon request. These capital intensities converted into US dollars at a spot rate of 8 SEK/$ is $4,000 for knowledge intensive consulting firms and subsequently $7,250 for manufacturing firms. Leverage is defined as short debt plus long debt divided by total assets (Rajan & Zingales (1995)).
firms and one in favor of consulting firms. (1) The more capital intensive nature of manufacturing firms which in general make them more likely to require external capital, which in turn increase their need of adequate collateral in order to lower the external finance premium. (2) But on the other hand manufacturing firms possess more tangible assets as a result of their capital intensive nature compared to knowledge intensive consulting firms. Another aspect which most likely increase the need for adequate collateral for consulting firms is the information aspect. It is probably a greater risk that the lenders do not fully grasp the business idea for which the consulting firm seeks financing for as compared to the investment in new plant or machinery.

In Martinsson (2008) manufacturing firms with collateral display a counter-cyclical response to sales variation (i.e. \( \beta_{HI} + \gamma_{HI} \) is negative) whereas firms without collateral display a procyclical response (\( \hat{\beta}_{HI} \) estimate positive). These results imply that firms with collateral can borrow externally, as earnings are reduced by declining sales, which enables the counter-cyclical response. These results corroborate with previous results obtained on R&D investment, see e.g. Aghion et al (2005, 2007a). Below is the specification submitted for estimation:

\[
K.I_{t,c} = \gamma + \phi_{HI} + K.I_{t,c-1} + \phi_{HI} K.I_{t,c-2} + \beta_{HI} \ln(Sales_{t,c}) + \gamma_{HI} \ln(Sales_{t,c}) + \text{Collateral} + \mu_{t} + \nu_{t} + \varepsilon_{t,c}
\]

The above specification is run with ordinary least squares (OLS), within, and “Difference” and “System” general methods of moments (GMM) estimation.

[Table 2 about here]

As Arellano & Bond (1991) suggest I use the one-step estimates for inference since it controls for heteroscedasticity and also that they are not plagued with finite sample bias which potentially could be the case with the two-step estimates. A similar pattern as for the manufacturing firms is present for the knowledge intensive consulting firms as suggested by both “difference” and “system” GMM. The “system” GMM estimates display a positive correlation between sales and knowledge intensity for firms without collateral. Whereas \( \gamma_{HI} \) turns the overall effect for firms with collateral negative thus suggesting that sales and knowledge intensity is negatively correlated.

---

6 The specification has been run without lags of the dependent variable and with one lag but it was not until two lags of the dependent variable that the specification became clear of autocorrelation.
The conclusion of Martinsson (2008) builds on the fact that the different pattern, as presented above, of firms with and without adequate collateral come from their different access to external credit. A firm more reliant on that its sales generate sufficient funds to finance its operations is more likely to display a pro-cyclical knowledge intensity-sales relationship. Whereas firms which are able to keep their more expensive employees when sales wane, i.e. displaying a counter-cyclical knowledge intensity-sales relationship, can do that based on their better access to credit.

Based on the similar results between consulting and manufacturing firms indicate that adequate collateral is important for less capital intensive firms as well.
III Estimation strategy and interpretations

In A I give a brief description on the choice of estimation method. I present how the results of the estimation is interpreted drawing advantage of the seminal paper by Kaplan & Zingales (1997).

A. Dynamic panel data estimation

It is not straightforward to estimate a regression with firm-level data in a dynamic context. In this paper employment serves as dependent variable, and Arellano & Bond (1991) point to the persistence of employment and how that could create problems in terms of estimation.

When a time series is persistent it probably needs to be modeled as an autoregressive series. In order to illustrate and explain the estimation strategy of this paper, consider the following simple autoregressive series with additional covariates:

\[
Y_{t+1} = \beta Y_{t-1} + \beta X_{t} + \eta\n\]

\[
\eta = \xi + \varepsilon
\]

The error term \( \eta \) comprises a time invariant and a time variant component.

Applying ordinary least squares (OLS) estimation provides inconsistent estimates because of the negative correlation between \( Y_{t-1} \) and the time invariant component of the error term. Within estimation may be consistent if the sample covers a long time period. As Nickel (1981) shows, if the panel contains many observations but covers few time periods, a so called “small T, large N” panel, the fixed effects component is positively correlated with \( Y_{t-1} \) and thus yields biased estimates. Another problem of utilizing within estimation is that it requires strictly exogenous covariates, and it is not likely to find strictly exogenous covariates when using economic firm-level data (Bond (2002)).

Generalized method of moments (GMM) estimation is supposed to correct for the biases which arise from applying OLS or within estimation to dynamic panels. Arellano & Bond (1991) develop and test “difference” GMM which transforms the specification above through differencing which wipes out the time invariant component of the error term. Estimation is performed instrumenting the dependent variable and the predetermined variables with lagged
levels, and instrumenting the strictly exogenous variables with differences. The instrumentation procedure is conducted in order to deal with endogeneity and simultaneity biases. There are however a drawback with “difference” GMM. If the panel is unbalanced with gaps (as the sample of this paper is) the differencing procedure reduces the sample size and potentially important information is lost.

Instead, “System” GMM has some advantages over the “difference” GMM procedure. “System” GMM proposed by Arellano & Bover (1995) and Blundell & Bond (1998) utilizes another type of transformation, the so called “forward orthogonal deviations” transformation. The transformation of “System” GMM subtracts the averages of all future observations of the variable instead of subtracting the previous observation from the contemporaneous as in “differencing” GMM. “System” GMM also allows for additional instruments since it builds on the assumption that first differences of instruments are uncorrelated with the fixed effects. Therefore “System” GMM builds a system containing both the original level equation and a differenced equation.

**B. How to interpret the estimation results**

Kaplan & Zingales (1997) re-estimate the capital investment-cash flow relationship for US manufacturing firms first estimated in Fazzari et al (1988). In Fazzari et al (1988) a firm’s likelihood of being financially constrained is based on their dividend policy. Fazzari et al (1988) conclude that firms less likely to be financially constrained have a low capital investment-cash flow correlation (or sensitivity as they call it). They argue that it is a plausible conclusion since the low correlation implies that since they are not financially constrained, they are not as dependent of current business conditions. Subsequently, firms with a high capital investment-cash flow correlation are considered more financially constrained.

Kaplan & Zingales (1997) criticize the results obtained by Fazzari et al (1988). They argue that the results should be interpreted the other way around. Kaplan & Zingales (1997) use the sample of financially constrained firms from Fazzari et al (1988) and estimate the capital investment-cash flow correlations. Their estimation suggests that the firms suggested by Fazzari et al (1988) to be most likely financially constrained displayed the highest capital investment-cash flow correlations. Kaplan & Zingales (1997) complement their regression results by examining each of

---

7 They do not just simply criticize the interpretation of the results they are also critical of how they actually analyze financial constraints. I omit that part of Kaplan & Zingales (1997). The latter critique is controversial and in Fazzari et al (2000) they counter the critique received in Kaplan & Zingales (1997, 2000).
their firm-year observations’ annual reports and they draw the conclusion that firms with high capital investment-cash flow correlations are less financially constrained. They argue that if a firm displaying a high correlation between capital investment and cash-flow implies that the firm is not plagued by too many troublesome liabilities and bad debt. Since debt financing implies giving up cash flow rights, having too much debt payments seriously dampens the cash flow to capital investment channel.

As suggested in the introduction section it is not as relevant to examine capital investment for knowledge intensive consulting firms, instead this paper focuses on the hiring of highly educated employees.

Firms without adequate collateral are more likely to face a higher shadow cost of external finance since adequate collateral lowers this cost. Therefore firms without collateral are more likely to be plagued by bad debt repayments as a consequence. Based on this, the estimation carried out in section IV tests if the possession of adequate collateral yields the same difference of correlations as in Kaplan & Zingales (1997), but for employment and sales.
IV  Employment-sales specification

A. Specification

The following specification is used in order to calculate employment-sales correlations.

\[ \ln(E_{it}) = \alpha + \psi \ln(S_{it-1}) + \beta \ln(Sales_{it}) + \gamma \ln(Sales_{it}) \times Collateral_i + \mu_i + \nu_i + \epsilon_{it}, \]

I wish to capture the effect of sales on employment; additionally I want to test if the employment-sales correlation for firms with adequate collateral is different. In order to properly capture these effects I apply a dynamic specification with lagged employment as explanatory variable, firm fixed effects, and a full set of time dummies. The \( \gamma \) -parameter corresponding to the interaction term tests formally if firms with or without collateral have a different employment-sales correlation. The interpretation of \( \gamma \) is how much does the employment-sales correlation of firms with collateral deviate from \( \mu \), i.e. the response for firms without collateral.

Bond (2002) and Roodman (2006) propose a way to draw advantage of the inconsistent estimates of OLS and within estimation. Since OLS provides upward biased estimates of the lagged dependent variable and within estimation with downward biased estimates, a good benchmark for a consistent specification is to fall in between the OLS and within estimates.

The GMM estimation procedures presented in section III rests on the assumption that the idiosyncratic errors are uncorrelated and for that reason it is recommended to include time dummies (Roodman (2006)).

I estimate and report both one-step and two-step GMM estimation. The one-step estimation uses robust standard errors which controls for heteroscedasticity, as compared to two-step estimation which only deals with the homoscedasticity case resulting in downward biased standard errors. For this reason Arellano & Bond (1991) recommend one-step estimation for inference. The two-step estimates are run mainly because it enables me to test the validity of the instruments using the Sargan test of over-identification of Sargan (1958) which is only available

---

8 The ln (sales) variable is treated as predetermined. If \( E[x_{it}, \epsilon_{it}] \neq 0 \) for \( s < t \) but \( E[x_{it}, \epsilon_{it}] = 0 \) for all \( s \geq t \), the variable is considered predetermined. In other words, ln (sales) may be correlated with previous realizations of the idiosyncratic error term.
for the homoscedasticity case. The one-step estimates are also preferred over the two-step estimates since they are less likely to be plagued with finite-sample bias.

### B. Results

Table 3 provides the regression results. This specification was also run with two lags of the dependent variable. The second lag turned out to be non-significant and it did not improve the test statistics which made me choose the one lag structure for the dependent variable.\(^9\)

![Table 3 about here](image)

The results from the “system” GMM considering the lagged dependent variable falls in between the OLS and within estimates as it should. The “difference” GMM estimate is almost identical to the within estimate implying downward biased results. However, the “difference” GMM does not reject the null hypothesis of autocorrelation while “system” GMM does so.

The \( \beta \)-estimate is as expected positive and rather large. The robust one-step “system” GMM estimate of \( \beta \) is 0.383. Interestingly the \( \gamma \)-estimate is as large as 0.219. These results suggest that firms with collateral have an employment-sales correlation of 0.60 while firms without adequate collateral have a corresponding correlation of 0.383. Since the median firm of the two subsamples, presented in table 1, appear to be identical the magnitude of the difference in terms of employment-sales correlation is somewhat surprising.

The specification above was also run with different controls in order to check the sensitivity of the obtained estimation results.

The estimation was also considered in difference form. Differencing, however, further add to the small T problem mentioned in section III. Switching the level values of the above specification to first differences of the same variables yielded qualitatively similar results.

The choice to utilize sales as a measure of the availability of internal funds is forced by the dataset. A proper cash flow variable is not available. However, I constructed a gross profit

\[^9\text{The results from the regressions with two lags of the dependent variable are not included in the paper due to space limitation but they are available upon request.}\]
variable via subtracting wage expenditure from value added. Substituting the sales variable with the gross profit variable lead to almost identical results.\textsuperscript{10}

I considered a lag structure of sales (and gross profit) but it did not alter the results either. In order to rule out that it is not actually capital intensity of the individual firm that really drive the results I controlled for capital intensity. The firm’s capital stock was added as contemporaneous and first lag of capital and capital per employee which left the results unchanged. I conducted the same procedure with total assets also, contemporaneous and lagged, not altering the results either.

The employment-sales correlations are further evaluated in C.

C. Sample splits
I further check the estimation via four sample splits. I split based on time (i.e. business conditions), investment opportunities, knowledge intensity, and leverage respectively. The last three sample splits are made based on locating the median firm and splitting the sample in half.

C.1 The impact of business conditions
The Swedish economy has grown rapidly during the first half of the sample period, 1997-2000, but growth slowed down after the burst of the dot-com bubble. Therefore the employment-sales correlation can be explored by dividing the sample into one ranging from 1997-2000, and the other sub-sample subsequently from 2001-2004. This procedure enables me to explore the importance of collateral in an expanding economy versus a considerably slower growing economy.

In this section I build upon the discussion of Hubbard (1998, pp. 195-198). In an environment with information asymmetries there is a shadow cost of uncollateralized external financing which could lead to under-investment. I argue that in a growing economy investment opportunities govern the allocation of capital which mitigate the shadow cost of uncollateralized external financing. Therefore I expect that the employment-sales correlation difference to be less pronounced in the sample containing the 1997-2000 observations.

\textsuperscript{10} The correlation of sales and gross profit is 0.85, so it is not very surprising.
In an economy of less growth there are fewer investment opportunities and the risk for lenders such as banks increases. This leads to the shadow cost of external financing increasing. Therefore I predict the employment-sales correlation to be more pronounced in the 2001-2004 sample.

In this section I just present the one-step system GMM estimation results.

[Table 4 about here]

The results fall in line with predictions. During 1997-2000 there is a statistically significant estimate for the interaction between sales and collateral but the low z-value is too low to gain economic significance from when the sample is large. On the other hand the overall employment-sales correlation is 0.466, which is substantially higher than for the full sample.

In the 2001-2004 sample the employment-sales correlation is heavily pronounced as compared to the overall sample results in A. In the full sample the employment-sales correlation of firms without collateral is 0.383. In the 2001-2004 sample the corresponding estimate is 0.347. The additional estimate for the firms with collateral is 0.256, which is higher than for the full sample. This leads to the difference between firms with and without collateral diverging. Firms with collateral have employment-sales correlation of 0.603 which translates into 74 percent higher correlation than firms without collateral.

**C.2 Investment opportunities**

This sample split is based on a measure proposed in Griliches (1969). It is called the gross rate of return on capital (GRR). GRR is calculated as the gross profit of the firm, expressed as value added minus its payroll, divided by the capital stock, i.e. the ratio of gross profit per unit of capital.

Q is usually utilized to measure firm investment opportunities, but q is not a feasible option when dealing with non-publicly traded firms. Left out to book value entities I argue in favor of the GRR measure as a proxy for investment opportunities, implying that firms with a high GRR ratio are facing investment opportunities to a greater extent than firms with a low GRR. From a lender’s point of view a firm with high GRR is more likely to be able to repay its debt since it is profitable in relation to its capital.
I predict that firms above the median in terms of GRR are not in need of collateral to the same extent as firms in the below median sample since funds are supposed to be channeled to firms with investment opportunities.

Table 5 contains the results from the sample splits. The results displayed in table 5 are the one-step “system” GMM estimates.

The above GRR sub-sample estimated \( y^{A, \text{GRR}} \) at -0.014\(^{11}\), but it is only significant at below 10 percent with a z-value of -2. This cannot be considered an overwhelming result based on the large sample. On the other hand the below median GRR sub-sample provides a strongly significant parameter estimate of \( y^{B, \text{GRR}} \), at 0.216.

The above median GRR sub-sample displays surprisingly different results than for the full sample. The low value of the estimate of the lagged dependent variable is particularly surprising suggesting that firms with high GRR are less persistent in terms of employment. The low z-value of \( y^{A, \text{GRR}} \) is inline with expectations.

The firms of the above median sample share similar employment-sales correlation regardless collateral. Firms in the below median sample appear to face a similar impact of collateral as for the full sample.

**C.3 Knowledge intensity**

It is interesting to explore if firms with more expensive and educated employees display different employment-sales correlations.

The above median sub-sample has a smaller \( y^{A, \text{HI}} \)-estimate than the firms of the below median sub-sample.\(^{12}\) Highly knowledge intensive firms without collateral have a employment-sales correlation of 0.311 (see table 5). The highly knowledge intensive firms has a greater difference

---

\(^{11}\) The notation A.GRR and B.GRR indicate that the estimate is from either the above or below median sample split based on GRR.

\(^{12}\) The notation for knowledge intensity is identical as in the GRR sample split.
between firms with and without collateral. The employment-sales correlation for firms with collateral is 0.462 (0.311+0.151), implying that the employment-sales correlation for firms with collateral is 49 percent higher than for firms without collateral. For the below median sample in terms of knowledge intensity the $\gamma^{B,KI}$-estimate is again displaying a small z-value of only 3. However, the $\gamma^{B,KI}$-estimate is as large as 0.443.

Based on splitting the sample on knowledge intensity the conclusion is that highly knowledge intensive firms have lower employment-sales correlation than less knowledge intensive firms. On the other hand if highly knowledge intensive firms have collateral they display similar employment-sales correlation as the less knowledge intensive firms.

C.4 Leverage

Finally the sample is split based on firm leverage. Firms with high leverage are considered to have better access to external credit than firms with a low leverage ratio. Of course, a too levered firm could be a case of an insolvent or unsuccessful firm.

For the above median leverage sub-sample the $\gamma^{A,Lev}$-estimate is 0.478 (see table 5). The $\gamma^{A,Lev}$-estimate is significant but with a low z-value, below 3. For the below median sub-sample the $\gamma^{B,Lev}$-estimate is small at 0.285 implying that firms with poor credit market access have a lower employment-sales correlation. However firms with collateral in the below median sub-sample have a significantly higher employment-sales correlation. The $\gamma^{B,Lev}$-estimate is estimated at 0.17 (with a z-value of 9) suggesting that firms with collateral in this sub-sample have a employment-sales correlation of 0.455.

Consulting firms with high leverage and with low leverage and collateral have similar employment-sales correlation.
V Conclusion

In this paper I examine financial constraints for knowledge intensive and less capital intensive firms. There exist a clear difference in terms of employment-sales correlation between knowledge intensive consulting firms possessing adequate collateral and those which do not. This difference is exacerbated in a slow growing economy compared to a fast growing economy which is probable. In a growing economy, lenders seek more aggressively to gain return on their capital and there are also more investment opportunities. When the economy slows down the lenders become more reluctant to lend. Also, the risk of default is higher in a slowing economy.

The difference is also higher when comparing highly knowledge intensive firms to the less knowledge intensive ones. These results are in line with the literature which emphasize the need to hold tangible assets in order to mitigate information asymmetries when investing in intangibles.

This paper suggests a way to examine for financial frictions in the context of knowledge intensive firms. I differentiate based on collateral and argue that adequate collateral is important since it leads to more favorable debt contracts which enables a higher correlation between the internal funds measure and employment (the intangible investment). The results obtained are validated via numerous robustness and sensitivity checks.

The financial constraints literature needs to expand and consider more than manufacturing firms and firms with an R&D department, this is my contribution.
References


<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Q1</th>
<th>Median</th>
<th>Q3</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Whole Sample</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Obs. = 101582)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Employees</td>
<td>6.51</td>
<td>1.00</td>
<td>2.00</td>
<td>6.00</td>
<td>0.00</td>
<td>190</td>
</tr>
<tr>
<td>Sales (1)</td>
<td>7151</td>
<td>933</td>
<td>1954</td>
<td>5729</td>
<td>1.00</td>
<td>830571</td>
</tr>
<tr>
<td>Variation of Sales (2)</td>
<td>0.02</td>
<td>-0.19</td>
<td>0.04</td>
<td>0.25</td>
<td>-8.96</td>
<td>11.91</td>
</tr>
<tr>
<td>Knowledge Int. (3)</td>
<td>0.47</td>
<td>0.00</td>
<td>0.44</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>With Collateral</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Obs. = 22280)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Employees</td>
<td>6.19</td>
<td>1.00</td>
<td>2.00</td>
<td>6.00</td>
<td>0.00</td>
<td>163</td>
</tr>
<tr>
<td>Sales (1)</td>
<td>6796</td>
<td>1100</td>
<td>2025</td>
<td>5917</td>
<td>1.00</td>
<td>830571</td>
</tr>
<tr>
<td>Variation of Sales (2)</td>
<td>0.01</td>
<td>-0.18</td>
<td>0.03</td>
<td>0.22</td>
<td>-7.67</td>
<td>8.51</td>
</tr>
<tr>
<td>Knowledge Int. (3)</td>
<td>0.47</td>
<td>0.00</td>
<td>0.47</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Without Collateral</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Obs. = 79302)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Employees</td>
<td>6.59</td>
<td>1.00</td>
<td>2.00</td>
<td>6.00</td>
<td>0.00</td>
<td>190</td>
</tr>
<tr>
<td>Sales (1)</td>
<td>7251</td>
<td>888</td>
<td>1927</td>
<td>5685</td>
<td>1.00</td>
<td>716100</td>
</tr>
<tr>
<td>Variation of Sales (2)</td>
<td>0.02</td>
<td>-0.19</td>
<td>0.04</td>
<td>0.26</td>
<td>-8.96</td>
<td>11.91</td>
</tr>
<tr>
<td>Knowledge Int. (3)</td>
<td>0.47</td>
<td>0.00</td>
<td>0.44</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 1: Descriptive statistics of the sample

---

13 (1) In thousand SEK; (2) \( \ln(S_{it}) - \ln(S_{i,t-1}) = \ln(S_{it}/S_{i,t-1}) \); (3) Employees with a university education exceeding three years / Total employment. The sample is divided based on if the firm has had at least half of its observations reporting book value of real estate and/or land assets.
## Table 2: Regression results from the knowledge intensity equation

The dependent variable K.I. is knowledge intensity defined as employees with a university education exceeding three years / Total employment. F_C is firm collateral and is a binary variable assigning 1 if the firm has had collateral and 0 otherwise. Standard errors are within parenthesis and all regressions are run with time dummies. ***, **, * correspond to a 1, 5, and 10 percent significance level respectively.

### Table 2: Regression results from the knowledge intensity equation

<table>
<thead>
<tr>
<th>Dep: K.I.</th>
<th>One-step</th>
<th>Two-step</th>
<th>One-step</th>
<th>Two-step</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OLS</strong></td>
<td>Fe</td>
<td>Diff GMM</td>
<td>Diff GMM</td>
<td>Sys GMM</td>
</tr>
<tr>
<td>K.I.(t-1)</td>
<td>0.613***</td>
<td>0.077***</td>
<td>0.431***</td>
<td>0.453***</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.007)</td>
<td>(0.014)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>K.I.(t-2)</td>
<td>0.183***</td>
<td>-0.090***</td>
<td>0.070***</td>
<td>0.071***</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.006)</td>
<td>(0.080)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>Ln(Sales)</td>
<td>0.009***</td>
<td>0.077***</td>
<td>0.111***</td>
<td>0.101</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.002)</td>
<td>(0.011)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>Ln(Sales)*F_C</td>
<td>-0.008***</td>
<td>-0.019***</td>
<td>-0.155***</td>
<td>-0.128***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.004)</td>
<td>(0.016)</td>
<td>(0.016)</td>
</tr>
<tr>
<td>Obs</td>
<td>78776</td>
<td>78776</td>
<td>69945</td>
<td>69945</td>
</tr>
<tr>
<td>Firms</td>
<td>21051</td>
<td>18942</td>
<td>18942</td>
<td>21051</td>
</tr>
<tr>
<td>Av Obs per firm</td>
<td>3.7</td>
<td>3.7</td>
<td>3.7</td>
<td>3.7</td>
</tr>
<tr>
<td>Sargan</td>
<td>0,000</td>
<td>0,000</td>
<td>0,000</td>
<td>0,000</td>
</tr>
<tr>
<td>AR(1)</td>
<td>0,000</td>
<td>0,000</td>
<td>0,000</td>
<td>0,000</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0,906</td>
<td>0,666</td>
<td>0,345</td>
<td>0,291</td>
</tr>
<tr>
<td>St Errors</td>
<td>Robust</td>
<td>Robust</td>
<td>Robust</td>
<td>Robust</td>
</tr>
</tbody>
</table>

- **Diff GMM**: Instruments for differenced equation: GMM-type l(2/3).K.I.; l(1/.).ln (Sales); l(1/.).ln (Sales)*F_C. Standard: D.F_C; D.99-D.04.
- **System GMM**: Instruments for differenced equation: GMM-type l(2/3).K.I.; l(1/.).ln (Sales); l(1/.).ln (Sales)*F_C. Standard: D.F_C; D.99-D.04. Instruments for level equation: GMM-type LD.K.I. D.ln (Sales) D.ln (Sales)*F_C

---

14 The dependent variable K.I. is knowledge intensity defined as employees with a university education exceeding three years / Total employment. F_C is firm collateral and is a binary variable assigning 1 if the firm has had collateral and 0 otherwise. Standard errors are within parenthesis and all regressions are run with time dummies. ***, **, * correspond to a 1, 5, and 10 percent significance level respectively.
The dependent variable is \( \ln (\text{Employment}) \). \( F_C \) is firm collateral and is a binary variable assigning 1 if the firm has had collateral and 0 otherwise. Robust standard errors are within parenthesis and all regressions are run with time dummies. ***, **, * correspond to a 1, 5, and 10 percent significance level respectively. The constant is not reported and subsequently is also the binary variable \( F_C \) for different level of employment omitted from the table.
<table>
<thead>
<tr>
<th>Dep: ln(emp)</th>
<th>GRR</th>
<th>K.I.</th>
<th>Leverage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Above</td>
<td>Below</td>
<td>Above</td>
</tr>
<tr>
<td>lnE(t-1)</td>
<td>0.250***</td>
<td>0.451***</td>
<td>0.483***</td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td>(0.010)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>lnS</td>
<td>0.314***</td>
<td>0.348***</td>
<td>0.311***</td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td>(0.009)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>lnS*F_C</td>
<td>-0.014*</td>
<td>0.216***</td>
<td>0.151***</td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td>(0.024)</td>
<td>(0.025)</td>
</tr>
<tr>
<td>Obs</td>
<td>58712</td>
<td>50631</td>
<td>54413</td>
</tr>
<tr>
<td>Firms</td>
<td>12250</td>
<td>11695</td>
<td>11711</td>
</tr>
<tr>
<td>Av Obs per firm</td>
<td>4.8</td>
<td>4.3</td>
<td>4.6</td>
</tr>
<tr>
<td>St Error</td>
<td>Robust</td>
<td>Robust</td>
<td>Robust</td>
</tr>
</tbody>
</table>

| Table 4: Regression results from sample splits |

16 Run as system GMM in table 3.
<table>
<thead>
<tr>
<th></th>
<th>1997-2000</th>
<th></th>
<th>2001-2004</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>One step</td>
<td>Twostep</td>
<td>One step</td>
<td>Twostep</td>
</tr>
<tr>
<td>Dep: ln(Emp)</td>
<td>Sys GMM</td>
<td>Sys GMM</td>
<td>Sys GMM</td>
<td>Sys GMM</td>
</tr>
<tr>
<td>lnE(t-1)</td>
<td>0.413***</td>
<td>0.442***</td>
<td>0.501***</td>
<td>0.513***</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.012)</td>
<td>(0.015)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>lnS</td>
<td>0.460***</td>
<td>0.440***</td>
<td>0.347***</td>
<td>0.344***</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.013)</td>
<td>(0.009)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>lnS*F_C</td>
<td>-0.067**</td>
<td>-0.032</td>
<td>0.256***</td>
<td>0.157***</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.025)</td>
<td>(0.024)</td>
<td>(0.032)</td>
</tr>
<tr>
<td>Obs</td>
<td>41334</td>
<td>41334</td>
<td>51991</td>
<td>51991</td>
</tr>
<tr>
<td>Firms</td>
<td>16414</td>
<td>16414</td>
<td>20541</td>
<td>20541</td>
</tr>
<tr>
<td>Av Obs per firm</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>St Error</td>
<td>Robust</td>
<td></td>
<td>Robust</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Regression results from the sample split based on time.¹⁷

¹⁷ Run as system GMM in table 3.