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Abstract

The primary source for pedestrian navigation is the well known Global Positioning System. However, for applications including pedestrians walking in urban or indoor environments the GPS is not always reliable since the signal often is corrupted or completely blocked. A solution to this problem is to make a fusion between the GPS and an Inertial Navigation System (INS) that uses sensors attached to the pedestrian for positioning. The sensor platform consists of a tri-axial accelerometer, gyroscope and magnetometer. In this thesis, a dead reckoning approach is proposed for the INS, which means that the travelled distance is obtained by counting steps and multiplying with step length. Three parts of the dead reckoning system are investigated; step detection, motion classification and step length estimation.

A method for step detection is proposed, which is based on peak/valley detection in the vertical acceleration. Each step is then classified based on the motion performed; forward, backward or sideways walk. The classification is made by extracting relevant features from the sensors, such as correlations between sensor signals. Two different classifiers are investigated; the first makes a decision by looking directly on the extracted features using simple logical operations, while the second uses a statistical approach based on a Hidden Markov Model. The step length is modelled as a function of sensor data, and two different functions are investigated. A method for on-line estimation of the step length function parameters is proposed, enabling the system to learn the pedestrian’s step length when the GPS is active.

The proposed algorithms were implemented in Simulink® and evaluated using real data collected from field tests. The results indicated an accuracy of around 2 % of the travelled distance for 8 minutes of walking and running without GPS.
# Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AHRS</strong></td>
<td>Attitude Heading Reference System</td>
</tr>
<tr>
<td><strong>DFT</strong></td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td><strong>DRM</strong></td>
<td>Dead Reckoning Module</td>
</tr>
<tr>
<td><strong>ECEF</strong></td>
<td>Earth-Centered-Earth-Fixed (Coordinate reference frame)</td>
</tr>
<tr>
<td><strong>EKF</strong></td>
<td>Extended Kalman Filter</td>
</tr>
<tr>
<td><strong>EM</strong></td>
<td>Expectation-Maximization</td>
</tr>
<tr>
<td><strong>FFT</strong></td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td><strong>GMM</strong></td>
<td>Gaussian Mixture Model</td>
</tr>
<tr>
<td><strong>GPS</strong></td>
<td>Global Positioning System</td>
</tr>
<tr>
<td><strong>HMM</strong></td>
<td>Hidden Markov Model</td>
</tr>
<tr>
<td><strong>IMU</strong></td>
<td>Inertial Measurement Unit</td>
</tr>
<tr>
<td><strong>INS</strong></td>
<td>Inertial Navigation System</td>
</tr>
<tr>
<td><strong>MEMS</strong></td>
<td>Micro-Electro-Mechanical-Systems</td>
</tr>
<tr>
<td><strong>pdf</strong></td>
<td>Probability Density Function</td>
</tr>
<tr>
<td><strong>PNS</strong></td>
<td>Pedestrian Navigation System</td>
</tr>
<tr>
<td><strong>RMS</strong></td>
<td>Root-Mean-Square</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

“Tall tree, Spy-glass shoulder, bearing a point to the N. of N.N.E.
Skeleton Island E.S.E. and by E.
Ten feet.
The bar silver is in the north cache; you can find it by the trend of the east hummock, ten fathoms south of the black crag with the face on it.
The arms are easy found, in the sand-hill, N. point of north inlet cape, bearing E. and a quarter N.”

This is captain J.Flint’s direction to the treasure in the novel “Treasure Island” by Robert Louis Stevenson. The way to navigate described above, with bearing and distances, does not differ much from the idea of positioning pedestrians using dead reckoning which is the topic of this thesis.

This is a Master Thesis at Royal Institute of Technology in Stockholm. The work was made at SAAB AB, business unit Security and Defence Systems, in Järfalla.

1.1 Background

The primary source of positioning in Pedestrian Navigation Systems (PNS) is the well known Global Positioning System (GPS). However, for applications including pedestrians walking in harsh environments or indoors, the GPS is not always reliable since the signal is often corrupted or completely blocked. Examples of common GPS error sources are multipath effects, i.e. when the signal is reflected in the surrounding terrain, atmospheric effects and errors due to geometric position of available satellites. The problem can be illustrated with an example in the application of soldier systems.

Today, a group of soldiers could be equipped with a soldier system, enabling them to see the position of their friends plotted on a hand-held device via radio communicated GPS-signals. Imagine a scenario where a soldier walks into a building, blocking the connection to the GPS satellites. His position will now be frozen on his friends devices, leaving them unaware if he went into a vehicle, a building or if something else has happened.

Progress in recent years in the field of Micro-Electro-Mechanical-Systems (MEMS), with development of low-cost miniature inertial sensors, has led to interest for another
positioning approach; Inertial Navigation System (INS). The INS uses an Inertial Measurement Unit (IMU) to perform positioning, typically consisting of tri-axial accelerometer, gyroscope and magnetometer. IMUs are common today, used in almost all smart phones. A quite intuitive way to calculate position from the IMU is double integration of the acceleration. However, this solution suffers from drift since systematic errors present in the IMU signals quickly accumulate in the integration, resulting in positioning errors. A way to overcome this problem is to use a foot-mounted IMU with Zero-Velocity updates [1]. In this method, one takes advantage of the fact that the system is stationary during stance phase, i.e. the system has zero velocity, and uses this information to bound the error growth. However, this requires the IMU to be mounted on the foot which is impractical in some applications.

Another approach is to use a combination of GPS and INS for positioning. When the GPS is active it is responsible for positioning, and the IMU signals are used for step detection. With this information it is possible to estimate the step length. In GPS denied areas the positioning is made by dead reckoning, i.e. counting steps and multiplying with step length. The magnetometer is then used to determine the bearing, which enables calculation of the position. In areas where the GPS signal is weak or corrupted, a fusion between the GPS and dead reckoning can be used to improve the positioning. Clearly this approach offers three big challenges; step detection, step length estimation and bearing estimation, the first two considered in this work.

The main objective of this work is to investigate and develop algorithms for step detection and step length estimation. Furthermore, the detected steps should be classified by the motion performed; forward, backward or sideways walk.

### 1.1.1 Related work

Many different approaches for step detection have been investigated. A technique using a waist-mounted IMU has been proposed in [2]. This method relies on the fact that the pelvis experiences a vertical displacement during a step. The displacement is estimated by double integration of the vertical accelerometer, using a high-pass filter to remove the drift. Other approaches with IMU mounted on the upper part of the body use the cyclic pattern in the accelerometer signals to detect steps. Common methods include using sliding window, peak detection and zero-crossing [3, 4, 5]. Approaches to differentiate between motion types by analysing patterns in the tri-axis accelerometer signals exist. These includes moving upwards or downwards [6] and right, left, forward or backward [7].

Previous work also includes statistical approaches to the positioning problem. A method to decide the most probable trajectory using Bayesian probabilistic framework has been proposed in [8]. Classification of human motion, including walking, running, falling and going upstairs, using discrete Hidden Markov Models are proposed in [9] and [10].

Investigations and recognition of walking behaviours and the nature of human stride are found in [6] and [5]. Concerning step length estimation, a widely used method is to model the step length as a function of some feature of the sensor data, i.e. variance or step frequency. The GPS and accelerometer signals are then often integrated in an Extended Kalman Filter (EKF) to estimate the step length [3, 4, 2, 5].

Bearing estimation is a crucial part in an INS, and often problematic since the magnetometer suffers from many errors and disturbances. Various methods for this problem have been proposed using a combination of gyroscope and magnetometer signals,
1.2 System Overview

The system described in this thesis is a part of a larger system referred to as a Dead Reckoning Module (DRM) which is an Inertial Navigation System. The position provided from the INS is ultimately integrated with the GPS position to obtain an improved estimation of the position as compared to GPS alone. This large system, with the GPS/INS integration, is illustrated in Figure 1.1.

![Figure 1.1: Schematic view for the integrated GPS/INS system. Two blocks are considered in the thesis; step detection and classification and step length estimation.](image)

A chest-mounted DRM will be considered in this thesis, the hardware consisting of an IMU-platform and a microprocessor. The coordinate axis of the IMU-platform is aligned to the wearer’s body so that the x-axis is pointing forward in the direction of the nose, the y-axis to the right and the z-axis down when the wearer is standing straight. The attitude of the upper-body will change during walk, and the first block in the DRM-system in Figure 1.1 deals with estimation of attitude angles and transformation of sensor data into an appropriate frame of reference. This block will not be considered in this thesis, although its role in the system will be discussed briefly.

The blocks in Figure 1.1 to be investigated in this thesis are “Step detection and classification” and “Step length estimation”. These two blocks could be viewed upon as a subsystem that takes the IMU-data transformed to an appropriate coordinate system as input and outputs the distance travelled by the DRM wearer, shown in Figure 1.2. GPS data is of course needed as input for the step length estimator, but it is not used to directly calculate the distance travelled. The predefined requirements on the system shown in Figure 1.2 are:

- The step detector should be able to detect when and in what direction (forward, backward, sideways right or left) a step is made.
- The step length estimator should be adaptive, i.e. perform on-line estimation of the wearer’s step length.
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Figure 1.2: Simplified view over the system to be considered in this thesis. The GPS is only used for step length estimation and not to directly produce the output.

The system should be implemented and tested in Simulink® using real data collected from field tests. A hardware prototype of the DRM is available for collection of data, and a Simulink®-block consisting of an attitude observer and coordinate frame transforms for the IMU-data is given in advance.

1.2.1 Prototype and Hardware Specification

A hardware prototype was constructed by SAAB previous to this work for the purpose of data collection. The prototype consists of a CHR-6dm AHRS (Attitude Heading Reference System) chip from CH Robotics [12]. This chip actually produces estimates of the attitude angles, but the open source firmware is modified to log only raw data from the IMU sensors. The chip is put on a circuit with a few other components to enable logging via serial communication to a computer and integration of a GPS. The GPS used is a BR-355 GPS receiver from GlobalSat [13] and the system is powered from a 9 Volt alkaline battery. The circuit is encapsulated in a plastic box that is fastened to the wearers chest using two straps. The GPS receiver is mounted on a cap with Velcro tape.

1.3 Thesis Outline

The thesis consists of 7 chapters:

- Chapter 2 describes the coordinate frame transformation used for IMU data and discusses signal processing tools that is used to extract information from the IMU data. It also introduces a statistical model used for classification of steps.
- Chapter 3 describes the field tests made to collect IMU data and presents features extracted from sensor data that is relevant for detection and classification of steps and step length estimation.
- Chapter 4 introduces algorithms to detect and classify steps.
- Chapter 5 introduces algorithms and methods for step length estimation.
- Chapter 6 presents results from simulations and evaluates the performance of the constructed algorithms.
- Chapter 7 presents conclusions and further work.
Chapter 2

Theory

The task for the DRM subsystems treated in this thesis is to detect steps and estimate step length of the DRM wearer. Furthermore it is of interest to be able to classify the motion of the wearer into different states, such as “walking forward” or “running”. To be able to do this it is necessary to process and extract useful information from the IMU signals.

This chapter starts with a part about coordinate systems used for the IMU. The section discusses how to estimate attitude and make a necessary rotation of sensor data to an appropriate coordinate system. This part is then followed by a section about useful feature extraction methods for IMU data. The last part of the chapter will introduce a statistical model called Hidden Markov Model (HMM), well known in the field of pattern recognition. This model will be used to perform motion classification of the DRM wearer, i.e. to decide if the pedestrian is walking or running, forward or backward etc. Fundamental theory of HMM with continuous observation densities will be discussed, together with a method to perform the classification called the Viterbi algorithm.

2.1 Coordinate System and Attitude Estimation

The IMU consists of a gyroscope measuring the angular velocity of the system and an accelerometer measuring the linear acceleration of the system relative to the moving system itself, both expressed in an inertial reference frame. The measurements are made along the instrumental axes, i.e. the sensitivity axes of the actual sensors. For very precise applications a transformation from the instrumental frame to the IMU platform frame is needed to deal with potential misalignment in the instrumental axes, often referred to as IMU alignment. The IMU used in the prototype for the field tests has pre-made routines for such alignment calibrations. Furthermore, the IMU platform needs to be aligned with the axes of the body it is attached to, in this case the chest of the DRM wearer. However, during the field tests the DRM is mounted in such a way that the platform and body frame is assumed to be perfectly aligned. For a pedestrian standing straight this means that the x-axis is pointing forward in the direction of the nose, the y-axis to the right and the z-axis down.

Traditionally in an Inertial Navigation System, the actual acceleration relative to some earth reference frame is of interest. It is therefore necessary to transform the acceleration from an inertial frame of reference to a non-inertial frame of reference, typically the Earth-Centered-Earth-Fixed reference frame. Since this frame is non-inertial one must consider
fictitious forces such as Coriolis and centripetal forces when making the transformation. However, for the positioning approach presented in this thesis the actual acceleration or angular velocity measured by the sensors are of no interest, but only the signal’s pattern. This is one of the benefits of using a dead reckoning approach, rather than double integration of accelerometer for positioning.

Even though the actual acceleration in the ECEF coordinate frame is not of interest, a transformation from the body fixed frame to an appropriate frame is necessary. The upper body of a human will typically be leaning forward during walk, giving a rotation of the body fixed frame. It seems more useful to know the horizontal and vertical (relative to the gravity force) acceleration. Note that this frame is body fixed as well; the x-axis is pointing in the forward direction of the wearer’s anteroposterior axis and the y-axis to the right of the wearer’s mediolateral axis. This frame is referred to as the horizontal reference frame, indicated by superscript \( h \). The two coordinate systems are shown in Figure 2.1. The acceleration and angular velocities in the horizontal frame of reference, ignoring all effects caused by the rotation of earth, is written as

\[
\begin{align}
  a^h &= g^h + R^h_b a^b \\
  \omega^h &= R^h_b \omega^b
\end{align}
\]

where superscript \( b \) indicates body fixed reference frame. Further, \( g^h \) is the gravity acceleration, \( a^h \) and \( \omega^h \) are the measurements from the accelerometer and the gyroscope respectively. Moreover, \( R^h_b \) is the rotation matrix from the body fixed frame to the horizontal frame, explicitly written as
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\[ R^h_b = \begin{bmatrix} \cos(\theta) & \sin(\theta) \sin(\phi) & \sin(\theta) \cos(\phi) \\ 0 & \cos(\phi) & -\sin(\phi) \\ -\sin(\theta) & \cos(\theta) \sin(\phi) & \cos(\theta) \cos(\phi) \end{bmatrix} \]  \hspace{1cm} (2.3)

where \( \theta \) is the pitch angle and \( \phi \) the roll angle, i.e. the rotations around the y- and x-axis of the horizontal reference frame, respectively. Knowing the initial attitude, these angles can be obtained through integration of the angular velocities provided by the gyroscope. However, low-cost MEMS gyroscopes are not very accurate which will lead to accumulating errors in the integration. The accelerometer can also provide information of the orientation using the vertical reference of gravitation, but the measurements will be corrupted by noise when moving fast. A fusion between the gyroscope and accelerometer signals could however provide a good estimate of the attitude, for example using an Extended Kalman Filter (EKF). Designing such an attitude observer is not a part of this thesis however, and a Simulink\textsuperscript{®} block for this purpose was therefore provided by SAAB.

When using accelerometer and gyroscope signals throughout the rest of the thesis, they are always expressed in the horizontal frame of reference and denoted \( a_x, a_y, a_z \) and \( g_x, g_y, g_z \), respectively.

2.2 Feature Extraction Methods

After rotating the tri-axial gyroscope and accelerometer signals to an appropriate coordinate system, the goal is to extract relevant information from the signals. Initially, the signal is passed through a filter to remove unwanted frequency components. Low-pass filtering can be used to remove high frequency noise, and high pass filtering to remove bias in the sensor signals. Common signal processing methods are often divided into three classes; time-domain features, frequency domain features and the so called time-frequency domain represented by for example wavelets [14] [15]. Only the first two are used in this work.

A sliding window is used when performing the signal processing, which in the case of a rectangular window means buffering of samples. The window is characterized by its length \( N \), and overlap. Choosing an appropriate length of the window ensures that the signal could be considered as stationary within the window, i.e. its statistical properties do not vary in this time period. The overlap affects the update frequency and is chosen based on how often a new output from the signal processing is required.

The time domain features to be considered are tools to estimate statistical properties of the signals. A good measure of the spread of a signal around its mean is the variance. The variance of a signal \( x \) is estimated as

\[ s^2 = \frac{1}{N-1} \sum_{n=1}^{N} (x_n - \bar{x})^2 \]  \hspace{1cm} (2.4)

The square root of the variance is called standard deviation, denoted \( s \), and \( \bar{x} \) is the sample mean, defined as

\[ \bar{x} = \frac{1}{N} \sum_{n=1}^{N} x_n \]  \hspace{1cm} (2.5)
An extension of the variance is the co-variance, giving a measure of the dependence between two signals. Furthermore, a time shift $l$, is introduced to get the co-variance function

$$\text{Cov}_{xy}(l) = \begin{cases} \frac{1}{N} \sum_{n=1}^{N-|l|} (x_{n+l} - \bar{x})(y_n - \bar{y}) & \text{if } l \geq 0 \\ \text{Cov}_{yx}(-l) & \text{if } l < 0 \end{cases} \tag{2.6}$$

The case when $l = 0$ and $x = y$ gives the variance according to (2.4). A dimensionless measure of the correlation between two signals are the correlation function, obtained by dividing the co-variance function with the standard deviations

$$\rho_{x,y}(l) = \frac{\text{Cov}_{xy}(l)}{s_x s_y} \tag{2.7}$$

The correlation function provides a measure of the correlation in the interval $-1 \leq \rho_{xy}(l) \leq 1$, where 0 corresponds to no correlation at all.

Analysis of signals in the frequency domain is provided by the Discrete Fourier Transform (DFT), defined as

$$X(m) = \sum_{n=0}^{N-1} x_n e^{-j2\pi \frac{mn}{N}} \tag{2.8}$$

Evaluating the transform by a direct use of the definition would give a computational complexity of $O(N^2)$, but fortunately better algorithms called Fast Fourier Transforms (FFT) exists, with complexity of $O(N \log(N))$ [16]. Choosing a window length that is a power of two gives the most efficient calculation of the FFT.

The DFT assumes that the signal is periodic. When using a sliding window this can be problematic since there is a risk of unwanted edge effects. To take care of this issue a window function can be applied and in this case a Hann window is used, defined as

$$w(n) = 0.5 \left( 1 - \cos \left( \frac{2\pi n}{N-1} \right) \right) \tag{2.9}$$

### 2.3 Hidden Markov Model

The HMM is a statistical signal model, widely used in the field of speech recognition [17]. A HMM models a system which is characterized by a set of $N$ “hidden” states, i.e. states which are not directly observable. The observation is instead a probabilistic function of the state. In this case it means that the observable process, which is the features extracted from sensor data, is a function of the hidden state, i.e. the type of motion. At every time instant the system belongs to one of the $N$ states; $S_1, S_2, \ldots, S_N$. In this application the states correspond to different motions such as walking forward or backward. It is called a Markov model since the state sequence is a Markov chain, which means that the state at time $t$ is statistically dependent only on the state at time $t-1$.

The HMM can be described with three probability measures as follows. The state transition probability distribution $A = \{a_{ij}\}$, which defines the probability of a transition from state $S_i$ to state $S_j$. The transitions are illustrated in Figure 2.2. The formal definition of $A$ is
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Figure 2.2: Six state Markov chain. Only selected state transitions are shown.

\[ a_{ij} = P(q_{t+1} = S_j | q_t = S_i), \quad 1 \leq i, j \leq N \]

\[ \sum_{j=1}^{N} a_{ij} = 1 \]  \[ a_{ij} \geq 0 \]  \hspace{1cm} (2.10)

where \( q_t \) denotes the state at time \( t \). The second probability measure is the observation probability distribution in state \( j \), \( B = \{ b_j(s) \} \). This measure gives the probability of an observation given that the state is \( S_j \). In the case of a discrete HMM, an observation is mapped to a distinct observation symbol, \( v_s \). The set of possible discrete symbols is called the discrete alphabet, which is denoted \( V = \{ v_1, v_2, \ldots, v_M \} \) (\( M \) being the discrete alphabet size). \( B \) is defined as

\[ b_j(s) = P(v_s at t | q_t = S_j), \quad 1 \leq j \leq N, \quad 1 \leq s \leq M \]  \hspace{1cm} (2.11)

The third component in a HMM is the initial state distribution \( \pi = \{ \pi_i \} \). This measure gives the probability of being in state \( S_j \) at time \( t = 1 \), formally written as

\[ \pi_j = P(q_1 = S_j), \quad 1 \leq j \leq N \]

\[ \sum_{j=1}^{N} \pi_j = 1 \]

\[ \pi_j \geq 0 \]  \hspace{1cm} (2.12)

The three components of a HMM can be used to denote the model in a compact form

\[ \lambda = (A, B, \pi) \]  \hspace{1cm} (2.13)
Now, since the signals obtained from the IMU are continuous it seems appropriate to use continuous observation densities instead of trying to quantize the observations to discrete symbols. One way to achieve this is to use a probabilistic model for the observation vectors, or more specific a Gaussian Mixture Model (GMM). A GMM is a mixture of $M$ components, each component being a multivariate (or one-dimensional) normal (Gaussian) distribution. The GMM is commonly used since a weighted sum of Gaussian densities can be used to approximate any density function. With this approach the observation probability distribution, $B = \{b_j(O)\}$, can be written on the form

$$b_j(O) = \sum_{m=1}^{M} \phi_{jm} \mathcal{N}(O|\mu_{jm}, \Sigma_{jm}), \quad 1 \leq j \leq N$$  \hspace{1cm} (2.14)

As can be seen there is $N$ number of GMMs, one for each state. $O$ is the observation vector with length $k$ and $\phi_{jm}$ is the mixture weight for component $m$ and state $S_j$. The sum of the $M$ mixture weights in each GMM equals to one. $\mathcal{N}$ represents the Gaussian probability density function (pdf) with mean vector $\mu_{jm}$ and covariance matrix $\Sigma_{jm}$. The pdf is explicitly written as

$$\mathcal{N}(O|\mu, \Sigma) = \frac{1}{(2\pi)^{k/2} |\Sigma|^{1/2}} \exp \left( -\frac{1}{2} (O - \mu)^T \Sigma^{-1} (O - \mu) \right)$$  \hspace{1cm} (2.15)

where $|\Sigma|$ is the determinant of the covariance matrix. When using continuous observation densities we expand the HMM notation from (2.13)

$$\lambda = (A, \phi, \mu, \Sigma, \pi)$$  \hspace{1cm} (2.16)

A summary of the HMM parameters and notations follows:

- $N$ – The number of states, where a state is denoted $S_j$, $1 \leq j \leq N$.
- $q_t$ – The state at time $t$.
- $O_t$ – Observation vector at time $t$, the length of the vector is denoted $k$.
- $\pi = \{\pi_j\}$ – Initial state distribution.
- $A = \{a_{ij}\}$ – State transition probabilities. $a_{ij}$ is the probability for a transition from state $S_i$ to state $S_j$.
- $B = \{b_j(O)\}$ – Observation probability density function, represented by a GMM for each state.
- $M$ – The number of components in each GMM.
- $\phi_{jm}$ – Mixture weight for component $m$ in the GMM for state $S_j$.
- $\mu_{jm}$ – Mean vector with length $k$ for the Gaussian pdf in component $m$ and state $S_j$.
- $\Sigma_{jm}$ – Covariance matrix with size $k \times k$ for the Gaussian pdf in component $m$ and state $S_j$.
- $\lambda$ – Compact notation for all parameters defining a HMM.
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2.3.1 Application of the HMM

The first issue with the HMM is of course how to obtain the model parameters, or to "train" the HMM. It can be solved with the so called Baum-Welch algorithm, which is an Expectation-Maximization\(^1\) (EM) algorithm for finding a good estimate of the HMM parameters \([17][18]\). However, in this application it seems reasonable to preset the state transition probabilities, \(A = \{a_{ij}\}\), based on assumptions of how prone humans are to switch between different states. The same reasoning applies for the initial state distribution, \(\pi = \{\pi_{ij}\}\). This simplifies the problem to estimation of the GMM-parameters. The estimation is achieved by collecting training data, or more specific observation vectors, from each of the defined states. The GMM-parameters are then estimated individually for each state using an EM-algorithm, which is discussed in Appendix A. Essentially, what this method does is to estimate the probability distribution of the observation vector for each state, and represent this distribution as a GMM.

The second issue is how to use the HMM to decide which is the most probable state at some time instant according to a well chosen criterion. One possible and commonly used criterion is the most probable state at time \(t\) given the model \(\lambda\) and all previous observations. It can be solved using the so called forward algorithm with a scaled forward variable defined as \([17]\)

\[
\hat{\alpha}_{j,t} = P(q_t = S_j | O_1, O_2, \ldots, O_t, \lambda), \quad 1 \leq j \leq N \quad (2.17)
\]

with most probable state at time \(t\)

\[
q_t = \arg\max_{1 \leq j \leq N} (\hat{\alpha}_{j,t}) \quad (2.18)
\]

Note that this criterion determines the most likely state at every time instant, but does not consider if the produced sequence is valid. Consider for example a transition from the state “running forward” to “walking backward”. This transition could be regarded as physically impossible, and the corresponding state transition probability would be \(a_{ij} = 0\). The criterion (2.18) does not take this “impossible” transition into account and is therefore not suitable for applications containing state transition probabilities equal to zero. A better criterion might be to consider the single most probable state sequence that ends in state \(S_j\) at time \(t\)

\[
\delta_{j,t} = \max_{q_1,q_2,\ldots,q_{t-1}} \left( P(q_1, q_2, \ldots, q_{t-1}, q_t = S_j, O_1, O_2, \ldots, O_t | \lambda) \right), \quad 1 \leq j \leq N \quad (2.19)
\]

This maximization problem has a solution called the Viterbi algorithm \([17]\). Unfortunately this algorithm needs a “backtracking” step to find the optimal sequence, meaning that the algorithm requires all future observations before a result is produced. In a real time application this is obviously not possible. Nevertheless, a discussion of this algorithm and how it can be used follows.

\(^1\)EM-algorithms are iterative methods to obtain the maximum-likelihood estimate of parameters in statistical models.
2.3.2 The Viterbi Algorithm

The Viterbi algorithm produces the single most probable state sequence for a HMM, by recursively solving the maximization problem defined in (2.19). The recursive structure of the algorithm relies upon the fact that at every time instance \( t \) there are only \( N \) possible states for the system to be in, and the optimal sequence must go through one of them [19]. At every time instant the parameter \( \delta_{j,t} \), defined in (2.19), is stored for each state, together with a pointer to the previous state for this candidate. Only when the sequence ends, at time \( T \), it is possible to find the optimal sequence by backtracking through the stored pointers. The Viterbi concept is shown in Figure 2.3.

**Figure 2.3:** Trellis diagram showing the concept of the Viterbi algorithm. Only the most probable partial sequence for each state is considered for each time instance, illustrated with bold lines.

Essentially, what the algorithm does is to maximize separately over partial sequences ending at time \( t \). The Viterbi calculation is quite easy to derive, starting at time \( t = 1 \) using the initial state distribution

\[
\delta_{j,1} = P(q_1 = S_j, O_1|\lambda) = \pi_j b_j(O), \quad 1 \leq j \leq N \tag{2.20}
\]

Moving on to time \( t = 2 \), the next step is to calculate

\[
P(q_1 = S_i, q_2 = S_j, O_1, O_2|\lambda) = P(q_1 = S_i, O_1|\lambda)P(q_2 = S_j|q_1 = S_i, O_1, \lambda) = \delta_{i,1} a_{ij} b_j(O_2)
\]

where Baye’s rule\(^2\) has been used twice in the derivations. A maximization of (2.21) over all possible transitions will give the probability of the best state sequence ending in state \( S_j \) at time \( t = 2 \)

\[
\delta_{j,2} = \max_{1 \leq i \leq N} (\delta_{i,1} a_{ij}) b_j(O_2), \quad 1 \leq j \leq N \tag{2.22}
\]

The general recursion formula is now found by induction

\[
\delta_{j,t} = \max_{1 \leq i \leq N} (\delta_{i,t-1} a_{ij}) b_j(O_t), \quad 1 \leq j \leq N \tag{2.23}
\]

\(^2\)Baye’s rule tells that the joint probability \( P(A \cap B) = P(A)P(B|A) \)
Now, since the real time application of this system implies infinite time sequences, it is not necessary to store all $\delta_{j,t}$ and pointers to the previous states. Instead, the state at time $t$ is decided as the ending state of the most probable state sequence

$$q_t = \arg\max_{1 \leq j \leq N} (\delta_{j,t})$$

(2.24)

This will not result in the most probable single state sequence, and unfortunately “forbidden” transitions can take place. This is due to the fact that a decision of the state needs to be done at each time instance. Remember that the Viterbi algorithm maximizes separately over several possible partial sequences. The decided state at time $t$ might be part of a different partial state sequence than the state decided at time $t + 1$.

When removing the backtracking step in the Viterbi-algorithm it becomes very similar to the forward algorithm mentioned earlier. The only difference is that the maximization in (2.23) is changed to a summation in the forward algorithm. However, the Viterbi algorithm is chosen since it is easy to implement with log-probabilities, which gives effective computation and numerical stability.
Chapter 3

Analysis of Human Motion through IMU Data

To be able to detect and classify steps, as well as perform step length estimation, it is necessary to extract relevant information from the sensor data. Let us start with a small example. Consider Figure 3.1 showing the z-axis acceleration of a pedestrian during walk. As can be seen the acceleration shows a cyclic pattern, and it is easy to detect when a step is made by looking at the peaks. At time $t = 37.5$ the pedestrian starts running, which is reflected in the amplitude of the acceleration.

This chapter will consider methods to extract features from sensor data that can be used to detect and classify steps. As the example shows, some features are quite easy to detect by the naked eye but, as it turns out, somewhat harder to implement in an algorithm. A fundamental challenge is that human gait differs between individuals, which of course is reflected in the sensor data.

The chapter starts with a part about the experiments made to collect IMU and GPS data, followed by two sections about feature extraction that is relevant for the application of step detection and step length estimation, respectively.

\[ \text{Figure 3.1: z-axis accelerometer output for pedestrian when walking and then running.} \]
3.1 Collection of IMU Data

Two set of field tests were performed for collection of analysis and training data; one indoors collecting only IMU data and one outdoors collecting IMU and GPS data. Both were conducted at SAAB’s area in Järfälla. In both cases the IMU was mounted on the chest using two straps around the upper body. The direction of the tri-axial sensors were, when standing up straight the x-axis pointing forward in the direction of the nose, y-axis to the right and z-axis down. For the second test a GPS antenna was mounted on the head using a cap. Logging of data was performed via serial communication to a laptop held by the tester. The sampling rate was 120 Hz.

The first, indoor test, was carried out on seven test subjects. There was one female and six males with heights in the interval $170 - 190$ cm and weight $65 - 95$ kg. Data was recorded when each tester performed six motion types; walking forward, backward, right and left (crossover step), running forward and standing (no lateral or anterior posterior motion, although rotations of body allowed). For each motion type a distance of 230 m were recorded, giving a total 65 minutes of IMU data.

The second test was carried out on four subjects from the first test, all males. Each tester performed two long walks of 390 m, where the tester walked forward at different intensities. Furthermore two series of data were recorded where the tester started off walking forward very slow and then progressively increased the speed until running as fast as possible. The distance for this test was 165 m. Lastly each tester walked 100 m backwards and 100 m sideways (right and left crossover). A total 70 minutes of IMU data was collected in the second field test.

3.2 Feature Extraction for Step Detection and Classification

A rectangular sliding window of 256 samples and 50 \% overlap is used for the signal processing, unless otherwise stated. When using FFT a Hann window is applied to reduce the edge effects.

3.2.1 Detection of Steps

During walk, a cyclic pattern is shown in the vertical accelerometer data. Each valley (or peak) corresponds to a step and can be detected using a simple valley-detection algorithm. When looking over all motion types tested, the valleys are more distinct than the peaks and therefore suitable for detection. However, as can be seen in Figure 3.2, the signal is quite noisy and several valleys are present in each step. Particularly, two distinct valleys close in time are seen for each step, which corresponds to the impact of the heel and the sole respectively.

Based on the field tests, the step frequency for normal walk seems to be around 2 Hz, which agrees well with results from previous work in [5]. The maximum step frequency obtained was 3.5 Hz. It seems reasonable to assume maximum step frequencies around 4 Hz, although a step frequency of 4.8 Hz has been measured for 100 metre sprinters [20]. To avoid multiple detections by the valley-detector, a minimum time threshold between two steps could be introduced, based on the assumption of maximum step frequency.
3.2. Feature Extraction for Step Detection and Classification

The amplitude of the vertical acceleration varies greatly depending on the walking speed and also between individuals, which implies that having a fixed threshold for the valley detection is inappropriate. A better alternative is a dynamical threshold in form of the standard deviation of the accelerometer signal. The sliding window parameters for this calculation need to be chosen so that the standard deviation is updated every sample and fast enough to capture rapid changes in the accelerometer amplitude.

![Vertical acceleration for a pedestrian walking forward.](image1)

**Figure 3.2:** Vertical acceleration for a pedestrian walking forward.

3.2.2 Classification of Steps

Classification of steps relies upon the idea of identifying features that enables differentiation between motion types. The motion types, or states, are chosen as: forward, backward, right and left walk, forward running and standing still. The right and left walk is simply sideways crossover steps.

The vertical accelerometer variance for a tester is shown in Figure 3.3. The tester is walking forward and starts running at time $t = 37.5$, which is reflected as a distinct increase of the variance. This indicates that it might be a good candidate to differentiate between standing still, walking and running.

![Typical variance of vertical acceleration for a pedestrian walking forward and running.](image2)

**Figure 3.3:** Typical variance of vertical acceleration for a pedestrian walking forward and running. The pedestrian starts walking at time $t = 10$ and running at time $t = 37.5$, which is clearly reflected in the variance.
One way to avoid using absolute amplitudes and thresholds is to look at the correlation function, $\rho_{xy}(k)$, between signals. The IMU provides six signals, one for each axis for both gyroscope and accelerometer, which gives a total of 36 possible correlations. However, since $\rho_{xy}(k)$ and $\rho_{yx}(k)$ are mirrored versions of each other a total of 21 correlations need to be considered.

All testers showed a significant negative correlation between two of the sensor signals for zero time shift when walking forward, and positive when walking backwards. This correlation is denoted $FEAT_1(k)$, and the result is illustrated by a histogram in Figure 3.4 which shows the distribution of this correlation for zero time shift and all testers. A difference between walking sideways left and sideways right were found in two correlation functions for all testers, denoted $FEAT_2(k)$ and $FEAT_3(k)$. Both correlation functions showed a peak close to zero time shift when walking right and a valley when walking left (they are phase shifted 180 degrees), one of them is illustrated in Figure 3.5.

Looking at correlation functions seems to be a good alternative to differentiate between forward/backward and right/left. However, a feature providing information to differentiate between anterior posterior and lateral movement is needed. A possible
feature seems to be the Fourier transform of the accelerometer data, as shown in Figure 3.6. The largest peak in z-axis accelerometer corresponds to the step frequency and when in an anterior posterior motion a peak is found at the same frequency for the x-axis acceleration. Analogously a peak is found at this frequency for the y-axis acceleration when in lateral motion. This is quite intuitive since every step implies a vertical acceleration and an acceleration in the direction of motion. These accelerations will occur at approximately the same frequency, that is the step frequency.

![FFT of tri-axis accelerometer data](image)

(a) Anterior Posterior  
(b) Lateral

Figure 3.6: Typical FFT of the tri-axis accelerometer data for anterior posterior and lateral walk.

### 3.3 Feature Extraction for Step Length Estimation

Using GPS and accelerometer data can provide an estimation of the step length for analysis. When analysing the data from the field tests, it is clear that the step length depends upon several factors. Physical parameters, such as the leg-length, will of course affect the step length and makes it very different among individuals. While walking, one could argue that the maximum step length is determined by the length of the leg (and perhaps agility) since one foot always has contact with the ground. While running, however, the increase of step length depends on other physical parameters as well, such as weight and muscle strength. As shown in Figure 3.7 it is not unusual that the step length also differs between left and right steps of a person, sometimes more than 10 cm. Furthermore the step length increases when walking faster, i.e. at higher step frequencies. The field tests also showed that some testers had larger spread of the step length while walking at lower step frequencies and some at higher frequencies.

Due to the irregular nature of the step length, it seems reasonable to use several steps and determine the step length as the mean value of those steps. Preferably an even number of steps is used due to the possible difference between right-leg and left-leg steps. It is desired to be able to express the step length as a function of sensor data, since it changes depending on the walking speed. One suggestion is to express the step length as a function of the difference between the maximum and minimum vertical acceleration during a step, which has been empirically proved in [21]. Another well known candidate
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Figure 3.7: Step length for a tester walking forward. Clearly there is a difference in step length between the right and left leg.

is to use the variance of the vertical acceleration. The two suggestions of step length function can be written as

\[ SL = b \sqrt{A_{z, \text{max}} - A_{z, \text{min}}} \]  
(3.1)

\[ SL = c + d \sqrt{\text{Var}(a_z)} \]  
(3.2)

where \( b, c \) and \( d \) are regression coefficients to be estimated. Figure 3.8 shows the measured step length plotted against the square root of the variance and fourth square root of the amplitude. The figure also contains least square estimates of the relationships. As guessed earlier, the step length dynamics changes significantly when the tester starts running, i.e. when the variance or amplitude is high. It is therefore necessary to use separate step functions for walking and running.

Figure 3.8: Step length plotted as a function of amplitude difference respectively variance. Step length for each data point is calculated as the mean length of four consecutive steps. The lines are least square fitted to the data, one for walking and one for running in each plot.

When walking backward or sideways, the step length will differ as compared to
walking forward. Also, since humans rarely walk backward or sideways, it might be hard to capture enough data for the parameter estimation to converge. However, these step lengths will also depend on physical parameters such as the leg length, which makes it reasonable to assume a relation between the forward step length and the step length for walking backward or sideways. The step length function for walking backwards or sideways is therefore put on the same form as the forward step length function

\[ SL_{bs} = c + f \sqrt{A_{z,max} - A_{z,min}} \]  \hspace{1cm} (3.3)

\[ SL_{bs} = g + h \sqrt{\text{Var}(a_z)} \]  \hspace{1cm} (3.4)
Chapter 4

Step Detection and Classification

Step detection and classification is essentially about pattern recognition; how to extract relevant information from the sensors and use that information to make an output decision or classification that is useful for the system. Put in the context of step detection, the output should answer two questions:

- Did we take a step?
- Which kind of step was it?

The step detection block has two tasks; detection and classification of a step. Whereas the detection part is quite straightforward, the motion classification is a far more complex problem. The step detection system takes IMU data as input and outputs a unit pulse when a step is detected, together with a classification of the step, as illustrated in Figure 4.1.

![Figure 4.1: The general idea of the step detection system.](image)

The idea of the classification approach is to differentiate between different human motions by using features, such as correlations, discussed in Chapter 3. To be able to perform classification, the human motion is modelled as to be in one of following six states:

S1. Forward walk
S2. Backward walk
S3. Left walk
S4. Right walk
S5. Forward run
Stand still (Rotations are allowed)

The reason for not making a fusion between the states run forward and forward walk is that, as discussed in Chapter 3, the extracted features changes quite a lot when running as compared to walking. One could of course consider more types of motions such as stair walking or crawling, however the choice of states is made to fulfil predefined system requirements.

This chapter starts with discussing an algorithm for step detection, followed by two sections proposing different approaches for step classification.

4.1 Detection of Steps

Steps are detected by performing a valley detection of the z-axis accelerometer data. If a step is detected, an unit pulse is outputted from the system. A sample is determined as a valley, and hence a step is detected, if it is smaller than the samples surrounding it (a local minimum) and fulfil following conditions:

- The minimum must be smaller than the maximum allowed value VALLEY_MAX
- To assure that the minimum is distinct as compared to its surroundings, the acceleration must go over a threshold defined as the obtained minimum plus MIN_INCREASE before the minimum is classified as a valley.
- A minimum time, T_MINSTEP must have passed since the last step before a new step can be detected.
- An obtained minimum is discarded if any of the requirements above is not met before a certain time, T_TIMEOUT
- When a step is detected, the acceleration must cross zero before a new step can be detected.

The pseudo code for the peak detector is found in Algorithm 1. As discussed in Section 3.2, it makes sense to use floating thresholds since the vertical acceleration changes a lot depending on walking intensity. The thresholds VALLEY_MAX and MIN_INCREASE is therefore dependent of the standard deviation for the z-axis acceleration. A rectangular sliding window with length $N = 1/T_s$ samples is used when calculating the standard deviation. The overlap is set to $N – 1$, since the step detector runs at the sampling rate.
Algorithm 1 Valley detection (Run for each new sample $a_z$)
Init at $t = 0$: $\text{min} = \text{Inf}$, $t_{\text{min}} = 0$, $t_{\text{step}} = 0$, $\text{searchmin} = \text{true}$

1: if $a_z < \text{min}$ then
2:     if $a_z < \text{VALLEY}_\text{MAX}$ and $t - t_{\text{step}} > T_{\text{MINSTEP}}$ then
3:         $\text{min} = a_z$
4:         $t_{\text{min}} = t$
5:     end if
6: end if
7: if $\text{searchmin}$ then
8:     if $a_z > \text{min} + \text{MIN}_\text{INCREASE}$ then
9:         valley = 1
10:        $t_{\text{step}} = t_{\text{min}}$
11:        $\text{min} = \text{Inf}$
12:        $t_{\text{min}} = t$
13:        $\text{searchmin} = \text{false}$
14:     else if $t - t_{\text{min}} > T_{\text{TIMEOUT}}$ then
15:         valley = 0
16:        $\text{min} = \text{Inf}$
17:        $t_{\text{min}} = t$
18:     else
19:         valley = 0
20: end if
21: else
22:     if $a_z > 0$ then
23:         $\text{searchmin} = \text{true}$
24: end if
25: end if
4.2 Classification Based on Logic Operations

The logic-based classifier extracts features from sensor data and classifies the motion by making comparisons between well-chosen features.

A sliding window of around 2 seconds is used for feature extraction. The sampling rate is 120 Hz, and 256 samples are used as window length. The overlap is 75% which means that new classifications are made at a 64 sample interval, or around every half second. A Hann window is used instead of the rectangular when calculating the FFT.

A flow chart of the classifier is found in Figure 4.2. The first step is to decide if the pedestrian is standing still, walking or running, and this is done by investigating the variance of the z-axis accelerometer. Fixed thresholds are used for this decision, which is not optimal since the levels might differ between individuals. However, the variance difference between standing, walking and running are very distinct for all pedestrians, which allows fixed thresholds in this case.

If a walking motion is determined, the next step is to decide if an anterior posterior or lateral motion is performed. This decision is mainly based on FFT coefficients of the tri-axial accelerometer data, as discussed in Section 3.2. If an anterior posterior motion is decided, the algorithm continues to differentiate between forward and backward motion. The feature used for this decision is a correlation coefficient between two sensor signals, denoted $FEAT_1(k)$ in Section 3.2. A positive value of $FEAT_1(0)$ indicates backward motion and a negative indicates forward motion. If a lateral motion is decided, the next step is to differentiate between sideways right and sideways left. This decision is based on two different correlation functions, denoted $FEAT_2(k)$ and $FEAT_3(k)$ in Section 3.2.

![Figure 4.2: Flow chart for the logic classifier.](image-url)
4.3 Classification Based on Hidden Markov Model

As for the logical classifier, a 256 sample window with 75% overlap is used when extracting features for the HMM classifier. The sampling rate is 120 Hz. A rectangular window is used except for FFT calculations where a Hann window is used.

A feature vector, or observation vector, is composed of six features with 10 elements from each, giving a total of 60 elements. The features are correlation functions between sensor signals and FFT-coefficients. The 10 values from each feature represents different time shifts in the case of a correlation function and different frequencies in the case of FFT-coefficients. The observation vector is put together as

\[ O = \begin{bmatrix} FEAT_1 & FEAT_2 & FEAT_3 & FEAT_4 & FEAT_5 & FEAT_6 \end{bmatrix} \] (4.1)

The HMM is parametrized by three probability measures, \( \lambda = \{A, B, \pi\} \), which all needs to be determined. The initial state distribution, \( \pi \), is set to favour the state “standing still”, since it seems to be the most likely state when turning on the DRM. The rest of the states are set to be equally probable, giving

\[
\pi_6 = 0.175 \\
\pi_j = 0.165, \quad j \neq 6
\] (4.2) (4.3)

The state transition probability distribution, \( A \), is also set manually by reasoning. During some tests it became clear that no transition probabilities should be set to zero, even if a transition is physically impossible. This is to reduce the risk of getting stuck in a state. Initially, the transition probabilities were set to

\[
a_{ij} = 10^{-10}, \quad i \neq j \] (4.4)
\[
a_{ij} = 1 - 5 \cdot 10^{-10}, \quad i = j \] (4.5)

which means that the fundamental assumption is that it is most probable to not change state. With this probability distribution as base, some trial and error modifications were made later on for individual transitions.

The observation probability distribution, \( B \), is represented by Gaussian Mixture Models, one for each state. A GMM is represented by three parameters; the mixture coefficient vector, the mean vector and the covariance matrix. These parameters were estimated from collected training data.

4.3.1 GMM Training

Data was collected from seven different testers performing motions in the six different states, as described in Section 3.1. Observation vectors were then obtained by running simulations in Simulink and calculating the chosen features. These observation vector sequences were then used to train a GMM for each state.

The iterative EM-algorithm, with k-means clustering for initialization, was applied for estimation of the GMM parameters, as described in Appendix A. Five components were used for each GMM and the algorithm was set to stop when the likelihood converged according to a threshold. Around 40 iterations were usually required for convergence. For
each state the k-means and EM-procedure was repeated six times, since the algorithm only provides convergence to a local minimum, and the one giving the highest likelihood was kept. Around 1500 seconds of training data was used for training the forward state GMM, and around 500 seconds for each of the other states.

During the GMM-training, some actions were taken to ensure a stable algorithm. A common problem is the occurrence of non positive definite covariance matrices which can be caused by several reasons. To avoid this, and to reduce the complexity of the model, the covariance matrices were set to be diagonal. Furthermore, to ensure numerical stability logarithm probabilities were used as much as possible and the variables of the observation vectors were scaled to be in the same order of magnitude.

4.3.2 The HMM Classifier

With all parameters for the HMM pre-set or pre-trained the motion classification is performed using the Viterbi-algorithm, which is discussed in Section 2.3. When the classification is running on-line, the number of decisions grows as time goes by and so will the number of possible state sequences. This implies that the probability of a single state sequence rapidly will become very low, which in turn will cause numerical problems. To handle this problem the Viterbi-algorithm is implemented using log-probabilities. The negative log-implementation of the algorithm described by (2.20)-(2.24) becomes as follows

1. Initialization:

   \[ \chi_{i,1} = -\log (\pi_i) - \log (b_i(O_1)), \quad 1 \leq i \leq N \]  

2. Recursion:

   \[ \chi_{j,t} = \min_{1 \leq i \leq N} (\chi_{i,t-1} - \log(a_{ij})) - \log (b_j(O_t)), \quad 1 \leq j \leq N \]  

3. Decision:

   \[ q_t = \arg\min_{1 \leq j \leq N} (\chi_{j,t}) \]  

Note that the time \( t \) represents frame-time, rather than real time, since the update rate is changed due to the use of a sliding window with 75% overlap. The log approach offers some minor challenges. The log of \( A = \{a_{ij}\} \) and \( \pi = \{\pi_j\} \) can be calculated off-line, but the log of \( B = \{b_j(O)\} \) is trickier since it is represented by a sum of Gaussian pdf’s and needs to be performed on-line. We recall the definition of \( b_j(O) \):

\[ b_j(O) = \sum_{m=1}^{M} \phi_{jm}N(O|\mu_{jm},\Sigma_{jm}) \]  

Here \( M \) is the number of mixtures, or components, in the GMM. Taking the logarithm of a sum is unwanted in general, but a useful relation is

\[ \log(a + b) = \begin{cases} 
\log(a) + \log \left(1 + \exp \left(\log(b) - \log(a)\right)\right) & \text{if } \log(a) \geq \log(b) \\
\log(b) + \log \left(1 + \exp \left(\log(a) - \log(b)\right)\right) & \text{if } \log(a) < \log(b) 
\end{cases} \]  

(4.10)
4.3. Classification Based on Hidden Markov Model

The relation above can be derived using common logarithmic identities. Furthermore, the log of a single Gaussian pdf can be written as:

$$\log \left( \mathcal{N}(O | \mu, \Sigma) \right) = C - \frac{1}{2} D(O)$$  \hspace{1cm} (4.11)

where

$$C = \log \left( \frac{1}{(2\pi)^{k/2} |\Sigma|^{1/2}} \right)$$  \hspace{1cm} (4.12)

$$D(O) = (O - \mu)^T \Sigma^{-1} (O - \mu)$$  \hspace{1cm} (4.13)

The constant $C$ can be calculated off-line, as well as the log of the mixture coefficients for the GMMs. Algorithm 2 shows the pseudo code for calculating $\log(b(O))$ using (4.10)-(4.13). The notations used are as follows; $\mathbf{LF}$ is a vector containing the logarithm of the $M$ mixture coefficients, $\mathbf{C}$ is a vector containing the constant $C$ for the $M$ mixtures and $\mathbf{D}$ is a vector containing $D(O)$ evaluated for the $M$ mixtures. The sub-function LOGSUM is simply an implementation of Equation 4.10, calculating $\log(a + b)$ from inputs $\log(a)$ and $\log(b)$. With the function described in Algorithm 2, implementation of the Viterbi-algorithm is straight forward, and it provides an decision of the state $q_t$ at each time instant.

**Algorithm 2** Calculation of $\log(b(O))$

1:  \textbf{function} LOGGMM(LF, C, D)
2:    logprob=LF$_1$ + C$_1$ - 0.5·D$_1$
3:    \textbf{for} \hspace{0.5cm} m = 2 \rightarrow M \hspace{0.5cm} \textbf{do}
4:        logprob=LOGSUM(logprob, LF$_m$ + C$_m$ - 0.5·D$_m$)
5:    \textbf{end for}
6:    \textbf{return} logprob
7:  \textbf{end function}
Chapter 5

Step Length Estimation

The central idea of step length estimation is to model the step length as a function of sensor data. Based on the discussion in Chapter 3, two different suggestions for step length functions will be considered

\[
SL = a + b \sqrt{A_{z,\text{max}} - A_{z,\text{min}}} \tag{5.1}
\]

\[
SL = c + d \sqrt{\text{Var}(a_z)} \tag{5.2}
\]

The coefficients \(a, b, c\) and \(d\) are the linear regression parameters to be estimated by the system. \(A_{z,\text{max}}\) and \(A_{z,\text{min}}\) represents the maximum and minimum z-axis acceleration during a step. The step length dynamics will change depending on if the pedestrian is walking forward, backward, sideways or running. The four situations will be represented by individual functions, each with its own set of parameters. When estimating step length function for forward walk the parameter \(a\) is set to zero.

The subsystem of step length estimation inputs both IMU and GPS data as well as the output from the step detection system, and outputs the set of estimated parameters needed for the step length models. The system is illustrated in Figure 5.1. This chapter will discuss estimation of the linear regression parameters necessary for the step length models.

Figure 5.1: System overview for step length estimation
5.1 Forward Walk and Running

The idea of the step length system is to estimate the regression coefficients in (5.1)-(5.2). To clarify, the only difference between the functions proposed is the choice of function variable; either the amplitude difference or the variance. The approach to estimate the function coefficients is the same for both cases, and they will both be referred to as the function variable in this section.

Note that the procedure for estimation of step length coefficients presented next is made separately for the different states. A measurement classified as forward walk will be saved and used for estimation of the forward step length function, a measurement classified as running for the running step length function etc.

![Plot showing the idea of using segments for estimation of the step length function.](image)

Figure 5.2: Plot showing the idea of using segments for estimation of the step length function. The solid black lines divides the interesting region for forward walk into segments, and the dashed black lines for running. More segments than showed in the plot are used in reality. The amplitude difference is chosen as variable in this figure.

A measurement consists of the obtained step length together with its corresponding obtained function variable and a classification of the state. To get as good estimations as possible the main interest is to obtain measurements at several different values of the function variable. In other words, the quality of the estimation is dependent on the spread of the obtained values rather than the quantity. To take this into account, the relevant region of the function variable is divided into several smaller segments, see Figure 5.2. When a measurement is obtained, it is sorted into a segment based on the value of the function variable. Furthermore, instead of saving several measurements in each segment, the obtained values are averaged using a low-pass filter. This procedure will give a single averaged value for each segment that is used for estimation of the regression coefficients.

The step length measurements are collected in a vector $y$ and the function variable in a vector $x$, each element in the vectors correspond to a segment. A new measurement belonging to segment $i$ is saved as

$$x^{\text{new}}_i = (1 - p) \cdot x^{\text{old}}_i + p \cdot x^{\text{measured}}, \quad 0 < p < 1$$  \hspace{1cm} (5.3)

$$y^{\text{new}}_i = (1 - p) \cdot y^{\text{old}}_i + p \cdot y^{\text{measured}}, \quad 0 < p < 1$$  \hspace{1cm} (5.4)
Here, 24 segments are used for estimation of a step length function, which gives 24 elements in \( x \) and \( y \). A good value of the parameter \( p \) seems to be between 0.05 and 0.1, making the averaged value in each segment resistant to outlier measurements. However, such a low value of \( p \) implies quite a long settling time, i.e. many measurements are required for each segment before it approaches the true value. A way to overcome this is to have good initial guesses for each segment, which is hard since the step length differs between individuals. Therefore, the first five measurements obtained in each segment is averaged by the sample mean. This provides a starting value for the segment, and from the sixth obtained measurement the new values are incorporated using (5.3)-(5.4).

The step length is measured using a combination of GPS and output from the step detection system. Due to the irregular nature of the step length, as discussed in Chapter 3, the step length is decided as the mean length of four steps. When a step is detected by the step detector, an integration of the GPS velocity is started. After four steps, the integration stops and the obtained distance is divided by four to get the step length. The four steps must be consecutive and classified as the same motion by the step classifier. At each detected step the obtained function variable is stored, and the average of the four steps is used as a measurement.

Whenever a new measurement is obtained, the regression coefficients for the corresponding state are re-estimated using least square fit

\[
\beta = \frac{\sum_{i=1}^{n} x_i y_i - \frac{1}{n} \sum_{i=1}^{n} x_i \sum_{j=1}^{n} y_j}{\sum_{i=1}^{n} x_i^2 - \frac{1}{n}(\sum_{i=1}^{n} x_i)^2}
\]

\[
\alpha = \overline{y} - \beta \overline{x}
\]

where a horizontal bar over a variable represent the sample mean. The coefficient \( \beta \) is equivalent to the parameters \( b \) or \( d \) in (5.1)-(5.2), depending on which function variable is used, and the coefficient \( \alpha \) is equivalent to \( a \) or \( c \). Note that the coefficient \( \alpha \) is set to zero for forward walk, forcing the step length function to go through the origin. This simplifies the estimation of the remaining parameter to

\[
b_{\text{forward}} = \frac{\sum_{i=1}^{n} x_i y_i}{\sum_{i=1}^{n} x_i^2}
\]

During estimation some segments might be empty of measurements, with the corresponding elements in \( x \) and \( y \) being zero. These elements are removed before applying (5.5)-(5.7). Bad or outlying measurements will occasionally be obtained during estimation. If one segment has received ten measurements and another just one measurement, it therefore seems reasonable to trust the value in the former more. This is achieved by weighting each segment with the number of measurements received before estimation of regression coefficients, although an upper limit of the weight is set to avoid segments being to heavy weighted.

A problem with the backward and sideways step length function estimation is that humans rarely perform these motions. This implies that very few measurements for these states will be obtained, and it might be difficult for the parameter estimation to converge. An alternative is to use the forward step length function and make some simple manipulations of the coefficients to obtain reasonable estimations of the sideways and backward step length functions.
When the GPS is inactive, the length of a detected step is calculated using the estimated coefficients and the function variable obtained from IMU data according to (5.2)-(5.2). Different sets of estimated coefficients are used depending on the motion type decided by the step classification.
Chapter 6

Simulation Results

The solutions for step detection, classification and step length estimation discussed in the previous chapters were implemented as a model in Simulink®. A new set of data was collected to test and evaluate the performance of the implemented system.

The collection of this data set was carried out on five test persons, none of whom participated in the collection of training data. The testers were all males with heights in the interval 162-191 cm and weights between 60-90 kg. Each tester performed four tests, all conducted at SAAB’s area in Järfälla.

During the first test each person performed a mixed walk where all motion types were represented: sideways right and left, forward, backward and running. This test was recorded mainly to evaluate the classifiers. The second test was a long walk, around 720 metres, where the tester walked forward with two short intervals of running and the third test was a short walk backwards. Throughout the chapter, these three tests will be referred to as mixed walk, long walk and backward walk. The last tests was recorded to be used as learning data for the system, i.e. to simulate a scenario where the DRM wearer is walking outside with the GPS active so the system can estimate the step length parameters. Both IMU and GPS data was recorded for all tests, although the GPS data is only used by the system when learning the step length.

The chapter starts with an evaluation of the classifiers, mainly based on the mixed walk. This section is followed by an investigation of the parameter estimation for the step length functions. The last section presents an evaluation of the overall system, i.e. how well the travelled distance is estimated by the system. When talking about amplitude and variance throughout the chapter, it is the two alternatives for step length function that is referred to.

6.1 Evaluation of Step Detection and Classification

Two classifiers were proposed in the previous chapters; one naive approach using logic and one statistical approach using a Hidden Markov Model. To evaluate the classifiers each tester did a test where they performed motion in all states; sideways right and left, forward, backward and running forward. The resulting classifications for one tester, as simulated in Simulink®, are shown in Figure 6.1. As can be seen, the logic classifier are more prone to switch between states.

Table 6.1 presents detailed results from the steps detected and classified for the five testers. The table shows the true number of steps made in each state and the steps
detected by the two classifiers. It is clear that the HMM-classifier outperforms the logic classifier for all states except walking backward.

Note that it is the performance of the step detection algorithm and classification together that is evaluated. A correct decision is made if the step is detected and correctly classified. The step detection algorithm will occasionally detect false steps, mainly when the wearer is standing still at a place making rotations and irregular movements. The idea is that the classifier should recognise that the wearer is standing still and disregard the false detections. The last column in Table 6.1 shows the number of false detections for the two classifiers. Obviously the HMM-classifier is better at disregarding the false detections.

It is hard to grade the classifiers using for example a percentage of correct classifications. Almost all the failed detections for the HMM-classifier occur in the transitions between states, more precisely it often fails to detect the first step when changing state. This implies that making a test where the tester constantly switches between states would yield a lower accuracy, and a test where the tester performs a long walk in the same state would yield a high accuracy.
6.2 Learning the Step Length

The data used for step length estimation was an around 400 m long walk where the testers were instructed to walk normally and perform a short distance of running during the test. Both IMU and GPS data were recorded for this test, and during simulation this
data was used by the system to learn the testers step length, i.e. estimate the necessary parameters for the forward and running step length functions. To achieve as good step length estimations as possible it would have been better to instruct the testers to perform a walk with progressively increasing speed from very slow to very fast, which would have given the step length estimator as much information as possible. However, that kind of scenario seems unlikely to happen in reality and therefore it seemed more interesting to record an ordinary walk with a short distance of running.

Three or four parameters need to be estimated, depending on the choice of step length function variable. However, during the simulation both the variance and the amplitude difference were considered to be able to make a comparison. The step length functions to be estimated are

\[ SL_f = b \sqrt{A_{z,\text{max}} - A_{z,\text{min}}} \]  \hspace{1cm} (6.1)
\[ SL_f = c + d \sqrt{\text{Var}(a_z)} \]  \hspace{1cm} (6.2)
\[ SL_r = e + f \sqrt{A_{z,\text{max}} - A_{z,\text{min}}} \]  \hspace{1cm} (6.3)
\[ SL_r = g + h \sqrt{\text{Var}(a_z)} \]  \hspace{1cm} (6.4)

where subscript \( f \) and \( r \) indicates forward or running and \( b-h \) are the parameters to be estimated.

Figure 6.2 and 6.3 shows the estimation of forward step length parameters \( b, c \) and \( d \) for one tester. Note that parameter \( c \) and \( d \) remains constant at some intervals, which is caused by limitations of the parameters. The slope \( d \) is restricted to be positive, but the least square estimate renders a negative value which therefore is discarded. This reveals a weakness with using two parameters in the step length function; when the obtained measurements are concentrated to a small interval of the function variable the least square fit can produce parameters far from the true values. The one parameter alternative, as defined in Equation 6.1, is more robust giving a smoother estimation of the parameter \( b \) as shown in Figure 6.2.

Note that it is difficult to talk about settling times for the parameter estimations; convergence towards the true value requires obtained measurements at several interval of the function variable and is therefore ultimately dependent of the wearer’s movement pattern.

Estimation of the running step length functions leaves no choice; two parameters must be estimated regardless of the function variable used. Figure 6.4 shows the estimation of parameters \( e \) to \( h \). As can be seen, less than 30 seconds of training data is acquired for the estimation, and the parameter values \( e \) and \( f \) are still changing quite a lot when the estimation stops.
6.2. Learning the Step Length

**Figure 6.2:** Estimation of the regression coefficient $b$, used in the forward walk step length function.

**Figure 6.3:** Estimation of the linear regression coefficients $c$ and $d$, used in the forward walk step length function.
Figure 6.4: Estimation of the linear regression coefficients $e$-$h$ used in the step length function for running.
6.3. Evaluation of the Overall System Performance

The overall system is evaluated based on a approximately 720 m long walk performed by the five testers, where they walked forward all the time except for two short stops and two short intervals of running. The walk included walking on both asphalt and dirt road, on plain and hilly terrain and making both left and right turns. Walking only forward seems like a realistic scenario since humans in a normal situation almost exclusively walk forward. Nevertheless walking backward and sideways are also evaluated in separate tests. Note that the step length functions for these states are not trained from GPS data, but estimated from the forward step length function. The results from these tests are mainly an evaluation of this estimation.

Three different measures are used as reference distance when evaluating the performance of the system; measured distance, distance calculated from GPS speed and distance calculated from GPS coordinates.

The measured distance was obtained using a simple measuring wheel, measured only at one occasion. The field tests followed distinct land marks in the surroundings, such as the roadside, to make sure the testers walked the same distance. However, it is likely that the true distance for each tester differs slightly from the measured distance.

Travelled distance from GPS speed is obtained by integration and the accuracy is vaguely specified to 0.1 m/s by the manufacturer. The provided value is speed over ground, and since the test distance included walking slightly uphill it is likely that the distance obtained is a little shorter than the true distance. Also the relatively low GPS update frequency of 1 Hz could contribute to errors when calculating the distance through integration.

The distance from GPS-coordinates is obtained using Bowring’s formulae. A potential problem is that the GPS coordinates does not remain constant when standing still. The small changes in coordinates quickly adds up to a significant distance, although it could be reduced by introducing a speed threshold for the distance calculation. Distance calculated from GPS coordinates does not account for hilly terrain but the former issue will probably make the obtained distance slightly longer than the true distance.

The true distance for each of the tests could probably be considered to be somewhere in between the results obtained from the three sources discussed above. All three are considered in the evaluation to capture some sort of worst case performance.

6.3.1 Long Walk

The results from the simulations of the long walk is shown in Table 6.2. Two distances for the dead reckoning are presented; one using amplitude difference and one using variance as function variable. The maximum error obtained, considering all testers and all references, was 3.21 % when using amplitude difference and 9.05 % when using the variance. Table 6.3 presents the RMS-error of the five tests for each of the reference distances. Using amplitude difference for step length estimation gave the best result, outperforming the variance-alternative no matter which distance used as reference. However, as can be seen in Table 6.2, it is mainly the results from Tester 3 that contributes to the bad results of the variance-function.

Figure 6.5 shows the travelled distance for Tester 3 at a selected time-interval. As can be seen, the distance calculated from GPS coordinates is a bit longer than the distance calculated from GPS speed, as expected. At time $t = 137$ the tester starts running. It
is clear from the figure that the variance-function overestimates the step length when running, which explains the bad performance as compared with the amplitude-function. The tendency of the variance-function to overestimate the running step length is seen for all testers. Since the same data is used for training of the step length parameters, this indicates that using amplitude difference is better. However, during forward walk both alternatives seems to estimate the step length equally well.
6.3. Evaluation of the Overall System Performance

<table>
<thead>
<tr>
<th>Dead reckoning</th>
<th>Amplitude</th>
<th>Variance</th>
<th>Reference [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tester 1, distance [m]</strong></td>
<td>711.1</td>
<td>702.3</td>
<td>698.6</td>
</tr>
<tr>
<td>Error, GPS Speed</td>
<td>1.79 %</td>
<td>0.53 %</td>
<td></td>
</tr>
<tr>
<td>Error, GPS Coord</td>
<td>0.73 %</td>
<td>1.95 %</td>
<td>716.3</td>
</tr>
<tr>
<td>Error, Measured</td>
<td>1.35 %</td>
<td>2.57 %</td>
<td>720.8</td>
</tr>
<tr>
<td><strong>Tester 2, distance [m]</strong></td>
<td>698.6</td>
<td>708.4</td>
<td></td>
</tr>
<tr>
<td>Error, GPS Speed</td>
<td>1.84 %</td>
<td>0.46 %</td>
<td>711.7</td>
</tr>
<tr>
<td>Error, GPS Coord</td>
<td>3.21 %</td>
<td>1.86 %</td>
<td>721.8</td>
</tr>
<tr>
<td>Error, Measured</td>
<td>3.08 %</td>
<td>1.72 %</td>
<td>720.8</td>
</tr>
<tr>
<td><strong>Tester 3, distance [m]</strong></td>
<td>713.1</td>
<td>768.8</td>
<td>705.0</td>
</tr>
<tr>
<td>Error, GPS Speed</td>
<td>1.15 %</td>
<td>9.05 %</td>
<td></td>
</tr>
<tr>
<td>Error, GPS Coord</td>
<td>2.25 %</td>
<td>5.39 %</td>
<td>729.5</td>
</tr>
<tr>
<td>Error, Measured</td>
<td>1.07 %</td>
<td>6.66 %</td>
<td>720.8</td>
</tr>
<tr>
<td><strong>Tester 4, distance [m]</strong></td>
<td>706.9</td>
<td>734.5</td>
<td>705.6</td>
</tr>
<tr>
<td>Error, GPS Speed</td>
<td>0.18 %</td>
<td>4.10 %</td>
<td></td>
</tr>
<tr>
<td>Error, GPS Coord</td>
<td>2.72 %</td>
<td>1.07 %</td>
<td>726.7</td>
</tr>
<tr>
<td>Error, Measured</td>
<td>1.93 %</td>
<td>1.9 %</td>
<td>720.8</td>
</tr>
<tr>
<td><strong>Tester 5, distance [m]</strong></td>
<td>704.5</td>
<td>734.6</td>
<td>696.1</td>
</tr>
<tr>
<td>Error, GPS Speed</td>
<td>1.21 %</td>
<td>5.53 %</td>
<td></td>
</tr>
<tr>
<td>Error, GPS Coord</td>
<td>1.91 %</td>
<td>2.28 %</td>
<td>718.2</td>
</tr>
<tr>
<td>Error, Measured</td>
<td>2.26 %</td>
<td>1.91 %</td>
<td>720.8</td>
</tr>
</tbody>
</table>

Table 6.2: Results from the five testers. The table shows the results for the two different step length functions (amplitude difference and variance) compared to the three available references expressed as a percentage error.

<table>
<thead>
<tr>
<th>GPS Speed</th>
<th>GPS Coord</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude</td>
<td>1.37 %</td>
<td>2.32 %</td>
</tr>
<tr>
<td>Variance</td>
<td>5.09 %</td>
<td>2.92 %</td>
</tr>
</tbody>
</table>

Table 6.3: RMS-errors taking all five testers into account, calculated for each of the reference distances.
6.3.2 Backward and Sideways Walk

The step length functions for sideways and backward walk are estimated from the forward step length function, i.e. no GPS-measurements of the testers actual step lengths for these motions are used. The RMS distance errors for sideways walk are shown in Table 6.4. The variance-function is the best alternative based on the results. The travelled distance during test was around 60 m (30 m right respectively left) for each of the tester, which is quite long for a sideways walk. It seems reasonable to assume that a typical distance performed sideways is around 10 m at maximum, which means that an error of 8 % would give around 80 cm in absolute error.

<table>
<thead>
<tr>
<th></th>
<th>GPS Speed</th>
<th>GPS Coord</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude</td>
<td>8.21 %</td>
<td>9.88 %</td>
<td>6.68 %</td>
</tr>
<tr>
<td>Variance</td>
<td>6.75 %</td>
<td>8.20 %</td>
<td>5.88 %</td>
</tr>
</tbody>
</table>

Table 6.4: RMS-errors for sideways walk taking all five testers into account, calculated for each of the reference distances.

The results of the backward test is shown in Table 6.5. As for the sideways test, the variance-function performed better than the amplitude-function. The travelled distance for this test was not measured using a measuring wheel, and only two reference distances are therefore provided. The distance travelled by the testers was approximately 60 m. From the tests it seems like a typical error of around 6 % could be expected.

<table>
<thead>
<tr>
<th></th>
<th>GPS Speed</th>
<th>GPS Coord</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude</td>
<td>5.81 %</td>
<td>7.37 %</td>
</tr>
<tr>
<td>Variance</td>
<td>4.52 %</td>
<td>6.65 %</td>
</tr>
</tbody>
</table>

Table 6.5: RMS-errors for backward walk taking all five testers into account, calculated for two reference distances.
Chapter 7

Conclusions and Further Work

7.1 Conclusions

The proposed algorithm for step detection worked well and simulation showed that it only failed to detect 11 out of over 5500 steps. However, it also made false detections due to peaks in the accelerometer from irregular movements when the pedestrian was not walking. These false detections were expected, and the idea is that the classifier should discard them.

Two classifiers were implemented, the statistical approach using a Hidden Markov Model clearly outperformed the naive approach using logical operations. For a mixed walk, where five testers each performed motion in all states (forward, backward, sideways walk and running), the HMM-classifier showed 1361 correctly detected and classified steps out of 1383 steps made, whereas the naive approach showed 1302 correct classifications. Another major difference was that the HMM managed to discard most of the false detections made by the step detector, as opposed to the logical classifier. It is however a trade-off; most of the wrongly classified steps by the HMM occurred in the transition between standing still and starting to move where the classifier sometimes discarded the first steps. Changing some parameters of the HMM will enable these steps to be detected but also reduce its ability to discard false detections. However, occasionally failing to detect a step or two seems less devastating for the overall performance than making lots of false detections.

The overall system with step detection, classification and step length estimation was simulated using data from five testers performing a 720 meter distance with mixed walking and running. The simulation was run for two different step length functions, and the function using amplitude difference of the vertical acceleration as variable performed better than the one using the variance of the vertical acceleration. The former gave a RMS distance error of around 2 % whereas the latter had a RMS-error of around 3.5 %. The two alternatives performed equally well for walking, but the variance-function overestimated the running step length which explains the poor result. Since the very same data was used for estimation, this indicates that using the amplitude difference is more robust. Another major advantage with using the amplitude difference is that only one parameter needs to be estimated for the forward step length function which gives a much more robust estimation, especially when the number of measurements are few. The RMS-error per step for the best step length function was around 1.6 cm, and with knowledge of the highly various nature of human stride this seems to be a fairly
satisfying result.

The performance of the system for backward and sideways walk was evaluated in separate tests, giving a RMS distance error of around 6.5% and 8% respectively. The results are not very impressive, but two things need to be kept in mind. Firstly, the step length functions for these motions have not been trained but only estimated from the forward step length function. Secondly, it seems reasonable to assume that pedestrians rarely walk longer distances than, say, 10 m backwards or sideways. With this assumption we talk about absolute errors of less than 1 meter. The main benefit from being able to detect backward and sideways walk is that the motion tracked by the INS is in the right direction. Consider a 10 m backward walk. If all motion is assumed to be forward walk this would result in a positioning error of around 20 m since the movement actually is in a direction 180 degrees from the heading. A distance error of a couple of meters but with a movement in the right direction is significantly better.

The results from the simulations are promising and maybe even sufficient depending on the application. The most problematic part in this kind of INS is often the bearing estimation, since magnetometers are prone to suffer from disturbances. It is likely that the errors assigned to the bearing estimation will be the major part of the positioning error.

7.2 Further Work

Although the simulations showed promising results there are several aspects that need to be investigated more thoroughly and further work are needed in the following areas:

- Investigation of how the step detection and classifier works in different scenarios, depending on application. Examples could be walking up- or downhill with a large slope, stair walking, walking with a heavy backpack, walking in a crowded urban environment and at different surfaces such as mud.

- Investigations of which states that are most important to use. For example, sideways walk might not be critical to detect since humans rarely walk sideways. It might be more interesting to be able to detect stair walking or crawling depending on application.

- Investigations of how sensitive the step detector and classifier is to potential misplacement of the IMU-platform, for example if it is not tightly fastened towards the wearer’s chest.

- Development of algorithms to decide when training of the step length can take place. Training in areas where the GPS suffers from multipath effects or other errors could corrupt the step length estimation.

Before the actual GPS/INS system can be taken into use further work is needed in the following areas which were not addressed in this thesis:

- Development of a method for bearing estimation.

- Development of an algorithm for GPS and INS fusion.
Appendix A

Gaussian Mixture Models

The Gaussian Mixture Model is powerful in the sense that it can be used to model any probability distribution. Consider Figure A.1a, showing the histogram of a one-dimensional feature recorded during forward walk. From the histogram it’s clear that a single Gaussian is not sufficient to approximate the distribution, since it is not symmetric and has several peaks. However, using a mixture of five Gaussian distributions gives a good approximation of the feature distribution, as can be seen in Figure A.1b. The tool for solving the estimation problem is called Expectation Maximization.

![Histogram for variable x.](image)

![EM-estimated GMM for x.](image)

Figure A.1: The variable $x$ is one of the Fourier coefficients from the FFT of the $z$-axis accelerometer during forward walk. A total of 3555 data points from seven different pedestrians were collected. The left figure is a 100-bin histogram showing how the variable $x$ is distributed. The right figure shows the EM-estimated GMM and its five underlying components.

A.1 Training of GMM using Expectation Maximization

As mentioned in Section 2.3, the HMM observation probability distribution is modelled using GMMs. Since each HMM state has its own distribution, this implies a total $N$ number of GMMs for the HMM. Each GMM are trained separately based on acquired data for respectively state. As an example, consider the case of training a GMM for the state “walking forward”. A subset of training data is collected from a pedestrian
walking forward. The data consists of a set of observation vectors \((O_1, O_2, \ldots, O_T)\), and each observation vector consists of \(k\) well chosen features extracted from the IMU signals. Several subsets of training data can be collected from different pedestrians walking forward and put together to the final set of training data

\[
D = ((O_{1,1}, \ldots, O_{1,T_1}), (O_{2,1}, \ldots, O_{2,T_2}), \ldots, (O_{P,1}, \ldots, O_{P,T_P}))
\] (A.1)

The idea is to assume that an observed feature vector \(O\) is the outcome of a stochastic process defined by a GMM, and use the training data to estimate the GMM parameters. Recall the pdf for a GMM

\[
 f(O) = \sum_{m=1}^{M} \phi_m \left( \frac{1}{(2\pi)^{k/2} |\Sigma_m|^{1/2}} \exp \left( -\frac{1}{2} (O - \mu_m)^T \Sigma_m^{-1} (O - \mu_m) \right) \right)
\] (A.2)

\[
\sum_{m=1}^{M} \phi_m = 1
\]

The parameters to be estimated are the mean vectors \(\mu_m\), the covariance matrices \(\Sigma_m\) and the mixture weights \(\phi_m\). One parameter has to be pre-set, namely the number of components, \(M\).

The EM algorithm is an iterative algorithm that gives increased likelihood each iteration, although convergence to a global maximum is not guaranteed [18]. The measure to be maximized is the probability that the observed data set \(D\) is the outcome from a stochastic process defined by a GMM with parameter set \(\theta = \{\phi, \mu, \Sigma\}\), expressed as a log likelihood

\[
\log (P(D|\theta)) = \sum_{t=1}^{T} \log \left( \sum_{m=1}^{M} \phi_m \mathcal{N}(O_t|\mu_m, \Sigma_m) \right)
\] (A.3)

Obviously it is desired to obtain as big likelihood as possible for this measure. Maximization of (A.3) with respect to \(\theta\) seems a bit tricky, since the second sum appears inside of a logarithm. To solve this problem EM proposes to introduce a latent, unobservable, variable \(z_{tm}\) that provides information about from which of the \(M\) single Gaussian components the observation \(O_t\) was drawn [18][19]. At every time instance \(t\) this variable is equal to 1 for the component that produced the observation and 0 for the \((M - 1)\) remaining components. It is now possible to rewrite the measure to be maximized as

\[
\log (p(D, z|\theta)) = \sum_{t=1}^{T} \sum_{m=1}^{M} z_{tm} \left( \log \phi_m + \log \mathcal{N}(O_t|\mu_m, \Sigma_m) \right)
\] (A.4)

Now, the hitch is that there is no way to know the latent discrete variable \(z_{tm}\). It is however possible to calculate the expected value of the latent variable. The probability of \(z_{tm}\) being equal to 1 is decided by the mixture weights, \(P(z_{tm} = 1) = \phi_m\), and the probability of an observation \(O_t\) was drawn \[18][19\]. At every time instance \(t\) this variable is equal to 1 for the component that produced the observation and 0 for the \((M - 1)\) remaining components. It is now possible to rewrite the measure to be maximized as

\[
\log (p(D, z|\theta)) = \sum_{t=1}^{T} \sum_{m=1}^{M} z_{tm} \left( \log \phi_m + \log \mathcal{N}(O_t|\mu_m, \Sigma_m) \right)
\] (A.4)
A.1. Training of GMM using Expectation Maximization

\[ \gamma_{tm} = P(z_{tm} = 1 | O_t, \theta) = \frac{\phi_m \mathcal{N}(O_t | \mu_m, \Sigma_m)}{\sum_{j=1}^{M} \phi_j \mathcal{N}(O_t | \mu_j, \Sigma_j)} \]  
\hspace{1cm} (A.5)

The EM-function to be maximized can now be written as the expectation with respect to \( z_{tm} \) of (A.4)

\[ q(\theta', \theta) = \sum_{t=1}^{T} \sum_{m=1}^{M} \gamma_{tm} \left( \log \phi_m' + \log \mathcal{N}(O_t | \mu_m', \Sigma_m') \right) \]  
\hspace{1cm} (A.6)

where the prim notation is used to denote the new parameters to be estimated from the old one. The interested reader can find the derivations to obtain the parameter set \( \theta' \) that maximizes (A.6) in [18], the resulting algorithm becomes

1. Expectation:
\[ \gamma_{tm} = \frac{\phi_m \mathcal{N}(O_t | \mu_m, \Sigma_m)}{\sum_{j=1}^{M} \phi_j \mathcal{N}(O_t | \mu_j, \Sigma_j)} \]  
\hspace{1cm} (A.7)

2. Maximization:
\[ \phi_m' = \frac{1}{T} \sum_{t=1}^{T} \gamma_{tm} \]  
\hspace{1cm} (A.8)
\[ \mu_m' = \frac{\sum_{t=1}^{T} \gamma_{tm} O_t}{\sum_{t=1}^{T} \gamma_{tm}} \]  
\hspace{1cm} (A.9)
\[ \Sigma_m' = \frac{\sum_{t=1}^{T} \gamma_{tm} (O_t - \mu_m') (O_t - \mu_m')^T}{\sum_{t=1}^{T} \gamma_{tm}} \]  
\hspace{1cm} (A.10)

After each EM-iteration the new model is evaluated by calculating the log-likelihood \( \log \left( P(D | \theta') \right) \) according to (A.3) and compare it to the log-likelihood for the previous model. If the difference is below some fixed threshold, the algorithm stops.

The observant reader realizes that an initial guess of the model is necessary in order to start the EM-algorithm. Since EM only guarantees convergence to a local maxima this initial guess will strongly affect the outcome of the algorithm. One way to obtain an initial model is to use a clustering algorithm, e.g. the well known k-means clustering. Starting off with \( M \) random centroids, each observation vector \( O_t \) in the training data is assigned to the closest centroid in a euclidean sense. After assigning all observation vectors to a cluster, new centroids are calculated as the sample mean of the data in each cluster. The procedure with assigning each observation vector to the closest centroid starts over, and the algorithm is repeated until the centroids do not change any more according to some threshold. Mean-vectors and covariance matrices are then calculated for each cluster, and the mixture weights is determined by the proportion of data in each cluster.

Since the EM-algorithm only provides a local maxima, the procedure with K-means clustering followed by EM-estimation could be repeated a few times. The GMM with largest resulting likelihood is then kept.
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