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Abstract—Generating signals with a prespecified autocorrelation, available from some input design, while satisfying constraints on input and output signals of the systems which the signal is to be applied on is an important problem in system identification. This paper extends a recently proposed method for such signal generation. The method is modified to be robust to uncertainties in the system model. An adaptive formulation is also given which allows for improving the input design online. The adaptive method is compared to the true optimal input design on a simulation example. The robustness properties of the method are illustrated on an experimental setup.

I. INTRODUCTION

SYSTEM identification is routinely used in industry as a tool for plant modeling. A vital part of any identification experiment is choosing the signal to be used to excite the system. A correctly chosen excitation signal can significantly improve the quality of the resulting model while, on the other hand, a badly chosen signal can result in a useless model. This has lead to the study of optimal experiment or input design for system identification.

There are many proposed methods for input design available in the literature. The common idea of all methods is based on the realization that the quality of the estimates can be influenced by the choice of the input through the covariance matrix. Early works, such as [1], [2], focused on optimizing some measure of the covariance matrix directly. Such techniques are still often employed in practice. Since the last decades, the focus has shifted to measuring quality in terms of the application of the model. This has resulted in the ideas of *identification for control* [3], [4], [5], *least costly identification* [6] and *applications oriented input design* [7]. In these methods, the input signal is designed in terms of its spectral properties making it difficult to find signals that satisfy time domain constrains on, for example, the input amplitude.

In practice, it is often important to limit the input and output amplitudes from the system during the experiment. The constraints on input usually come from actuator saturation while output constraints are there to keep the system in a safe operation region and to maintain product quality.

To be able to handle the time domain constraints in the input design, different approaches are possible. The first approach is to leave out the constraints during the input design and instead enforce them when the signal is realized.

One simple method to satisfy constraints on the input is to use a binary sequence [8], [9], [10]. Another possibility is to consider signals that are sums of sinusoids [11], [12]. The amplitude spectrum can easily be shaped since each sinusoid gives a peak at the corresponding frequency. The phase of the signal can then be designed such that time domain requirements, *e.g.*, on input signal amplitude, are satisfied [13]. This often leads to a non convex optimization problem but reasonable heuristics have been proposed.

A related concept is the *plant-friendly identification* techniques developed in for example [14]. The focus here is to keep output and input variance low to maintain product quality and to minimize strain on actuators during the identification experiment.

Another recent approach is to do the input design in time domain. It is then straightforward to formulate the input and output constraints. However, the resulting optimization problem is non-convex but can be approximated via convex relaxations [15].

Model predictive control (MPC) is an often used control strategy for system with constraints. Recently several approaches to including excitation in the MPC formulation have been proposed. The methods in [16] and [17] focus on making the input persistently exciting. A similar technique is presented in [18], with the main difference that the final purpose of the identified model is incorporated in their formulation.

A well known problem with optimal input design is that the desired input signal depends on the unknown system, which one wants to identify. One approach to get around this is to make the design robust or insensitive to the true system [19], [20], another is to make the design adaptive, *i.e.*, as information from the system is gathered the input signal properties are changed, see *e.g.*, [21].

In this contribution we extend a method for designing an excitation sequence directly in time presented in [20]. The method tries to match the autocorrelation of the generated sequence to a desired autocorrelation, found for example by input design, while maintaining input and output constraints. The input signal is generated in open loop in a receding horizon fashion, calculating the input sample by sample. The method does, however, rely on perfect information of the system under consideration to be able to satisfy the output constraints.

In this paper we combine the signal generation algorithm from [20] with tools from Robust MPC [22] and adaptive input design. The main idea is to make the signal generation algorithm robust to uncertainties in the model of the system. A sample is generated and applied to the system. The resulting output sample is then used to identify a better model.
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with, hopefully, less uncertainty. The new model is then used to
generate a new sample and so on. As our knowledge of the
system gets better we can also improve the input design
similar to what is done in adaptive input design.

II. SIGNAL GENERATION

The method we develop in this paper is based on the signal
generation algorithm presented in [23], which is briefly
presented in this section.

The aim is to generate $N$ samples of a signal $U_N \triangleq
\left[ u_1 \ldots u_N \right]^T$ with prescribed autocorrelation $r^d =
\left[ r^d(0) \ldots r^d(n) \right]^T$ while satisfying input and output
constraint on the (SISO) system

\[
x_{t+1} = Fx_t + Gu_t, \\
y_t = Hx_t,
\]
\[
u_{\text{min}} \leq u \leq u_{\text{max}}, \\
y_{\text{min}} \leq y \leq y_{\text{max}},
\]
which the signal is to be applied to. The (biased) sample autocorrelation of the signal $U_t$

\[
r_t(\tau) = \frac{1}{t} \sum_{i=\tau+1}^{t} u_i u_{i-\tau},
\]

The goal is to minimize the Euclidean distance between
the obtained and desired autocovariance while satisfying
input and output constraints, i.e.,

\[
\min_{U_N} \| r_N - r^d \|^2_2,
\]
subject to

\[
x_{t+1} = Fx_t + Gu_t, \\
y_t = Hx_t,
\]

where $r_t = \left[ r_t(0) \ldots r_t(n) \right]^T$ is the sample autocorre-
lation sequence of the signal $U_N$. The optimization problem
(3) is non-convex and is in general hard to solve. Instead the following receding horizon solution to the problem was
proposed in [23]. At sample $t$ solve the optimization problem

\[
\min_{u_t} \| r_t - r^d \|^2_2,
\]

subject to

\[
\hat{x}_{t+1} = F \hat{x}_t + G \hat{u}_t, \\
\hat{y}_t = H \hat{x}_t,
\]

where $N_y$ is the output horizon, i.e., how far in the future we
consider that the output should satisfy the constraints. The optimal solution, $u^*_t$, to (4) is implemented, i.e., $u_t = u^*_t$, and the optimization is performed iteratively in receding horizon
fashion. If $N_y > 1$ we set $u_2 = \cdots = u_{N_y} = 0$, i.e., the
input is considered zero over the remaining part of the output
horizon. For this case when only one input sample is
considered in each iteration of (4) it was shown that the
solution can be found analytically, see [23] for details. This
is the case we consider in this paper.

The steps of the algorithm are:

1) Set $t = 1$, $x_0 = x$ and $r_0 = 0_{n+1}$.
2) Solve the optimization problem (4). If the solution is
non unique, arbitrarily choose the optimum $u^*$.
3) Set $u_t = u^*_t$.
4) Set $x_{t+1} = Fx_t + Gu^*_t$.
5) Update $r_t$ according to (2).
6) If $t < N$, $t \leftarrow t + 1$ and go to Step 2; otherwise stop.

III. ROBUST SIGNAL GENERATION

The signal generation algorithm outlined in the previous
section requires perfect knowledge of the system and its state.
However, this contradicts the purpose of the method: to use
the generated signal to identify an unknown system. This problem appears in all formulations of optimal input design.
To get around this fundamental problem we will now make
the algorithm robust to uncertainties in the system.

Assume that we know that the system is to be applied to lies inside some uncertainty region, i.e.,
the state space matrices of the system can be written as

\[
\{ F(\theta), G(\theta), H(\theta) \}
\]

where $\theta = [\theta^1 \theta^2 \cdots \theta^n]$ is an uncertain parameter vector in the set $\Delta^\theta$. Furthermore, assume that the states of the system at time $t$ lie inside an uncertainty region $\Delta^x_t$. For now we consider the uncertainty regions as known. We will later discuss how these can be obtained.

Now, the robust problem formulation at time $t$ is

\[
\min_{\hat{u}_1} \| r_t - r^d \|^2_2
\]

subject to

\[
\hat{x}_{t+1} = F(\theta)\hat{x}_t + G(\theta)\hat{u}_1, \\
\hat{y}_t = H(\theta)\hat{x}_t,
\]

where $\theta \in \Delta^\theta$, $x_t \in \Delta^x_t$.

Hence (6) requires satisfying infinitely many constraints
and is therefore in general hard to solve.

A. Scenario Based Optimization

To relax the robust optimization problem (6), we use scenario based optimization [24]. The idea is to select a
finite number of the original constraints to satisfy. Assume that we draw $N_k$ independent and identically distributed
samples $\theta^{(1)}, \ldots, \theta^{(N_k)}$ uniformly distributed in $\Delta^\theta$. For similarly draw $N_k$ samples $x_1^{(1)}, \ldots, x_1^{(N_k)} \in \Delta^x$. The robust
constraints of (6) can then be relaxed to

\[
-y_{\text{max}} \leq y_{i+k}^{(i)} \leq y_{\text{max}}, \quad i = 1, \ldots, N_y,
\]

\[
i = 1, \ldots, N_k,
\]

where

\[
\hat{y}_{i+k}^{(i)} = H(\theta^{(i)}) \left( F^k(\theta^{(i)})x_1^{(i)} + F^{k-1}(\theta^{(i)})G(\theta^{(i)})u_t \right).
\]

We now have $N_k$ convex constraints on $u_t$. We note that only the most limiting upper and lower bound imposed
by the constraints need to be taken into account in the optimization, hence only one upper and one lower bound
on $u_t$ are necessary, which allows us to reduce the number
of constraints. The accuracy of scenario based optimization
has been studied in for example [24], [25].
IV. ADAPTIVE SIGNAL GENERATION

The proposed robust signal generation scheme can be quite conservative if we have large uncertainties in our prior knowledge of the system, in other words, $u_t$ must be small to be able to satisfy the output constraint for all possible systems in the uncertainty region. An adaptive scheme, where the model is improved as more and more data are available, can reduce this conservativeness [26], [21]. To this end, we develop an adaptive version of the proposed method in the following sections. A block diagram outlining the idea of the method is shown in Figure 1. The individual parts of steps of the method are described in further details below.

A. System Identification

Given data \{ $y_s, u_s$\}_{s=1} up to the current time $t$ the system identification block identifies a new model of the system. Given a model structure parameterized by the vector $\theta$ and the measurement noise covariance $M(\hat{\theta})$:

\[
\begin{align*}
M(\theta) : \\
x_{t+1} &= F(\theta)x_t + G(\theta)u_t + v_t \\
y_t &= H(\theta)x_t + e_t
\end{align*}
\]

where $v_t$ and $e_t$ are zero mean, Gaussian noise processes, the goal is to find an estimate, $\hat{\theta}$, of the unknown parameters $\theta$ describing the studied system. Furthermore we would like to find an estimate, $P_t$, of the parameter covariance matrix $\text{cov} \hat{\theta}(\hat{\theta})$.

Most standard system identification methods can be used such as for example the Prediction Error Method [27] or Subspace Identification methods [28]. Preferably, the method should be recursive to take advantage of the sample by sample real time implementation.

B. State estimator

The objective of the state estimator is to estimate the current state of the system given data up to time $t$, the current model $M(\hat{\theta}_t)$ and the uncertainty in the parameters of the model, $P_t$, from the system identification step.

For linear models with Gaussian noise, considered in this paper, the standard Kalman filter [29] can be used resulting in

\[
\begin{align*}
\hat{x}_{s|s-1} &= F(\hat{\theta}_t)\hat{x}_{s-1|s-1} + B(\hat{\theta}_t)u_s \\
P_{s|s-1} &= F(\hat{\theta}_t)P_{s-1|s-1}F^T(\hat{\theta}_t) + Q \\
K_s &= P_{s|s-1}H^T(\hat{\theta}_t)(H(\hat{\theta}_t)P_{s|s-1}H^T(\hat{\theta}_t) + R)^{-1} \\
\hat{x}_{s|s} &= \hat{x}_{s|s-1} + K_s(y_s - H(\hat{\theta}_t)\hat{x}_{s|s-1}) \\
P_{s|s} &= P_{s|s-1} - K_sH(\hat{\theta}_t)P_{s|s-1}
\end{align*}
\]

for $s = 0, \ldots, t$. Above $Q$ is the process noise covariance matrix and $R$ is the measurement noise covariance matrix. Running the Kalman filter generates an estimate of the current state $\hat{x}_{t|t}$ and an estimate of the error covariance of the estimated state $P_{t|t}$. The matrix $Q$ can be seen as a tuning parameter of how good the used model is. A large $Q$ could be seen as if we have large process noise acting on the system and hence the model is uncertain and vice versa for a small $Q$. The question is then how do we use the knowledge of the uncertainties of the identified model in the Kalman filter? To the best of our knowledge there is no good method to transform uncertainties in the parameters to a corresponding process noise covariance $Q$.

It is well known that under mild assumptions [27] the accuracy of the identified model is improved as more data is used in the identification. To capture this in a simple way in the Kalman filter we let $Q$ decay somehow as a function of $t$. How fast $Q$ should decay depends on the application. Another way to use the uncertainty in the model could be to use a robust Kalman filter, see for example [30] and the references therein.

C. Input Design

The objective of the Optimal Input Design part is to find an optimal input signal that excites the system in such a way that its important properties are revealed. What these important properties are depends on the intended use of the model. Input design is often formulated as an optimization problem where one tries to minimize the experimental effort needed, such as input power or experimental length, while fulfilling some specifications on the accuracy of the identified model [6], [7]. The converse formulation is also possible: given an input power and experiment length, find the input signal that minimizes some cost function related to the identified model. The requirements on the model could for example come from the intended use of the model, where a certain accuracy is needed. The outcome of the optimization is the desired autocovariance of the input signal.

One inherent problem with input design is that the solution depends on the unknown true system. Here we solve this problem by using the identified model instead of the true system in the design. Hence, from the identified model, $M(\hat{\theta}_t)$, of the system at time $t$, a desired autocovariance of the input signal, $r^d_t$, is calculated.

D. Signal Generation

The signal generation block generates an input sample to be applied to the system using the robust method derived in Section III. The desired autocorrelation of the generated signal $r^d_t$ comes either from input design, the adaptive input design or from a user choice.
The uncertainty region of the model parameters $\theta$ is calculated from the estimated parameter vector $\hat{\theta}$ and its estimated covariance matrix $P_t$ as

$$\Delta_\theta = \left\{ \theta | (\theta - \hat{\theta})^T \hat{P}_t^{-1} (\theta - \hat{\theta}) \leq K_\theta \right\}$$  \hspace{1cm} (8)

where $K_\theta$ is some user defined constant. The motivation for this choice of uncertainty region is that under mild assumptions $\sqrt{\theta}(\theta - \theta_0)$ is asymptotically, in the number of data, normally distributed. The vector $\theta_0$ is the parameters of the true underlying system. See [27] for details. By choosing $K_\theta = \chi^2_\alpha(n)$, where $\chi^2_\alpha(n)$ is the value of the $\chi^2$ distribution with probability $\alpha$ and $n = \dim \hat{\theta}_t$, (8) becomes a confident ellipsoid. Then the parameter vector, $\theta_0$, of the true system lies inside $\Delta_\theta$ with probability $\alpha$. Here we will throughout use $\alpha = 0.95$, i.e., that with 95% probability the true system is within the confidence region $\Delta_\theta$.

Similarly the uncertainty in the estimated state is calculated from $\hat{x}_{t|t}$ and the state covariance matrix $P_{t|t}$ given by the Kalman filter as

$$\Delta_x = \left\{ x | (x - \hat{x}_{t|t})^T P_{t|t}^{-1} (x - \hat{x}_{t|t}) \leq K_x \right\},$$  \hspace{1cm} (9)

with $K_x = \chi^2_\alpha(\dim x_t)$.

### E. Initialization

Before we start the adaptive method we need to initialize all the parameters. Firstly, a model structure $M(\theta)$, parameterized by the unknown parameters $\theta$ is needed. Furthermore an initial guess of $\theta$ and its uncertainty region are required. These could, for example, come from first principles modeling or from previous experience of the considered process.

Secondly, the Kalman filter needs to be initialized. This includes choosing an initial state estimate $\hat{x}_{0|0}$ and its uncertainty $P_{0|0}$. We also have to choose $R$, the measurement noise covariance matrix and $Q$, the process noise covariance matrix and how fast $Q$ should decay in $t$.

### F. Termination

The algorithm runs until some user specified criterion is fulfilled. This could be that a certain number of samples have been generated or that the estimated parameters are accurate enough. The required accuracy of the parameters could for example come from the intended use of the model, i.e., when the model is used some performance specifications are satisfied.

### V. Examples

In this section we evaluate the proposed algorithm on two examples. The first example studies the convergence of the algorithm when used in adaptive input design. In the second example, the method is tested experimentally on a double tank lab process with constraints on input and output signal amplitudes.

#### A. $L_2$-gain estimation

This example is taken from [31]. We study the performance degradation resulting from using the proposed adaptive signal generation scheme compared to what would be obtained if the optimal autocorrelation had been known at the beginning of the experiment.

Consider the fourth order FIR-system

$$y_t = \theta_1 u_{t-1} + \theta_2 u_{t-2} + \theta_3 u_{t-3} + \theta_4 u_{t-4} + \epsilon_t = G(q, \theta) u_t + \epsilon_t,$$

where $\epsilon_t$ is zero mean white Gaussian noise with variance $\sigma^2_n$. The goal is to estimate the squared $L_2$ gain

$$\|G\|^2 = \frac{1}{2\pi} \int_{-\pi}^{\pi} |G(e^{j\omega}, \theta)|^2 d\omega = \theta^T R \theta.$$

At the end of the experiment of length $N = 200$ we would like to have a certain accuracy of the identified model while at the same time minimizing the required input power.

In [31] it is shown that the autocorrelation sequence of the input signal $r^d$ that minimizes the input power while keeping the variance of the estimated $L_2$-gain of the system lower than $\gamma$ is given by the solution to the following optimization problem

$$\begin{align*}
\text{minimize} & \quad r^d \\
\text{subject to} & \quad \begin{bmatrix} R(r^d) & 2 \theta \sigma_n^2 \end{bmatrix} \begin{bmatrix} 2 \theta^T \sigma_n^2 \end{bmatrix} \geq 0
\end{align*} \hspace{1cm} (10)$$

$r^d$ defines a positive spectrum, where $R(r^d)$ is the Toeplitz matrix

$$R(r^d) = \begin{bmatrix} r^d_0 & \cdots & r^d_n \\
\vdots & \ddots & \vdots \\
r^d_n & \cdots & r^d_0 \end{bmatrix}. \hspace{1cm} (11)$$

The constraint that $r^d$ defines a positive spectrum can be transformed into an LMI in several ways, see for instance [31], [7] for details. Hence, the optimization problem can be formulated as an SDP and can be solved efficiently.

The adaptive identification scheme is applied to this identification problem. We assume that we know the correct model structure. Since the true values of the parameter vector $\theta$ and the noise variance are unknown to us we cannot directly find the optimal input signal according to (10). Instead we use the current estimate of the parameters, $\hat{\theta}_t$, and an estimate of the noise variance $\sigma^2_n$ in the optimization problem to get the desired autocorrelation at time $t$. $r^*_t$.

To evaluate the performance of the adaptive identification scheme, 200 Monte Carlo simulations were carried out. We set $\gamma = 0.001$, the number of autocovariance lag to match to $n = 3$ and the parameter vector of the true system to $\theta = [0.9, 0.6, 0.2, 0.3]^T$. In this case there are no input or output constraints. This means that the state estimator is not needed in this example.

In each time step a new model is recursively identified using the Matlab command rrrx [32] and the noise variance is recursively estimated as

$$\sigma^2_t = \frac{1}{t} \sum_{i=1}^{t} \sigma^2_{t-i} + \frac{1}{t} (y_t - \varphi^T \hat{\theta}_i)^2,$$

where $\varphi^T$ is the regressor vector used in the recursive identification. Based on the identified model, a new desired autocorrelation is found and subsequently a new input sample is generated.

Figure 2 shows the sample variance of the estimate of the squared $L_2$-gain. The aim in the input design was to keep the
variance at the end below $\gamma = 0.001$. The sample variance at $N = 200$ is indeed very close to the desired variance. In Figure 2 we also show the theoretical asymptotic variance if we from the beginning knew the optimal input signal. After about 100 samples the variance using the adaptive signal generation is close to the variance we would get if we from the beginning knew the optimal signal.

B. Identification of Water Tank System

We apply the proposed adaptive signal generation and identification method to a double tank lab process [33]. An illustration of the process is shown in Figure 3. A pump pumps water into the upper tank. Water then flows through orifices located in the bottom of each tank, from the upper tank into the lower tank, and from the lower tank into a water basin. The input to the system is the applied voltage to the pump and the outputs are the water levels in each tank.

The objective of the experiment is to identify a linear model of the tank. The process is however nonlinear and hence we identify a linear model around a equilibrium point. To keep the state within a region where the linear approximation is good we limit the deviation from the equilibrium point to 1.5 cm for the upper tank and 0.5 cm for the lower tank. The reason for the harder constraints on the lower tank is to make the problem more interesting. If they would have been the same then the constraint of the level in lower tank would rarely be active. Furthermore we constrain the input to be within $\pm 3$ V around the equilibrium voltage. In this case we want to excite the system with a white input signal with variance 3, i.e.,

$$r^d(0) = 3$$

$$r^d(i) = 0, \quad i = 1, \ldots, n,$$

and we want to match $n = 50$ lags. The sampling rate for the process is 1 Hz and we run the algorithm for $N = 600$ samples.

1) Model: A linear model around an equilibrium point $h^o = [h^o_1, h^o_2]^T$ and $u^o$ is given by [33]

$$\frac{d\bar{x}_t}{dt} = \left[-\frac{1}{\tau_1} 0\right] \bar{x}_t + \left[\frac{k}{A} \right] \bar{u}_t$$

$$\bar{y}_t = \bar{x}_t + e_t$$

where $\bar{x}_t = h_t - h^o$, $\bar{u}_t = u_t - u^o$, $\tau_1 = \frac{A}{A_1} \sqrt{\frac{2\pi}{\sigma}}$ and $e_t$ is assumed to be white zero mean Gaussian measurement noise.

2) Experiment: An initial model and the uncertainties are chosen based on previous experience of the system. The parameters and their uncertainties are shown in Table I. The equilibrium point during the experiment is $h^o = [14.6, 12.7]^T$ cm and $u^o = 4.5$ V and are considered known exactly.

For the first 60 samples the initial model is used to generate the input signal. The Kalman filter is initialized with

$$R = 0.001 \cdot I, \quad Q_0 = \begin{bmatrix} 0.05 & 0 \\ 0 & 0.005 \end{bmatrix}$$

$$P_{0|0} = 0.01 \cdot I, \quad x_0 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}^T$$

After the 60 samples have been collected each new measurement from the system is used to identify a new model of the system. The model (14) is used with the unknown parameters $\theta = [a_1, a_2, k]^T$. The parameters and their covariances are then estimated using the Matlab System Identification Toolbox command idgrey [32]. The new model is used in the Kalman filter to estimate the current state and the estimated covariance matrix is used to calculate new uncertainty regions for the parameters, see (8) and (9). To take the reduced model uncertainty into account in the Kalman filter we reduce the state covariance matrix in each time step according to

$$Q_t = 0.99^t \cdot Q_0.$$

A new input signal sample is calculated with the robust algorithm and applied to the process. This is repeated until 600 samples have been generated.

### Table I: Parameters of the double tank process.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal value &amp; uncertainty</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$0.17 \pm 0.033 \text{ cm}^2$</td>
<td>outlet tank 1</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$0.17 \pm 0.033 \text{ cm}^2$</td>
<td>outlet tank 2</td>
</tr>
<tr>
<td>$k$</td>
<td>$3.0 \pm 0.75 \text{ cm}^2\text{ cm}^{-1}$</td>
<td>flow constant</td>
</tr>
<tr>
<td>$A$</td>
<td>$15.15 \text{ cm}^2$</td>
<td>cross-section area of tanks</td>
</tr>
<tr>
<td>$g$</td>
<td>$10^3 \text{ cm}^2\text{s}^{-2}$</td>
<td>gravitational constant</td>
</tr>
</tbody>
</table>
3) Results: The measured outputs and the generated input signal is shown in Figure 4. We see that both the input and the outputs satisfy the constraints during the experiment except for two samples around $t = 560$. In the beginning of the experiment we have large uncertainties in the model and the states, and hence the algorithm is conservative. But as more data from the system is available the identified model gets better and the system can be excited more, keeping the outputs closer to their constraints. Since we do not have access to the true values of the state but only noisy measurement, it could be that the true system did not violate the constraints. However, the reason for the two samples not satisfying the constraints could stem from the fact that the identified linear model does not have exactly the same gain as the nonlinear system close to the constraints (far from the working point). To counteract this problem one could for example stop decreasing $Q_2$ after a certain time to take the remaining uncertainty in the model into account. Another alternative is to add uncertainty when the state is close to the constraints.

The autocorrelation of the generated input is shown in Figure 5. The generated signal is quite close to white but the variance is 2.9 compared to the desired variance 3.0.

The estimated parameters at the end of the experiment are, $\hat{a}_1 = 0.142$, $\hat{a}_2 = 0.153$ and $\hat{k} = 3.21$.

VI. CONCLUSIONS

In this paper we presented an algorithm for recursive system identification. The goal is to excite a system with a input signal with prescribed autocovariance when the system under consideration has input and output constraints. The method is a development of the signal generation algorithm presented in [23]. The main idea was to define uncertainty regions for the system and then generate an input such that the constraints are satisfied for all possible systems within the uncertainty region. The measured output is then used to identify a better model and update the uncertainty of the model. The new model could then also be used in input design, redesigning the desired properties of the input signal in each time step. These steps are then repeated until the model is good enough.

The performance of the algorithm was verified via Monte-Carlo simulations and applied to the double tank lab process with promising results. However more work should be done to study the convergence of the proposed method and analyze its performance.

The signal generation is formulated as a MPC-problem. It would be interesting to see if it is possible to improve the performance if we consider longer input horizons, i.e., not only optimizing the input one step ahead but optimize further in time.
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