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Abstract—We show how extended balanced truncation can be applied to the parameterized model order reduction (PMOR) problem. Two variants are introduced and are shown to improve already available a priori error bounds, as well as actual approximation errors in a numerical experiment.

I. INTRODUCTION

Model (order) reduction concerns systematic approximation of complex models. The topic has received a great deal of attention in the control community at least since the early 1980’s, and the books [1], [2] give good surveys of the field. Model reduction is also of prime importance in other communities, such as in fluid mechanics and circuit design. For many application areas it is of interest to reduce parameter-dependent models, which gives rise to the so-called parameterized model order reduction (PMOR) problem, see [3], [4] and references therein. In a PMOR problem, a parameter-varying model is to be approximated by a similarly parameter-varying reduced-order model. The parameters can represent different operating conditions or uncertainties at the time of approximation, for example. In the control community, a related problem is model reduction of linear parameter-varying (LPV) and uncertain systems, see for example [5]–[8]. A difference between PMOR and model reduction of LPV systems is that in the latter case the parameters are often time varying and the models necessarily take a linear state-space form. In this paper, we will consider linear state-space systems which are affine in non-time-varying parameters. Hence the treated problem is more restrictive than model reduction of general LPV systems, and more related to PMOR. By focusing on this class of systems, we can apply extended balanced truncation [9] and will be able to devise two new methods which improve both approximation errors and a priori error bounds, as compared to direct application of the methods in [5]–[8]. However, it should be noted that the methods in [5]–[8] can handle more general systems, and the advantage of the two new methods lies in their ability to better exploit the given model structure. The methods developed in [3], [4] are more suitable for approximating parameterized models of very high order. The methods presented here can only solve problems of moderate order. On the other hand, they come with the already mentioned error bounds and with Hankel-like singular values which can be used to determine suitable approximation order, which is not available in [3], [4]. Hence, it appears the introduced methods are a valuable addition and bring new insight to the PMOR problem.

The main contribution of this paper is that we apply the theory of extended balanced truncation [9] to a PMOR problem. In [9], it was shown that by introducing extra slack variables in generalized balanced truncation (see [6], [10]) it is possible to improve the balanced truncation $\mathcal{H}_\infty$-norm error bound, and to enforce topological constraints in the reduced model. Here we note that the same slack variables can be used to strengthen available error bounds and approximation errors in PMOR. The idea of introducing extra slack variables in linear matrix inequalities (LMIs) was first presented in [11]. The original motivation for doing so was to compute Lyapunov functions for analysis and controller synthesis for parameter-varying systems, see [11]–[13]. Here we apply similar ideas to the PMOR problem.

The organization of the paper is as follows. In Section II, we introduce the parameter-varying systems. In Section III, different types of parameter-varying generalized Gramians are introduced, and convex optimization problems are proposed for their computation. In Section IV, we show how the parameter-varying Gramians can be used to obtain two new methods for model reduction, and study an example.

II. PARAMETER-VARYING LINEAR SYSTEMS

The parameter-varying linear systems we consider are in the form

$$G_\xi \begin{cases} 
  x(k+1) = A_\xi x(k) + B_\xi u(k) \\
  y(k) = C_\xi x(k) + D_\xi u(k)
\end{cases}$$

where $x(k) \in \mathbb{R}^n$, $u(k) \in \mathbb{R}^m$, $y(k) \in \mathbb{R}^p$, and $k \in \mathbb{Z}$ is the discrete-time variable. The admissible realizations belong to a convex bounded polyhedron given by

$$M_\xi = \begin{bmatrix} A_\xi & B_\xi \\
  C_\xi & D_\xi
\end{bmatrix} := \sum_{i=1}^{N} \xi_i \begin{bmatrix} A_i & B_i \\
  C_i & D_i
\end{bmatrix}, \quad \xi \in \Xi$$

where $A_i \in \mathbb{R}^{n \times n}$, $B_i \in \mathbb{R}^{n \times m}$, $C_i \in \mathbb{R}^{p \times n}$, $D_i \in \mathbb{R}^{p \times m}$

$$\Xi := \left\{ \xi : \xi \in \mathbb{R}^N, \sum_{i=1}^{N} \xi_i = 1, \xi_i \geq 0, i = 1, \ldots, N \right\}.$$ 

The parameter $\xi$ is assumed fixed in time, and for each $\xi$, $G_\xi$ has the transfer function

$$G_\xi(z) = F_u(M_\xi, z^{-1} I_n) := C_\xi (z I - A_\xi)^{-1} B_\xi + D_\xi$$
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where $z \in \mathbb{C}$. With $\|u\|_{[k_1,k_2]}$, we mean the 2-norm $\|u\|_{[k_1,k_2]} := \left( \sum_{k=k_1}^{k_2} u(k)^T u(k) \right)^{1/2}$. The induced 2-norm of $G_\xi$ over the time interval $[0,\infty)$ is equal to the $\mathcal{H}_\infty$-norm of $G_\xi(z)$, $\|G_\xi\|_\infty := \sup_{z \in \mathbb{C} \setminus \mathbb{D}} \sigma(G_\xi(z))$, see [14]. Here $\mathbb{D}$ is the closed unit disc in the complex plane $\mathbb{C}$. For input-output stable systems $G_\xi$ the norm $\|G_\xi\|_\infty$ is finite.

A seemingly direct approach to approximate (1) would be to solve the Lyapunov equations

$$
P(\xi) - A_\xi P(\xi) A_\xi^T - B_\xi B_\xi^T = 0,$$

$$Q(\xi) - A_\xi^T Q(\xi) A_\xi - C_\xi^T C_\xi = 0,$$

for the parameter-varying Gramians $P(\xi)$ and $Q(\xi)$ (assuming $\rho(A_\xi) < 1$), and then proceed by applying balanced truncation or Hankel-norm approximation (see [1],[2]). However, it is generally not possible to express the Gramians $P(\xi)$ and $Q(\xi)$ as simple functions of $\xi$, and the same thus holds for the resulting reduced-order model $\hat{G}(z, \xi)$. Hence, to apply this approach one would need to solve for the Gramians numerically for every choice of $\xi$, which can be very time consuming, or even impossible, if many different parameter choices $\xi \in \Xi$ are to be used.

In this paper, we will not pursue this direction but instead explore methods that generate generalized Gramians [6],[10] and extended Gramians [9] with a simpler, constant or affine, parameter dependence. Then we show how (when possible) to obtain $q$-th-order reduced models $\hat{G}_\xi$ ($q < n$) in the form

$$\hat{M}_\xi = \begin{bmatrix} \hat{A}_\xi & \hat{B}_\xi \\ \hat{C}_\xi & \hat{D}_\xi \end{bmatrix} = \sum_{i=1}^N \xi_i \begin{bmatrix} \hat{A}_i & \hat{B}_i \\ \hat{C}_i & \hat{D}_i \end{bmatrix}, \quad \xi \in \Xi$$

$$\hat{A}_i \in \mathbb{R}^{q \times q}, \quad \hat{B}_i \in \mathbb{R}^{q \times m}, \quad \hat{C}_i \in \mathbb{R}^{p \times q}, \quad \hat{D}_i \in \mathbb{R}^{p \times m}$$

$$\hat{G}_\xi(z) = \mathcal{F}_u(\hat{M}_\xi, z^{-1}I_q), \quad z \in \mathbb{C},$$

such that $\|\hat{G}_\xi - \hat{G}_\xi\|_\infty$ is guaranteed to be small for all $\xi \in \Xi$.

Remark 1: By $\boldsymbol{\xi}$ we mean that $\bullet$ can be expressed as a convex combination, $\boldsymbol{\xi} := \sum_{i=1}^N \xi_i \bullet, \xi \in \Xi$. If we use the notation $\bullet(\xi)$, we mean that $\bullet$ has a more complicated dependence on the parameter $\xi$.

### III. PARAMETER-VARYING GRAMIANS

It is well known that generalized balanced truncation and optimal $\mathcal{H}_\infty$-norm model reduction use generalized Gramians $P$ and $Q$ satisfying Lyapunov inequalities

$$P(\xi) - A_\xi P(\xi) A_\xi^T - B_\xi B_\xi^T > 0, \quad P(\xi) > 0, \quad (3)$$

$$Q(\xi) - A_\xi^T Q(\xi) A_\xi - C_\xi^T C_\xi > 0, \quad Q(\xi) > 0, \quad (4)$$

where $P(\xi) \in \mathbb{R}^{n \times n}$ and $Q(\xi) \in \mathbb{R}^{n \times n}$ are assumed to be symmetric (see [10]). These LMIs are solvable iff $\rho(A_\xi) < 1$. Before discussing how to solve (3)-(4), we note that the LMIs can be extended by introducing extra slack variables $R$ and $S$, see [11]. The corresponding extended Lyapunov inequalities are given by

$$\begin{bmatrix} P(\xi) & A_\xi R(\xi) & B_\xi \\ R(\xi)^T A_\xi^T & R(\xi) + R(\xi)^T - P(\xi) & 0 \\ B_\xi^T & 0 & I \end{bmatrix} > 0, \quad (5)$$

$$\begin{bmatrix} S(\xi) + S(\xi)^T & Q(\xi) & A_\xi^T S(\xi)^T \\ Q(\xi)^T & 0 & C_\xi^T \\ A_\xi & C_\xi & I \end{bmatrix} > 0, \quad (6)$$

with extended controllability Gramian $(P,R)$ and extended observability Gramian $(Q,S)$ [9]. Note that $R(\xi) \in \mathbb{R}^{n \times n}$ and $S(\xi) \in \mathbb{R}^{n \times n}$ are not necessarily symmetric matrices.

The following proposition is a reformulation of a result in [9], and is an application of ideas first presented in [11]. The proposition motivates why we call $R$ and $S$ slack variables.

Proposition 1: (Based on [9],[11]) Suppose $\xi \in \mathbb{R}^N$ is fixed, $P(\xi), Q(\xi) \in \mathbb{R}^{n \times n}$ are symmetric, and $R(\xi), S(\xi) \in \mathbb{R}^{n \times n}$. Then the following holds:

(i) If $P(\xi)$ satisfies (3), then there exists an $R(\xi)$ such that $P(\xi)$ and $R(\xi)$ satisfy (5). Conversely, if $P(\xi)$ and $R(\xi)$ satisfy (5), then $P(\xi)$ satisfies (3).

(ii) If $Q(\xi)$ satisfies (4), then there exists an $S(\xi)$ such that $Q(\xi)$ and $S(\xi)$ satisfy (6). Conversely, if $Q(\xi)$ and $S(\xi)$ satisfy (6), then $Q(\xi)$ satisfies (4).

In [9], the extended Gramians were used to improve error bounds for balanced truncation. Here, we will instead exploit that there are no products of the type $A_\xi P(\xi)$ or $A_\xi^T Q(\xi)$ in (5) and (6). This observation has been used for parameter-varying controller synthesis in, for example, [12],[13].

Next, two methods for computing generalized Gramians $P(\xi)$ and $Q(\xi)$, valid for all $\xi \in \Xi$, are presented.

A. Computing Constant Generalized Gramians

The first simple idea is to search for constant generalized Gramians

$$P(\xi) = P, \quad Q(\xi) = Q,$$

that satisfy (3) and (4) for all $\xi \in \Xi$. If we assume the system $G_\xi$ is quadratically stable [11], such Gramians exist. In fact, it can be verified using Schur complements and linearity that it is enough to satisfy the LMIs at the corners of the convex polyhedron $M_\xi$. Thus we propose the following semidefinite programs to be solved.

$$\begin{align*}
\text{minimize}_{P} & \quad \text{trace}(P) \\
\text{subject to} & \quad P - A_i P A_i^T - B_i B_i^T > 0, \quad i = 1, \ldots, N \\
& \quad P > 0
\end{align*}$$

(8)

$$\begin{align*}
\text{minimize}_{Q} & \quad \text{trace}(Q) \\
\text{subject to} & \quad Q - A_i^T QA_i - C_i^T C_i > 0, \quad i = 1, \ldots, N \\
& \quad Q > 0
\end{align*}$$

(9)

We denote the optimal solutions (since they exist by the assumption of quadratic stability) by $P^*$ and $Q^*$. The reason we minimize the traces of the Gramians is to obtain unique solutions, and because “small” generalized Gramians are more useful. But one could consider to minimize other convex objective functions as well.
Remark 2: To use constant generalized Gramians to reduce LPV and uncertain systems has certainly been used before, see, for example, [5], [6], [8]. Here we include this method for comparison.

B. Computing Affine Generalized Gramians

We now relax the assumption (7) and search for affine generalized Gramians in the form

\[ P(\xi) = P_{\xi} = \sum_{i=1}^{N} \xi_i P_i, \quad Q(\xi) = Q_{\xi} = \sum_{i=1}^{N} \xi_i Q_i, \]  

(10)

for all \( \xi \in \Xi \). Directly inserting these relations into (3) and (4) unfortunately leads to non-convex problems due to the products \( A_\xi P_\xi \) and \( A_\xi^T Q_\xi \). One could try to solve these non-convex problems using various relaxation techniques, for example those found in [15] or [16]. The idea of this paper is instead to use (5)–(6), and Proposition 1. In order to obtain a convex problem, we impose that the slack variables should be constant,

\[ R(\xi) = R, \quad S(\xi) = S, \quad \forall \xi \in \Xi. \]  

(11)

As before, due to linearity, it is enough to solve the (extended) LMIs in the corners of \( M_\xi \). We propose the following semidefinite programs:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} \text{trace}(P_i) \\
\text{subject to} & \quad \begin{bmatrix} P_i & A_i R & B_i \\ R^T A_i^T & R + R^T - P_i & 0 \\ B_i^T & 0 & I \end{bmatrix} > 0, \\
& \quad P_i \preceq P^*, \quad i = 1, \ldots, N
\end{align*}
\]

(12)

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} \text{trace}(Q_i) \\
\text{subject to} & \quad \begin{bmatrix} S + S - Q_i & S A_i & 0 \\ A_i^T S^T & Q_i & C_i^T \\ 0 & C_i & I \end{bmatrix} > 0, \\
& \quad Q_i \preceq Q^*, \quad i = 1, \ldots, N.
\end{align*}
\]

(13)

From the optimal solutions \( P^*_{\xi} \) and \( Q^*_{\xi} \) we construct affine Gramians, denoted by

\[ P^*_\xi := \sum_{i=1}^{N} \xi_i P_i^*, \quad Q^*_\xi := \sum_{i=1}^{N} \xi_i Q_i^*. \]  

(14)

It follows from (12)–(13) that \( P^*_\xi > 0 \) and \( Q^*_\xi > 0 \) for all \( \xi \in \Xi \). Note also that by Proposition 1, the affine Gramians \( P^*_\xi \) and \( Q^*_\xi \) satisfy (3)–(4). The affine Gramians are "better" than the constant Gramians in Section III-A in the sense that

\[ P^*_\xi \preceq P^*, \quad Q^*_\xi \preceq Q^*, \quad \forall \xi \in \Xi, \]  

(15)

due to the constraints \( P_i \preceq P^* \), \( Q_i \preceq Q^* \), and (14). In fact, these constraints are only included to ensure the affine Gramians are better when \( G_\xi \) is quadratically stable [11].

If the system is not quadratically stable, the LMIs (12) and (13) may still be feasible if \( P_i \leq P^* \) and \( Q_i \leq Q^* \) are dropped. Hence, extended Gramians may exist and could be used to reduce systems that are not quadratically stable. We have here chosen to minimize the sum of the traces of \( P^* \) and \( Q^* \) to ensure the Gramians are small everywhere. One could consider other convex objective functions and constraints which would force the Gramians to be uniformly small. This is an interesting topic for future research.

One reason small generalized and extended Gramians are desirable is because they provide tighter bounds on observability and reachability as formalized in the following proposition.

Proposition 2: Suppose \( P^* \), \( Q^* \), \( P^*_\xi \), and \( Q^*_\xi \) as defined above exist, and that the system \( G_\xi \), for a fixed \( \xi \in \Xi \), is released from the state \( x(0) \). Then the following holds for \( 0 \leq k \leq \infty \):

(i) If the input is \( u(i) = 0 \), \( 0 \leq i \leq k \), the output signal energy is bounded as

\[ x(k+1)^T Q^*_\xi x(k+1) + \|y\|^2_{[0,k]} \leq x(0)^T Q^*_\xi x(0) \]

(ii) For arbitrary inputs \( u(k) \), the set of reachable states \( x(k) \) are bounded as

\[ x(k+1)^T (P^*)^{-1} x(k+1) \leq x(k+1)^T (P^*_\xi)^{-1} x(k+1) \leq \|u\|^2_{[0,k]} + x(0)^T (P^*)^{-1} x(0). \]

C. Computing Extended Gramians

In Section III-B the extended LMIs (5)–(6) were used to compute affine generalized Gramians. But in [9] it was shown that the slack variables \( R \) and \( S \) themselves can be used to reduce models. Therefore, we propose the following semidefinite programs, which are slightly modified versions of (12) and (13).

\[
\begin{align*}
\text{minimize} & \quad \text{trace}(R) \\
\text{subject to} & \quad \begin{bmatrix} P_i & A_i R & B_i \\ R^T A_i^T & R + R^T - P_i & 0 \\ B_i^T & 0 & I \end{bmatrix} > 0, \\
& \quad P_i \preceq R^*, \quad i = 1, \ldots, N
\end{align*}
\]

(16)

\[
\begin{align*}
\text{minimize} & \quad \text{trace}(S) \\
\text{subject to} & \quad \begin{bmatrix} S + S - Q_i & S A_i & 0 \\ A_i^T S^T & Q_i & C_i^T \\ 0 & C_i & I \end{bmatrix} > 0, \\
& \quad Q_i \preceq S^*, \quad i = 1, \ldots, N
\end{align*}
\]

(17)

We denote the optimal solutions by \( R^* \) and \( S^* \) (which exist if (12)–(13) are feasible), and note that \( R^* \preceq P^* \) and \( S^* \preceq Q^* \).

IV. PARAMETERIZED MODEL ORDER REDUCTION

Three sets of Gramian(-like) matrices have been introduced: \((P^*, Q^*), (P^*_\xi, S^*_\xi), \) and \((R^*, S^*). \) Each set gives rise to a parameterized model-reduction procedure with \textit{a priori}...
error bounds. This will be explained next, and a comparison on an example is presented in Section IV-B.

Let us consider constant state coordinate transformations $\tilde{x} = T x$ of $G_\xi$, where $T$ is invertible. One can show [9] that under such transformations, the solutions to (8)–(9) and (16)–(17) transform as

$$
\begin{align*}
\tilde{P}^* &= T P^* T^T, & \tilde{R}^* &= T R^* T^T, \\
\tilde{Q}^* &= T^{-T} Q^* T^{-1}, & \tilde{S}^* &= T^{-T} S^* T^{-1}.
\end{align*}
$$

(18)

For the affine Gramians $P_\xi^*$ and $Q_\xi^*$ it is more natural to consider parameterized transformations $\tilde{x} = T(\xi)x$ and then

$$
\tilde{P}(\xi)^* = T(\xi) P_\xi^* T(\xi)^T, \quad \tilde{Q}(\xi)^* = T(\xi)^{-T} Q_\xi^* T(\xi)^{-1}.
$$

The eigenvalues of the Gramian products are coordinate independent as stated next.

**Lemma 1:** The eigenvalues

$$
\begin{align*}
\sigma_i &= \sqrt{\lambda_i(P_\xi^* Q_\xi^*)}, \\
\sigma_{e,i} &= \sqrt{\lambda_i(R_\xi^* S_\xi^*)},
\end{align*}
$$

are non-negative real numbers (each sorted in decreasing order), and are invariant under transformations $\tilde{x} = T x$.

Note that the eigenvalues $\sigma_i(\xi)$ (along with $\tilde{P}(\xi)^*$ and $\tilde{Q}(\xi)^*$) are generally not affine in $\xi$, as indicated by the notation (see Remark 1). Furthermore, the eigenvalues have the following property.

**Theorem 1:** The eigenvalues in Lemma 1 satisfy the bounds

$$
\sigma_{e,i} \leq \sigma_i \leq \sigma_{e,i}, \quad \text{for } i = 1, \ldots, n \text{ and all } \xi \in \Xi.
$$

**Proof:** The eigenvalues $\sigma_{e,1}$ and $\sigma_1$ can be expressed as generalized Rayleigh quotients,

$$
\begin{align*}
\sigma_{e,1} &= \lambda_1(R_\xi^* S_\xi^*) = \max_x \frac{x^T S^* x}{x^T (R_\xi^*)^{-1} x} \\
&\leq \max_x \frac{x^T Q_\xi^* x}{x^T (P_\xi^*)^{-1} x} = \sigma_1,
\end{align*}
$$

since $R_\xi^* \preceq P_\xi^*$ and $S_\xi^* \preceq Q_\xi^*$. Corresponding bounds can be established for $\sigma_{e,2}, \sigma_{e,3}, \ldots$, and for $\sigma_i(\xi)$ using the Courant–Fischer min-max principle.

Just as in regular balanced truncation, see for example [14], we can find transformations to balance the Gramians. In these coordinates the eigenvalues end up on the diagonals,

$$
\begin{align*}
T_1 P_1^* T_1^T &= T_1^{-T} Q_1^* T_1^{-1} \\
&= \Sigma := \text{diag} \{\sigma_1, \ldots, \sigma_n\}, \\
T_2 R_2^* T_2^T &= T_2^{-T} S_2^* T_2^{-1} \\
&= \Sigma_e := \text{diag} \{\sigma_{e,1}, \ldots, \sigma_{e,n}\}, \\
T_3(\xi) P_3(\xi)^* T_3(\xi)^T &= T_3(\xi)^{-1} Q_\xi^* T_3(\xi)^{-1} \\
&= \Sigma(\xi) := \text{diag} \{\sigma_1(\xi), \ldots, \sigma_n(\xi)\}.
\end{align*}
$$

Let us first apply balanced truncation using $(P_\xi^*, Q_\xi^*)$ and $(R_\xi^*, S_\xi^*)$ since this is done with constant transformations $T_1$ and $T_2$, respectively. The realization of $G_\xi$ under the coordinate transformations $T_j$ ($j = 1, 2$) becomes

$$
\tilde{M}_{\xi,j} = \begin{bmatrix} \tilde{A}_{\xi,j} & \tilde{B}_{\xi,j} \\ \tilde{C}_{\xi,j} & D_\xi \end{bmatrix} := \sum_{i=1}^N \xi_i \begin{bmatrix} T_{j-1}^{-1} A_j T_j & T_{j-1}^{-1} B_j \\ C_j T_j & D_j \end{bmatrix}.
$$

Also introduce the partition

$$
\begin{align*}
\tilde{A}_{\xi,j} &= \begin{bmatrix} A_{\xi,j}^{11} & A_{\xi,j}^{12} \\ A_{\xi,j}^{21} & A_{\xi,j}^{22} \end{bmatrix}, & \tilde{B}_{\xi,j} &= \begin{bmatrix} B_{\xi,j}^{1} \\ B_{\xi,j}^{2} \end{bmatrix}, & \tilde{C}_{\xi,j} &= \begin{bmatrix} C_{\xi,j}^{11} \\ C_{\xi,j}^{21} \end{bmatrix}^T, \\
A_{\xi,j}^{11} &\in \mathbb{R}^{q \times q}, & B_{\xi,j}^{1} &\in \mathbb{R}^{q \times m}, & C_{\xi,j}^{1} &\in \mathbb{R}^{q \times q},
\end{align*}
$$

where $q < n$ will correspond to the order of the reduced model. We can truncate the lower/right block elements of the realization $\tilde{M}_{\xi,j}$ to obtain a $q$-order realization

$$
\hat{M}_{\xi,j} = \begin{bmatrix} \tilde{A}_{\xi,j}^{11} & \tilde{B}_{\xi,j}^{1} \\ \tilde{C}_{\xi,j}^{11} & D_{\xi,j} \end{bmatrix} = \sum_{i=1}^N \xi_i \begin{bmatrix} \tilde{A}_{\xi,j}^{11} & \tilde{B}_{\xi,j}^{1} \\ \tilde{C}_{\xi,j}^{11} & D_{\xi,j} \end{bmatrix}.
$$

Note that the realization of the resulting reduced-order model

$$
\tilde{G}_{\xi,j}(z) = F_n(\hat{M}_{\xi,j}, z^{-1} I_q)
$$

is still affine in the parameters $\xi$, just as for the original model $G_\xi$. Hence, it is easy to compute $\hat{M}_{\xi,j}$ offline, and to construct the desired model $\tilde{G}_{\xi,j}$ whenever the actual parameter $\xi$ is known or changes.

The reduced-order model resulting from $(P_\xi^*, S_\xi^*)$ is more complicated due to the balancing transformation $T_3(\xi)$, which is parameter varying. The balanced realization becomes

$$
\hat{M}_3(\xi) = \sum_{i=1}^N \xi_i \begin{bmatrix} T_3(\xi)^{-1} A_i T_3(\xi) & T_3(\xi)^{-1} B_i \\ C_i T_3(\xi) & D_i \end{bmatrix},
$$

and its truncated version

$$
\hat{M}_3(\xi) = \begin{bmatrix} \tilde{A}_{\xi,j}^{11} & \tilde{B}_{\xi,j}^{1} \\ \tilde{C}_{\xi,j}^{11} & D_{\xi,j} \end{bmatrix} \in \mathbb{R}^{(q+p) \times (q+m)},
$$

is generally no longer affine in $\xi$. The reduced-order model becomes

$$
\hat{G}_3(\xi, z) = F_n(\hat{M}_3(\xi), z^{-1} I_q)
$$

$$
= \hat{C}_3(\xi)(zI - \hat{A}_{\xi,j}^{11})^{-1} \tilde{B}_{\xi,j}^{1} + D_{\xi},
$$

for every new $\xi$, one needs to compute $T_3(\xi)$ from $P_\xi^*$ and $Q_\xi^*$, then construct $\hat{M}_3(\xi)$ and truncate it, which is significantly more computationally expensive than constructing $\tilde{G}_{\xi,1}$ and $\tilde{G}_{\xi,2}$. On the other hand, the coordinates in $\hat{G}_3(\xi)$ depend on $\xi$ and one may expect better approximations. That this often indeed is the case is shown in the example.

A. A Priori Error Bounds

Three different reduced-order models have been proposed. The following theorem shows that all of them are endowed with a priori error bounds. Also, the error bounds procured from the extended LMIs (3)–(4) give better bounds.

**Theorem 2:** The reduced-order parameter-varying systems defined above satisfy the a priori error bounds

$$
\begin{align*}
\|G_\xi - \tilde{G}_{\xi,1}\|_\infty &\leq 2 \sum_{i=q+1}^n \sigma_i =: \delta_1(q), \\
\|G_\xi - \tilde{G}_{\xi,2}\|_\infty &\leq 2 \sum_{i=q+1}^n \sigma_{e,i} =: \delta_2(q), \\
\|G_\xi - \hat{G}_3(\xi)\|_\infty &\leq 2 \sum_{i=q+1}^n \sigma_i(\xi) =: \delta_3(q, \xi).
\end{align*}
$$
Furthermore, it holds that $\delta_2(q) \leq \delta_1(q)$ and $\delta_3(q, \xi) \leq \delta_1(q)$, for all $\xi \in \Xi$ and $q = 0, \ldots, n - 1$.

Proof: The error bounds for $\hat{G}_{\xi,1}$ and $\hat{G}_{3}(\xi)$ are relatively standard, because these models are obtained from balancing generalized Gramians. Hence, for each $\xi$, we can apply the bound obtained in for example [6] or [10]. That $\delta_3(q, \xi)$ is smaller than $\delta_1(q)$ follows immediately from Theorem 1.

The bound on $\hat{G}_{\xi,2}$ follows from an application of a result in [9]: Note that the constant slack variables $R^*$ and $S^*$ by construction satisfy the extended Lyapunov inequalities (5) and (6) for all $\xi \in \Xi$. Hence, for all fixed $\xi \in \Xi$ we can apply the error bound [9, Theorem 2] using $R^*$ and $S^*$, and after balancing and truncation the bound follows. That $\delta_2(q)$ is smaller than $\delta_1(q)$ follows immediately from Theorem 1.

The error bounds for the reduced models based on the extended LMI (s $\hat{G}_{\xi,2}, \hat{G}_{3}(\xi)$) are smaller than the bound for the more traditional reduced model $\hat{G}_{\xi,1}$, hence proving their worth. However, in particular choices of $\xi$, it may happen that the actual approximation error is smaller for $\hat{G}_{\xi,1}$. (This appears to be rare though.) Note also that the error bounds $\delta_1(q)$ and $\delta_2(q)$ are uniform in $\xi$, whereas $\delta_3(q, \xi)$ varies with $\xi$. Thus it may make sense to vary the model order $q$ based on the bound in the latter case. Finally, one may wonder if $\delta_3(q, \xi) \leq \delta_2(q)$ (or vice versa). This generally does not hold, as seen next.

B. Example

Consider the parameter-varying linear system $G_{\xi}$ with realization

$$A(\alpha) = \begin{pmatrix} 0.8 & -0.25 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0.8\alpha & -0.5\alpha & 0.2 & 0.03 + \alpha \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad |\alpha| < \gamma$$

$$B(\beta) = \begin{pmatrix} 0 \\ 0 \\ 1 - \beta \\ 0 \end{pmatrix}, \quad 0 \leq \beta \leq 1$$

$$C = \begin{pmatrix} 1 & 0 & 0 & 0 \end{pmatrix}, \quad D = 0$$

where $A(\alpha)$ and $B(\beta)$ are taken from [11]. It is shown in [11] that $G_{\xi}$ is quadratically stable for $|\alpha| < \gamma = 0.4619$ (and stable for $\gamma = 0.4619$). In the following, we will use $|\alpha| \leq 0.4$ or $|\alpha| \leq 0.04$. In the first case, we are thus close to the limit of being quadratically stable, and the four corners of the convex polyhedron $M_{\xi}$ are $M_1 = [A^{-0.4} B(0)] C$ $M_2 = [A^{-0.4} B(0)] C$, $M_3 = [A^{0.4} B(0)] C$, and $M_4 = [A^{0.4} B(0)] C$. We next reduce the order from four ($n = 4$) to two ($q = 2$) by applying the three proposed reduction methods, and also apply normal balanced truncation for some values of $\xi$ for comparison. To solve the involved semidefinite programs, SeDuMi [17] and YALMIP [18] are used.

In Fig. 1, the actual approximation errors are shown along two parameter paths in the set $M_{\xi}$. In Path 1 (which actually is representative of most paths in $M_{\xi}$ encountered in this study) we see that for most $\xi$, $\hat{G}_{3}(\xi)$ (+) is the best approximation, followed by $\hat{G}_{\xi,2}$ (×), and then by $\hat{G}_{\xi,1}$ (○). This is the expected result from the error bound analysis and because $\hat{G}_{\xi,3}(\xi)$ has more degrees of freedom given the affine Gramians. But note that for certain $\xi$ it may happen that $\hat{G}_{\xi,1}$ is best even if it was only rarely observed in this study. One can also note that the approximation error increases fast for $\hat{G}_{\xi,1}$ as $\xi_4 \rightarrow 1$. An explanation is that we have chosen the region $|\alpha| \leq 0.4$, which is close to the quadratic stability limit. Thus, the LMI’s (8)–(9) are close to being infeasible. The extended LMI’s (12)–(13) and (16)–(17) are feasible in the entire stability region $|\alpha| < 0.4619$ on the other hand (deleting the constraints involving $P^*$ and $Q^*$), as shown in [11]. This provides an explanation as to why the corresponding approximations are better behaved. To summarize, the approximation $\hat{G}_{3}(\xi)$ is best, but it has a more complicated realization than $\hat{G}_{\xi,2}$ and $\hat{G}_{\xi,1}$.

It can also be noted that normal balanced truncation (□ in Fig. 1) is best in the points where it is applied. But
this is expected, since normal balanced truncation tries to approximate just a single model \(G_ξ\) for one \(ξ\) and not an entire model set \(G_ξ\) for all \(ξ \in \mathbb{Z}\). The reason for including these points is just to see how far off the parameter-varying techniques are from good point-wise approximations.

As can be seen in Path 1, the reduced model \(\hat{G}_3(ξ)\) based on affine Gramians is typically not too far off the point-wise approximations. However, as seen in Path 2 at \(ξ_3 = 0.5\) this is not always the case. At this point, the realization of \(G_ξ\) is non-minimal and has McMillan degree two. Normal balanced truncation can exploit this and removes the non-minimal states, whereas the parameter-varying methods apparently cannot. The reason is that the parameter-varying-balance coordinate transformations are restricted by the chosen class of generalized Gramians. But Path 2 was an exceptional path in this study, and Path 1 is more representative among the parameter paths seen. Path 2 is nevertheless interesting since it shows a case where the introduced methods do not perform as well, and it would be interesting to study it further.

Next, the set of allowable models is shrunken by putting \(|α| \leq 0.04\) (a factor 10 smaller than before). The approximation errors and the error bounds from Theorem 2 are shown in Fig. 2. Two interesting aspects can be noted: First of all, the actual approximation errors of all methods improve, and become comparable. Second, the error bounds of course satisfy Theorem 2, but it is seen that it may happen for some \(ξ\) that \(δ_3(ξ, q) > δ_2(q)\).

From the example we see that with high likelihood and for randomly selected \(ξ\), \(G_3(ξ)\) is the best approximation, followed by \(\hat{G}_{ε,2}\), and then by the more traditional \(G_{ε,1}\). What can be said with certainty is that the error bounds are as good as, or better, for \(G_{ε,2}\) and \(\hat{G}_3(ξ)\). The extended LMIs have thus proved their value also for PMOR.

V. CONCLUSIONS

Two new methods for solving the PMOR problem have been presented. The methods employ extended Lyapunov inequalities and their slack variables to obtain parameterized and extended Gramians through standard convex optimization techniques. These Gramians are shown to improve both actual approximation errors and error bounds.
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