Abstract—This paper presents a floor segmentation algorithm for indoor sequences that works with single grey-scale images. The portion of the floor closest to the camera is segmented by judiciously joining a set of horizontal and vertical lines, previously detected. Since the proposed method is not based on computing the vanishing point, the system can deal with any kind of indoor scenes and adapts quickly to camera movements.

A second contribution is the detection of moving features for points within the segmented floor area. Based on the estimated camera ego-motion, the ground plane homography is derived. Then, the expected optical flow for the ground points is calculated and used for rejecting features that belong to moving obstacles. A key point of the designed method is that no restrictions on the camera motion are imposed for the homography derivation.

I. INTRODUCTION

Segmenting the floor is a challenging problems in image processing and has a wide range of applications in the engineering field [1], [2]. Specular reflections and textured floors are the main difficulties faced by floor segmentation algorithms [3]. Besides, accurate approaches must deal with changes in the illumination and structure of the scene [4].

In mobile robot navigation systems, visual-based techniques are replacing historical schemes due to their simplicity and low cost. Such systems need to recognize the structure of the scene and avoid both static and moving obstacles. Therefore, floor segmentation, moving objects detection, and obstacle removal become significant tasks for guiding the robot within an environment [5], [6].

Floor segmentation is also becoming interesting to be used in ground plane-based camera ego-motion estimation in vision-aided inertial navigation systems (INS), such as [7] and [8]. Although the motion estimation in these methods is based on the ground plane features, they do not specifically address the problem of floor detection. The designed method has been conceived to be integrated into the INS presented in [9].

A. Related work

During the past years, a large amount of work related to obstacle avoidance and ground plane detection has been done (e.g., [10], [11]). Regarding single camera techniques, Wang et al. [12] presented a region-based method that provides a local obstacle map at high resolution in real-time. In [13], a homography-based technique is introduced to estimate the ground plane normal. Then, the floor is detected by computing plane normals from motion fields in image sequences. However, these methods are restricted to static environments. On the other hand, there are also many methods in the literature focused on outdoor environments and detection of moving vehicles [14], [15]. In [16], the background motion is estimated and compensated using an affine transform, while [17] takes advantage of knowing the camera ego-motion and exploits spatial constraints to detect the motion in a second step. Odometric information is used by Braillon et al. [18] to model the expected motion of the points on the ground plane. The location of the moving obstacles is determined by the points that do not follow this model.

However, to the best of our knowledge, only few methods specifically face the problem of floor segmentation (e.g., [2], [4]). The most similar approach to the one presented in this paper was implemented by Li and Birchfield [3]. They designed a technique, applied to single color images, that combines three visual cues for evaluating the likelihood of horizontal intensity edges to be part of the wall-floor boundary. Since their algorithm computes the vanishing point, it is restricted to typical corridor scenes and adapts slowly to camera movements.

B. Approach overview

Unlike other single image methods, such as [3], our proposed system works with grey-scale images and does not require to compute the vanishing point. Consequently, it adapts faster to changes in camera motion and is able to deal with all types of indoor scenes. A floor polyline is defined, containing the wall-floor and floor-obstacles boundaries. In order to draw this polyline, an acute way of joining the most important lines from an edge detector is applied. Finally, a mask describing the floor area is generated. A relevant attribute of our new approach is that only the boundaries below the half image are considered, assuming that a sufficient part of the floor with enough feature points is within this region.

After segmenting the floor, feature extraction and matching is performed between consecutive frames. Based on the estimated ego-motion of the camera, the homography matrix for the ground plane is calculated. In contrast to [18], which is restricted to forward motion, the homography in our method is derived for general motion and rotation of the camera. Then, the expected optical flow is computed for features within the floor mask at the current frame. Moving features are detected
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II. FLOOR SEGMENTATION ALGORITHM

As shown in Fig. 1, the proposed method is divided into three main blocks: 1) edge and line detection, 2) floor polyline sketching and 3) floor mask generation. In this section, the three parts are discussed.

A. Edge and Line Detection

The first block of our algorithm consists of detecting, identifying and describing the main lines of the image, which define the structure of the scene. The detected lines are divided into two groups: horizontal and vertical.

First of all, the Canny edge detector [19] is applied to detect the edges from the given picture (see Fig. 2b). Then, a list of all the points belonging to every edge is generated from the Canny mask. Due to real world noisy conditions, short spurious edges that are not important regarding the scene structure description might appear. Thus, edges shorter than 60 pixels are removed at this point. Since the algorithm to draw the floor polyline requires straight vertical and horizontal lines, each edge is fitted into a set of straight segments. In order to prune and classify the line segments, the Hough transform is applied [20]. In the transformed domain, line segments are divided into two sets: vertical \((\text{listV})\) and horizontal \((\text{listH})\). Based on the tested sequences, a slope range to classify the line segments is determined. A line is classified as vertical if its slope is within \(\pm 10^\circ\) of the vertical direction. Horizontal segments are given a wider slope range: \(\pm 65^\circ\) of the horizontal direction. The rest of the lines are rejected.

In ground plane-based ego-motion estimation approaches, the ground features closest to the camera have the main contribution to the motion estimation. Since our method is designed for such applications, it is not supposed to segment the whole floor, but only a sufficient part that is the closest to the camera. Hence, lines above the half of the image will not be taken into account, reducing the computational cost of the algorithm. Applying the half image constraint entails:

- Vertical lines whose bottom points lie above it are removed.
- Vertical lines with both top and bottom points below it are removed.
- Horizontal lines whose beginning and ending points lie above it are removed.
- Horizontal lines with just one beginning/ending point below it are cut. The new beginning/ending point is set at the point of the line that corresponds to the \(y\) coordinate value equal to one half of the height of the image.

B. Floor Polyline Sketching

A polyline representing the wall-floor and floor-obstacles boundaries at the bottom half image is drawn by judiciously joining lines from the two lists defined in Section II-A. Knowledge of the height and orientation of the camera, as well as typical structure of indoor scenes and geometric constraints are taken into account to select which lines to use. The main idea is to draw a polyline, from left to right, connecting the endings of the horizontal and vertical lines one progressively encounters.

For every iteration in the main algorithm (see Fig. 3), the first step is to find which point, within \(\text{listH}\) and \(\text{listV}\), is most to the left. While there is still some element in any list, the line that has its beginning point (in the case of horizontal lines) or its bottom point (in the case of vertical lines) most to the left is selected. During all the procedure, the coordinates of the last point of the line segment that is being drawn are stored \((\text{lastX}, \text{lastY})\).

When a vertical line is chosen, its bottom point is directly used for drawing the floor polyline. However, in order to
avoid the effect of spurious edges that might appear because of textured floors or specular reflections, three conditions are checked when a horizontal line is selected. At least one of these conditions must be satisfied to consider the horizontal line as a segment of the floor polyline. The two first ones are related to how the wall-floor boundary should look like, while the third one is to ensure obstacle detection. The first condition arises because horizontal lines that are part of the wall-floor boundary are expected to be long. Due to the height and the orientation of the camera, they are also expected to describe a certain angle with respect to the vertical direction, which fulfills the requirements of the second condition. For possible obstacles, both the horizontal line of its base and the vertical lines of its edges are detected, so the third condition holds.

When all the lines have been analyzed, the last considered point is joined with the right corner of the image by a horizontal straight line, giving the final floor polyline. If no line has been used so far, the whole bottom part of the image is assumed to be part of the ground. Consequently, the floor polyline becomes a straight horizontal line at one half of the height of the image.

C. Floor Mask Generation

A first version of the mask is generated by setting the pixels below the polyline to white. The rest of the pixels in the image remain in black. The area of the floor region is computed by summing-up the number of white pixels within the mask $N_{pix_t}$. In order to avoid sudden changes that might reduce dramatically the floor area, $N_{pix_t}$ is compared with the area defined by the mask at the previous frame $N_{pix_{t-1}}$. If the new area is more than 30% smaller than the area of the floor region at the previous frame $N_{pix_t} < 0.7N_{pix_{t-1}}$, the method keeps the same floor polyline and the same mask as the previous frame. Real obstacles do not appear fast enough in order to reduce more than 30% of the region of the floor from one frame to the next one. On the contrary, changes in the illumination of the scene or textured floors can cause this effect and the system must ignore them.

III. Moving Features Detection

Although moving objects with well-defined edges are rejected by the floor mask, irregular moving obstacles, such as feet, might partially lie within the mask. To avoid selecting features belonging to moving obstacles, a moving features detection method for features inside the mask has been designed. After establishing feature correspondences between consecutive frames, the expected optical flow of the ground points is compared with the real motion of each feature correspondence in order to detect moving features. Using the provided camera ego-motion estimation from [9], the homography matrix $H$ for the ground plane is derived following a similar procedure as the one presented in [18]. Then, the expected optical flow $\vec{f}(u,v)$ is computed from $H$, only for the feature correspondences inside the floor mask at the current frame. The proposed solution in [18] is derived for the specific case where the orientation of the camera relative to the ground is fixed and the motion is straight forward. In contrast to their method, here the derivation of $H$ is generalized. The details of this derivation are given in the Appendix.

A. Feature Pruning

In the first step, features are removed if their optical flow vector and their correspondence vector angles differ more than a certain threshold. For the tested pairs of frames, this threshold is heuristically set to $20^\circ$. Mismatches and features with a significant different motion direction from the motion of the camera are removed right at this point. In order to prune remaining moving features, a similarity value is calculated.

Fig. 3. Flowchart of the Floor Polyline Sketching algorithm.

Fig. 4. Floor polyline and mask generation. (a) Original image. (b) Lines used to define the floor polyline. (c) Final floor polyline. (d) Final floor mask.
To begin with, the intensity difference between every feature in the current frame and its expected position in the previous image is computed. This difference value is defined as the sum of squares differences (SSD) within a neighborhood region around the two positions:

\[ D = \sum_{(u,v) \in W} [I_t(u+i, v+j) - I_{t-\Delta t}(\bar{u}+i, \bar{v}+j)]^2 \]  \hspace{1cm} (1)

where \( I_t(u,v) \) is the intensity value of a feature at \((u,v)^T\) in the current frame and \( I_{t-\Delta t}(\bar{u}, \bar{v}) \) is the intensity value of the feature in the previous image \((\bar{u}, \bar{v})^T = (u, v)^T - \Delta t \bar{f}(u,v)^T\).

For the tested pairs of frames, the neighborhood window size is set to 9x9, which reaches a good compromise between performance and computational time. Assuming constant illumination, \( D \) tends to zero for features on the ground, while it has greater values for features belonging to moving obstacles. Then, a similarity value for every match is defined as \( 1 - D \), where \( \bar{D} \) is the normalized difference. This implies that the similarity is between 0 and 1, giving an idea of the likelihood of each feature correspondence to be part of the ground. Finally, the similarity value is thresholded and all features whose similarity value is below a threshold are removed. This parameter regulates the amount of features that are rejected and can be optimized at every frame. For the tested sequences, it is set to 0.7, which shows a good performance (see Fig. 5).

IV. EXPERIMENTAL RESULTS

The implemented algorithms have been tested using several forward-looking sequences reflecting typical indoor scenes challenges, such as specular reflections or textured floors. An AVT Guppy monochrome camera was used, which generated images with a resolution of 752x480 pixels, 8 bits and 10Hz. It was rigidly mounted at the top of a trolley, at 85cm height, and shifted 25° towards the floor to maximize the floor area below the half of the image. Examples of the recorded sequences as well as the floor segmentation output videos for all the tested sequences are available at the YouTube channel [21].

In order to quantitatively evaluate the performance of the floor segmentation algorithm, the following test was carried out. Up to 500 random frames from the set of recorded sequences were manually labeled yielding a ground truth wall-floor and floor-obstacles boundary at the bottom half part of the image. The error of the algorithm is defined as the percentage of the area of the difference, between the ground truth and the estimated polyline, with respect to the total area of the ground truth floor. This difference can be computed as the sum, over all the columns in the image, of the difference between the \( y \) coordinates of the ground truth and the estimated polyline as:

\[ err = \frac{\sum_{x} |\hat{y}(x) - y_{GT}(x)|}{N_{pix_{GT}}} \]  \hspace{1cm} (2)

Fig. 6 depicts the probability density function of \( err \) over all the labeled frames. Notice that, for most of the tested frames, the \( err \) has a very low value. Considering the floor polyline estimation as a success if \( err < 0.18 \), our approach correctly detects the floor region in the 89.8% of cases.

Fig. 7 presents a set of sample output frames of the algorithm. These results prove that our approach can be applied in different environments, even with the presence of specular reflections, changes in the illumination and textured floors. Besides, it is able to deal with big moving obstacles with well-defined edges. However, tests have proved that the floor segmentation method itself is not able to reject small irregular obstacles, such as people’s feet, from the floor mask (see Fig. 8). Hence, a moving features detection method has been implemented as well.

On the contrary, no quantitative performance evaluation has been carried out for the moving features detection. Tests have proved that the optical flow estimation fails in around 40% of the analyzed frames. Nevertheless, when a correct estimation is achieved, the moving features pruning method, together with the floor mask, is able to remove more than 90% of the features belonging to moving obstacles (see Fig. 5).
V. CONCLUSIONS AND FUTURE WORK

This paper has presented a method to segment the floor and detect moving features. The floor segmentation algorithm can deal with difficult illumination conditions, specular reflections and static obstacles. Moreover, it has been proved to be able to adapt quickly to changes in the scene. The estimated motion parameters of the camera are assumed to be known for detecting moving features. A noteworthy contribution of the designed method is that no restrictions on the camera motion are introduced for the ground plane homography estimation. However, results have proved that the optical flow estimation only holds in around 60% of the tested examples. So far, no pattern is detected in the erroneous estimations. A deep analysis must be carried out to find the causes of this low percentage of effectiveness. We believe that exploiting temporal information in the homography estimation would increase the performance.

APPENDIX

HOMOGRAPHY AND OPTICAL FLOW DERIVATION

The projection equation for general motion of the camera of 3D points into the image pixel coordinates is:

\[
\begin{pmatrix}
  u \\
  v \\
  w
\end{pmatrix}
_{\text{Image}} = K R_b \left[ R^n_b \left[ R^n_b \hat{p} \right] \right] \begin{pmatrix}
  X \\
  Y \\
  Z \\
  1
\end{pmatrix}
_{\text{World}}
\]  

(A.3)

where \( K \) is the matrix of the intrinsic camera parameters; \( R^n_b \) is the direction-cosine matrix that rotates a vector from camera to body-pixels and it is constant all along the sequence; vector \( \hat{p} \) contains the estimated position of the camera at the current frame; \( R^n_b \) is the matrix that rotates from body to navigation-frames. It is defined by the angles of the rotated coordinate system (equation (2.31) in [22]) as:

\[
R^n_b = \begin{pmatrix}
  R_{11} & R_{12} & R_{13} \\
  R_{21} & R_{22} & R_{23} \\
  R_{31} & R_{32} & R_{33}
\end{pmatrix}
\]  

(A.4)

where \( H \) is defined by:

\[
H = KR^n_b J
\]  

(A.7)

and

\[
J = \begin{pmatrix}
  R_{11} & R_{12} & -R_{12} p_x - R_{13} p_y - R_{13} p_z \\
  R_{21} & R_{22} & -R_{22} p_x - R_{23} p_y - R_{23} p_z \\
  R_{31} & R_{32} & -R_{31} p_x - R_{32} p_y - R_{33} p_z
\end{pmatrix}
\]  

(A.8)

Now the temporal derivative of equation (A.6) is computed:

\[
\begin{pmatrix}
  \dot{u} \\
  \dot{v} \\
  \dot{w}
\end{pmatrix}
_{\text{Image}} = \dot{H} \begin{pmatrix}
  u \\
  v \\
  w
\end{pmatrix}
_{\text{Ground}}
\]  

(A.9)

The following transformations are used:

\[
\begin{pmatrix}
  u' \\
  v'
\end{pmatrix}
 = \frac{1}{w} \begin{pmatrix}
  u \\
  v
\end{pmatrix}
\]  

(A.10)

and

\[
\begin{pmatrix}
  \dot{u}' \\
  \dot{v}' \dot{w}'
\end{pmatrix}
 = \dot{H} H^{-1} \begin{pmatrix}
  u' \\
  v' \\
  w'
\end{pmatrix}
\]  

(A.13)

The final expression for the optical flow is then defined as:

\[
\tilde{f}(u', v') = \begin{pmatrix}
  \dot{u}' - u' \dot{w}' \\
  \dot{v}' - v' \dot{w}'
\end{pmatrix}
\]  

(A.15)

Assuming that the ground is flat and located at \( Z = 0 \):

\[
\begin{pmatrix}
  u \\
  v \\
  w
\end{pmatrix}
_{\text{Image}} = H \begin{pmatrix}
  X \\
  Y \\
  1
\end{pmatrix}
_{\text{Ground}}
\]  

(A.6)
Fig. 7. Floor Segmentation Algorithm performance. Random frames from three different sequences proving that the method can deal with specular reflections, textured floors and both static and moving obstacles with well defined edges. Full sequences can be found in [21].

Fig. 8. Floor Segmentation Algorithm performance. Notice that the feet are partially inside the defined floor area, in most of the cases.

REFERENCES


