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Abstract

The notions of "network embedded cloud", also known as a "network enabled cloud" or a "carrier cloud", is an emerging technology trend aiming to integrate network services while exploiting the on-demand nature of the cloud paradigm. A network embedded cloud is a distributed cloud environment where data centers are distributed at the edge of the operator’s network. Distributing data centers or computing resources across the network introduces topological and geographical locality dependency.

In the case of a network enabled cloud, in addition to the information regarding available processing, memory, and storage capacity, resource management requires information regarding the network’s topology and available bandwidth on the links connecting the different nodes of the distributed cloud. This thesis project designed, implemented, and evaluated the use of open shortest path first with traffic engineering (OSPF-TE) for propagating the resource status in a network enabled cloud. The information carried over OSPF-TE are used for network-aware scheduling of virtual machines. In particular, OSPF-TE was extended to convey virtualization and processing related information to all the nodes in the network enabled cloud.

Modeling, emulation, and analysis shows the proposed solution can provide the required data to a cloud management system by sending a data center’s resources information in the form of new opaque link-state advertisement with a minimum interval of 5 seconds. In this case, each embedded data centers injects a maximum 38.4 bytes per second of additional traffic in to the network.

Keyword = network enabled cloud, network embedded cloud, carrier cloud, Cloud LSA, data center model, opaque LSA, link-state update policy, OSPF-TE, resource monitoring, network-aware, cloud management system, extended TED.
Sammanfattning

Ett network embedded cloud" eller ett "carrier cloud", är en ny teknik trend som syftar till att tillhandahålla nätverkstjänster medan on-demand egenskapen av moln-paradigmet utnyttjas. Traditionella telekommunikationsapplikationer bygger ofta på en distributed service model och kan använda ett network enabled cloudsom dess exekverande plattform. Dock kommer sådana inbäddade servrar av naturliga skäl vara geografiskt utspridda, varför de är beroende av topologisk och geografisk lokalisering. Detta ändrar på resurshanteringsproblemet jämfört med resurshantering i datacentrum.

I de fall med ett network enabled cloud, utöver informationen om tillgängliga CPU, RAM och lagring, behöver resursfördelningsfunktionen information om nätverkets topologi och tillgänglig bandbredd på länkarna som förbinder de olika noderna i det distribuerade molnet. Detta examensarbete har utformat, tillämpat och utvärderat ett experiment-oriiterad undersökning av användningen av open shortest path first med traffic engineering (OSPF-TE) för resurshantering i det network enabled cloud. I synnerhet utvidgades OSPF-TE till att förmedla virtualisering och behandla relaterad information till alla noder i nätverket.

Detta examensarbete utvärderar genomförbarheten och lämpligheten av denna metod, dess flexibilitet och prestanda. Analysen visade att den föreslagna lösningen kan förse nödvändiga uppgifter till cloud management system genom att skicka ett datacenters resursinformation i form av ny opaque LSA (kallat Cloud LSA) med ett minimumintervall av 5 sekunder och maximal nätverksbelastning av 38,4 byte per sekund per inbäddade data center.

Nyckelord = network enabled cloud, network embedded cloud, carrier cloud, Cloud LSA, data center modell, opaque LSA, link-state uppdatering policy, OSPF-TE, resurs övervakning, cloud förvaltning systemet, förlängd TED.
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Chapter 1

Introduction

This chapter provides an introduction to the subject of this thesis project in order to help readers understand the scope of this study. This chapter is organized as follows. The first section gives a summary of cloud computing and cloud networking and provides a foundation for understanding the current challenges of these areas. Next, the problems addressed in this thesis project are described, followed by a proposed solution and a statement of the project’s goals. Moreover, the limitations of this work is discussed briefly. The chapter concludes with an outline of the thesis.

1.1 Overview

cloud technology is a hot and rapidly evolving topic. It provides scalable virtual or physical resources over the network according to one of several different service models. More specifically, cloud computing can be classified according to these service models into: Infrastructure as a Service (IaaS), Platform as a Service (PaaS), Software as a Service (SaaS), Network as a Service (NaaS), or more generally "Everything as a service" (XaaS) [1]. Cloud characteristics include on-demand services, broad-band network access, and pay-as-you-go charging for the services used. These three characteristics enable companies to reduce both their capital and operating expenses (CAPEX and OPEX) [2]. In addition, companies can access almost unlimited resources on demand without needing to consider the maintenance, security, and other aspect of the underlying computational infrastructure by using cloud services.

From a topology perspective, a cloud can be classified into one of three types [3]: Centralized cloud, Distributed cloud, and network embedded cloud. A centralized cloud usually consists of one huge data center, while a distributed
cloud usually consists of multiple geographically dispersed medium or small size data centers. These data centers are interconnected with customers (and each other) using wide area network (WAN) links to serve user requests over the public internet as shown in Figure 1.1.

The concept of a "network embedded cloud", also known as "network enabled cloud" or "carrier cloud", is not yet fully defined. This class of cloud takes cloud computing one step further than a "distributed cloud". In this approach network providers add compute resources to their existing network infrastructure in order to offer cloud services, while controlling these computing resources and controlling the network infrastructure. A network provider can offer cloud services based upon a large number of small size data centers, which are embedded in their carrier network, as shown in Figure 1.2. In this Figure "PN" stands for "process node" and depict the computational capability for network devices (i.e., small size data center beside router).

A cloud network typically has two parts: "Compute Resources", which provide an host for the requested resources* and a "Cloud Management System" (CMS). The CMS aims to provide secure, optimal, and scalable management of the cloud’s resources. This gives the CMS broad responsibilities. "Resource Allocation" is one of the main responsibilities of the CMS. In order to achieve efficient resource allocation, the CMS needs to have sufficient information about

*The requested resources can be in the form of physical or virtual computing, storage, and networking resources.
the status of the cloud network (and its embedded computing resources if applicable). A "Resource Monitoring" system is needed in order to provide this information. The resource monitoring system provides information about all of the available resources in the cloud network, thus helping the resource allocation and resource management system to make the appropriate decisions.

![Diagram of cloud architecture](image)

Figure 1.2: Network embedded cloud architecture. The PN refers to a process node and depicts a router with computational capability.

## 1.2 Problem description

As discussed above, resource allocation and resource monitoring play a vital role in a network embedded cloud. Resource allocation and resource monitoring in a centralized cloud architecture is a well understood problem with several commercial solutions, such as Amazon web Services [4], Windows Azure [5], and Google App Engine [6]. However, resource allocation and resource monitoring are more complex and challenging in a distributed cloud than in a centralized cloud; due to the larger number of both choices and constraints (e.g., geographic location preference, cost limits, etc.) that must be taken into consideration.
A network embedded cloud is an appealing concept for telecommunication operators because it can offer a potentially large business opportunity. Therefore, the major telecommunication operators and telecommunication vendors are competing for leadership in network embedded clouds [3]. A network embedded cloud provider needs advanced resource management, allocation, and monitoring in order to achieve high performance while providing high quality cloud services. They need to be able to provide these services efficiently in order to compete against their competitors.

It is important emphasizing that resource allocation and resource monitoring are much more complex and challenging for a network embedded cloud than for a distributed cloud, since the carrier’s network infrastructure is also cloud resource. As a result, the resource monitoring system needs to provide information about the available resources at each of the data centers (e.g., CPU, RAM, storage, or different classes of virtual machines (VMs)) and information about the carrier networks (e.g., network topology and link attributes). As a result, in a network embedded cloud more constraints (e.g., network distance, latency bounds, and delay) need to be taken into account than in the case of a distributed cloud. In conclusion, in a network embedded cloud network awareness is essential in order to have efficient and optimal cloud management and resource allocation.

Due to the necessity of a resource monitoring system in a network embedded cloud and the lack of solutions for this problem in the literature, this thesis aims to provide a resource monitoring solution for a network embedded cloud.

## 1.3 Solution proposal

As discussed in section 1.2, the CMS requires information not only about reserveable capacity in each distributed data center, but also about network conditions including the topology and links characteristics. To provide these details two potential solutions are discussed briefly in this section.

The first alternative uses the traditional ways of monitoring the distributed data center resources [7], but creates an extension on it to be able to track link and network conditions. This solution is not feasible because the data centers are not directly connected to each other and we cannot monitor the links within the operator’s network. As an example, the Transmission Control Protocol (TCP) connections from processes that are monitoring the data center’s resources can be used by a CMS to collect the required information. In this case, we need to find a way to provide topology and links condition information, however this is
not easy. To collect this network related information, the information provided by a link state routing protocol can be utilized. Moreover, when the cloud provider needs a distributed management system this solution seems inefficient because each management system will need to collected the information. As a result, developing and implementing a reliable flooding mechanism is required or the management systems have to synchronize (i.e., exchange) their information. As link-state protocols already provide a solution for collecting and distributing topology and link state information, extending such a link-state protocol is another potential solution.

The second alternative uses a link-state routing protocol to monitor the network conditions and extend it in such a way that it also provides resource information of the distributed data centers. Link-state routing protocols can be classified in to two categories: pull-based and push-based.

In pull-based protocols, such as Simple Network Management Protocol (SNMP) [8], network information is retrieved on-demand. As a result, this approach is not scalable in a distributed environment, as CMS needs to explicitly ask all nodes to provide their updated information. Cloud and network resources are highly dynamic in nature, and the cloud provider receives many requests, then the cloud management system needs to frequently pull all the nodes in the network to have learn the current cloud network state. This situation can cause excessive network traffic and it also delays operations in the CMS, as the CMS must wait to get the information it has requested. It is worth mentioning that if the cloud providers reserve some amount of resources as surplus resources∗ then it is possible to greatly reduce the traffic - by taking an optimistic resource allocation approach.

When using a push-based link-state routing protocol, such as Open Shortest Path First (OSPF) [9], each node will send a link-state update to other nodes if required due to a state change. In this work, we consider such a push-base protocol in our solution. This thesis aims to provide a resource monitoring solution for a network embedded cloud by proposing an extension to the Open Shortest Path First-Traffic Engineering (OSPF-TE) protocols. It is worth highlighting that OSPF and OSPF-TE is already used widely by network operators [10, 11, 12], who are potential network embedded cloud providers, to manage their Multiprotocol Label Switching (MPLS) network. More information about push-base link-state protocols, particularly OSPF and OSPF-TE, are provided in Chapter 2.

∗Note that if there are not surplus resources, then the system is likely to be unacceptable for the users at some points in time.
1.4 Goals

The goals of this master’s thesis project are:

- Investigate the current state-of-the-art for cloud networking, with a focus on "network embedded clouds".
- Understand how OSPF-TE works and how it can be extended to support resource management in a network embedded cloud.
- Investigate how to design and implement extensions to OSPF-TE inside an OSPF router.
- Integrate the results into the Quagga router (As the initial target router is Quagga [13]).
- Evaluate the solution in terms of suitability, flexibility, performance, and robustness.

1.5 Methodology

In order to fulfill the objectives of this project, quantitative and qualitative approaches were used. The research methodology was based on the agile project methodology, which meant that at each step, it was possible to develop and refine the scope of the project [14]. The problems in this thesis project were addressed in three phases as follows:

Literature study In this phase, related work and required background material were studied. The resulting literature study described cloud computing in general, and especially the concept of a network embedded cloud. This step provided the essential background knowledge necessary to obtain a state-of-the-art overview of the subject, and to understand the resource monitoring demands in a network embedded cloud. Different link state routing algorithms were considered with a focus on OSPF and OSPF-TE. The goals of this subphase were: First, to understand OSPF and OSPF-TE behavior and LSA types and architecture of opaque
1.6 Limitations

LSA. Second, identify relevant processing metrics and virtualization information which OSPF-TE opaque LSAs need to convey. Third, investigate how OSPF-TE can be extended to convey cloud resource information.

Prototype implementation Using the information from the previous phase, this phase aims to find and deploy a solution for resource monitoring in a network embedded cloud. The resource monitoring should provide information about link attributes and network topology, plus the relevant computing metrics of each embedded data center.

Evaluation This phase examines the feasibility, suitability, flexibility, and performance of the proposed solution(s). The focus of the evaluation is on protocol overhead. This phase starts with a theoretical analysis and calculating the expected protocol overhead. After that, some test scenarios were deployed in order to collect experimental data.

1.6 Limitations

The lack of background knowledge regarding a cloud network, the solution proposed in this thesis, and my limited programming skills were the first limitations. As the concept of a network embedded cloud is new and such clouds had not been deployed at the time that this thesis project started, there was little information available to the public in this area, and in particular there was no related work concerning resource monitoring of a network embedded cloud. Also, one and half months after this project started one of industrial supervisors for this project became sick and another industrial supervisor left the company.

Furthermore, the Quagga application, which was required to be part of solution, had some bugs. Those bugs are reported to the Quagga community and were fixed by the author of this thesis. Unfortunately, the Quagga website provided little information about the Quagga OSPF application programming interface (API). Additionally, no published documents were available for a Quagga developer. As a result, lots of time was spend to reviewing and studying the Quagga source code to gain knowledge about this API. Moreover, the source code of the Quagga router was not well commented which made this task harder.
After a while the author recognized that in order to implement the proposed solution it was necessary to choose and develop an update policy which was out of initial scope of this thesis. Subsequently, during testing we recognized that a data center model was required in order to be able to evaluate the performance of any solution. As a result, two unplanned tasks were add to the scope of this project.

As a result of the difficulties described above last step of the project, i.e., testing the performance of the extended OSPF-TE, was not completed. The author was unable to apply this solution in a real environment. As a result, testing was performed in a simulated environment with the goals of showing that the solution would function properly, and to generate some statistics for a subsequent performance evaluation. The results of this last step is biased due to our simple test bed topology, selection and implementation of a data center model, and update policy. Also, the test computer was unable to support more than six simulated Quagga routers and the data center model application. Therefore, the author was unable to create any complex scenarios.

Overcoming the limitations of this project leads to the future work proposed in section 7.2.

1.7 Thesis outline

This thesis is organized as follows:

- "Chapter 2" provides an overview of the subjects necessary to understand the rest of this thesis project.

- "Chapter 3" starts with a generalized solution to the problems presented in section 1.2. This is followed by details of the design of a proposed implementation. Also in this chapter, required considerations for the design are described.

- "Chapter 4" describes the implementation of the proposed solution and a data center model.

- "Chapter 5" describes different link-state update policies and contains experimental analysis on the behavior of those policies based on a proposed data center model in chapter 4.

- "Chapter 6" starts with a theoretic analysis of the protocol overhead of the extended OSPF-TE. This is followed by a description of three test
scenarios. The chapter concludes with a discussion of the test results that were obtained in a simulated test environment.

- Chapter 7 summarizes the work and draws some conclusions. Additionally, some suggestions for future work are made.
Chapter 2

Background study

This chapter provides background for the reader and introduces the concepts that will be utilized in the remainder of this thesis. The chapter begins by reviewing cloud computing theory and methodologies. Since we are proposing to use an extension to the open shortest path first (OSPF) protocol, we introduce the basic concepts of routing protocols, and then focus on OSPF and some of its extensions. Finally, some information about link-state update policy and available Open Source Routing (OSR) implementations, which are detailed in the following three chapters, are mentioned.

2.1 Cloud computing

The idea of cloud computing is not new. It has been around for years, in fact it was the driving force for the original ARPAnet and the subsequent "Internet" [15]. A typical cloud consists of one centralized or multiple geo-diverse data centers which are interconnected using WAN links. By utilizing this cloud, customers can ask for and receive services without needing to know exactly where these services are situated [15].

The goal of cloud computing is to shift the computing infrastructure (both hardware and software resources) into a logical cloud in order to reduce the cost of management and operation of these infrastructures. Cloud computing is an evolving paradigm, hence there are many definitions for it in the literature [16]. According to The United States National Institute for Standard Technology (NIST) [17], "Cloud Computing" is a model (not a technology), which consists of five characteristics, four deployment models, and three distinct service models as shown in Figure 2.1.
2.1.1 Cloud characteristics

The five characteristics of cloud computing are:

**On-demand self-service** Based on this characteristic, the computing resources are provided automatically without requiring human interaction whenever a customer makes a request.

**Broad network access** Based on this characteristic, the computing resources can be accessed over the network with standard mechanisms. This feature provides platform-independent access for all types of clients (e.g., mobile phones, tablets, laptops, and workstations).

**Resource pooling** Based on this characteristic, the computing resources are shared. This means that multiple customers can use the same set of resources at the same time. The cloud provider’s compute resources are pooled to serve multiple consumers using a multi-tenant model [18]. Physical and virtual resources are dynamically allocated or reallocated according to customer demand. Location independency is an inherent part of pooling. In fact, the location of resources (e.g., virtual machine, processing, storage, memory, and network bandwidth) is generally hidden from the cloud’s users. It is worth mentioning that although the customers do not have control or knowledge of the exact location of a resource, they may
be able to identify the location at a higher level (e.g., country, state, or data center). This location may be part of their requirements, for example in order to meet legal requirements regarding data protection.

**Rapid elasticity** Based on this characteristic, the computing resources should appear to the customer to be infinite and available in any quantity at any time. To achieve this goal, the cloud provider has to be able to scale computing resources both up and down as needed. This could happen automatically (e.g., by turning on/off some racks in a data center) or manually (e.g., adding some additional infrastructure such as servers and racks into the data centers).

**Measured service** Based on this characteristic, cloud computing resource usage can be controlled, monitored, and reported based on service type (e.g., storage, processing, bandwidth, and active user accounts). Typically, this is done according to a pay-per-use or charge-per-use policy.

### 2.1.2 Cloud service models

As discussed above, cloud providers strive to provide different services over the cloud to their customers, however with respect to the Everything as a Service (XaaS) [1] model, these services are **not** limited by NIST’s definition [19]. As defined by NIST, the basic service models are:

**Software as a Service (SaaS)** In the SaaS model, applications are hosted by cloud providers. A customer can take advantage of an application through a user interfaces (e.g., web browsers or program interface) "anytime, anywhere". In this service model, the cloud user is responsible for managing and entering their own data, while everything below the application is the cloud provider’s responsibility.

**Platform as a Service (PaaS)** In the PaaS model, the platforms* and compute

---

*Virtual machines, operating systems, and development framework can be considered as a platform.
capability are hosted by cloud providers. As a result, the customer can deploy and utilize their own software* on the cloud’s platforms. In this service model, the client is responsible for installing and managing their own application, while the cloud provider is responsible for everything from the platform down, such as managing the cloud infrastructure and the operating system(s).

**Infrastructure as a Service (IaaS)** In the IaaS model, the computing resources (e.g., servers, storage, and network) are hosted by cloud providers. The cloud provider is only responsible for managing the infrastructure, while everything above this infrastructure is the customer’s responsibility (e.g., the operating system (OS), application, and user interaction).

### 2.1.3 Cloud Deployment Models

As defined by NIST, there are four main cloud deployment models:

**Private Cloud** In this model, the cloud is operated exclusively for a single organization. This organization may own and manage the cloud by itself, the cloud can be owned by a third party, or any combination of these. A private cloud may be on-promises or not.

**Community Cloud** In this model, the cloud is operated for the exclusive use of a community of customers. These customers can be from the same organization or independent organizations, but with similar concerns with regard to policies, security, and mission. A community cloud may be owned, managed, and operated by one or more of the organizations, a third party, or any combination of these. A community cloud may be on-promises or not.

---

*This software can be developed by the customer themselves or be acquired from a third party.*
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Public Cloud  In this model, the cloud is operated for public use. The cloud may be owned, managed, and operated by an organization such as a business, an academic organization, or a government.

Hybrid Cloud  In this model, the cloud is composed of two or more different cloud models (i.e., private, public, or community cloud). These clouds preserve their characteristics, but the clouds are bounded together as one unit.

2.1.4 Varieties of Cloud

The idea behind cloud computing is to centralized as much functionality as possible. As a result, current cloud providers typically build extremely large data centers in order to offer low cost services to their customers. This class of cloud architecture is known as a "centralized cloud". In this case, the cloud’s services can be accessed via the internet and WAN links. Building such data centers is extremely expensive with respect to the cost of servers, power, cooling, networking, physical plant, etc. [20]. In addition, a centralized cloud inherently increases the average distance to the end users, which many consider to be a negative attribute of this class of cloud.

2.1.4.1 Distributed Cloud

Unlike the centralized cloud, a "Distributed Cloud" is based upon a number of large data centers located at a number of different locations [21]. These distributed data centers are connected both to each other and to the network at their location. Distributed clouds have similar characteristics to centralized clouds, but offer some additional benefits. The geo-diversity of smaller data centers can be more attractive since they are less expensive to build and manage [20]. In addition, a distributed cloud architecture moves services closer to end users, hence providing low latency, while reducing the network capacity needed by each data center.

Note that there those such as Bill St. Arnaud, former Chief Research Officer for Canada’s Advanced Internet Development Organization (CANARIE), who believe that these computing centers should be located where power and cooling are inexpensive and that the bits can efficiently be moved via fiber networks to where the users are, thus achieving a more cost effective and more “green” information technology infrastructure.
2.1.4.2 Carrier network and cloud

Although a distributed cloud reduces latency for end users and reduces the required bandwidth capacity for data centers, it still has considerable shortcomings [22]. Fundamentally the use of a cloud assumes that the network, which connects the cloud providers and clients, meets all the requirements of the client-cloud interactions. However, cloud providers usually do not own the network(s) that their cloud services travel over, as this is typically some carrier’s network (or multiple carriers’ networks). As a result, the cloud provider does not have control over the quality of experience (QoE) of the end user beyond the network within their data centers. Therefore, the cloud provider cannot guarantee end-to-end performance, if the network is a bottleneck. The solution to this problem is generally based upon one or more Service Level Agreements (SLAs) between the carrier and the cloud provider and between each of the end users and their local internet service providers (ISPs). The need for SLAs and questions about security are key reasons cited by many businesses and organizations that utilize latency-sensitive applications (such as telecommunication application, video conferencing, online gaming, or businesses that use Java script and XML) for why they hesitate to migrate into clouds.

Today cloud providers try to make agreements with their network providers to overcome the shortcomings discussed above due to the network in order to gain advantage over their competitors. This solution may not always be feasible, especially for mobile networks. Unfortunately networks, especially mobile networks, have capacity limitations and upgrading the network is not always feasible due to the required capital cost. These limitations (of the network) and questions about security provide an opportunity for a new cloud paradigm referred to as a "network embedded cloud”.

2.1.4.3 Network embedded cloud

A "network embedded cloud", also known as a "carrier cloud" or "network enabled cloud", has a distributed cloud architecture where the computing resources are embedded in, and distributed across the carrier’s network. This idea is based upon a transformation of carrier-grade networks, which belong to cloud providers or telecommunication operators, to cloud computing. In this model the network resources are simply another set of cloud resources. As a result all of the computing and network resources are viewed as being elastic and allocated based upon demand. The concept of a network embedded cloud is appealing for network providers, since they can enter the cloud market and increase their
revenue by adding cloud functionality to their existing access networks [23].

The concept of a network embedded cloud is an emerging and evolving concept in cloud networking, and it is not yet fully defined. However, many large vendors (including Alcatel-Lucent, Cisco Systems Inc, Ericsson AB, Huawei Technologies Co. Ltd., and Nokia Siemens Networks) are competing for network embedded cloud leadership [3]. As an example, Ericsson AB announced their network embedded cloud concept at the Mobile World Congress 2013 [24] and IBM announced its cloud strategies for virtualization of a telecommunication infrastructure [25].

A network embedded cloud solves some of the shortcomings of cloud networking, while retaining all of fundamental benefits of a cloud [26, 27]. Network embedded cloud providers can offer end-to-end cloud services and can also guarantee QoE by integrating their network into their cloud. In this class of cloud architecture, both computing resources and network infrastructures are operated by the cloud providers (i.e., a carrier), hence they can reserve network resources and allocate compute resources on demand. In a network embedded cloud, latency-sensitive and delay-sensitive services can be provided very close to the users, hence these services can meet low minimum delay requirements. In addition, the aggregate bandwidth requirements for these services will be reduced as the traffic will flow along a shorter path.

However, there are questions of just how closely these resources need to be provisioned and whether existing networks actually have bottlenecks that prevent the other cloud models from providing adequate service and acceptable QoE. Moreover, there are a variety of solutions to the security problems when utilizing remote cloud services, hence it is not clear that a network embedded cloud has any advantage with respect to security.

2.1.4.4 Cloud Management System

In order to achieve optimal and high performance cloud services, a cloud network must be managed properly. A "Cloud Management System (CMS)" is responsible for management of the cloud’s network. Cloud management includes several tasks, such as operating and administrating the cloud, capacity planning, performance monitoring, security management, resource management, and virtualization. [28, chapter 11].

One of the key functions performed by the CMS is "Resource Allocation". Resource allocation mainly focuses on allocating the resources required to satisfy
user demands. In a centralized cloud architecture, resource allocation is limited to finding the best location within the data center to instantiate a VM(s) to fulfill the user’s requirements. This selection can be done based on various policies, such as best effort, energy-awareness, cost, performance, or any combination of these policies. Resource allocation has been the subject of several many papers in recent years [29] and has been a classic issue in operating systems.

In the case of a distributed cloud architecture, due to its geo-diversity, resource allocation faces similar, but more advanced challenges and requirements as compared to a traditional centralized cloud architecture. The resource allocation challenges in a distributed cloud can be addressed by resource modeling, resource offering and treatment, resource discovery and monitoring, and resource selection [21]. In the other words, distributed cloud providers need to do a number of tasks in order to serve requests. First, they need to model their resources based on the services that they are going to offer. Second, when a service request arrives, the cloud providers need to be aware of the current status of their cloud’s network in order to determine whether there are suitable available resources to satisfy the request or not. Finally, if there are suitable available resources, then the cloud provider needs to allocate these resources in the best manner to serve the service request, while continuing to support existing allocations and preparing to handle future requests.

A "Resource Monitoring" system is a key element in a network embedded cloud. As mentioned earlier in a network embedded cloud the communications network assets are parts of the cloud architecture, so efficient resource allocation and resource placement requires network awareness. In fact, because the network embedded cloud provider has information about both network and data centers it can allocate services based on more constraints, including operational cost, location, SLAs, and data center availability.

Currently there is very little literature available regarding resource monitoring techniques for a network embedded cloud. As discussed in section 1.3, there are some proposals for resource monitoring in a network embedded cloud. In this thesis project we propose an extension to OSPF-TE for resource monitoring for use with this class of cloud network. The information that will be collected will include network topology and the link characteristics (e.g., delay, bandwidth, and jitter), location of compute nodes, available compute resources (e.g., CPU, RAM, and storage) in each of the data centers. This information can be used by a network embedded cloud’s CMS to allocate resources in order to satisfy user demands.
2.2 Routing protocols

The purpose of a communication network in the simplest case is to connect two end points. These two end points could be far from each other. As a result, data flowing between the source and destination could pass through multiple intermediate devices, i.e., routers. There are two ways of routing: static routing and dynamic routing. In static routing, the network administrator is responsible for manually specifying routing paths. In contrast, in dynamic routing the routers exchange information in order to dynamically set up routing paths. The routers exchange routing information and apply a routing algorithm. Distance-Vector (DV) routing algorithms and Link-State (LS) routing algorithms are two common classes of algorithms used by dynamic routing protocols [30].

2.2.1 Distance-Vector routing algorithms

A device using a DV routing algorithm informs its directly attached neighbors periodically of its entire routing table. The recipient routers can use any DV algorithm\(^*\) to update their routing table, and then they distribute these routes to their neighbors. In this class of algorithms, devices describe the network in terms of adjacent neighbors and each router does not have knowledge of the network’s complete topology. The Routing Information Protocol (RIP) [31] and Interior Gateway Routing Protocol (IGRP) [32] are examples of DV routing protocols.

2.2.2 Link-State routing algorithms

A device using a LS routing algorithm, informs all other devices in the network of its connectivity by broadcasting its LS information. As a result of this broadcast, each router will have an identical view of the complete topology of the network, hence it can construct its own connectivity map. Finally, each device can use any LS algorithm\(^†\) to compute the best logical path from itself as a source to every other node in the network as a destination. Open Shortest Path First (OSPF) [33] and Intermediate System to Intermediate System (IS-IS) [34] are examples of the Link-State routing protocols.

\(^*\)Bellman-Ford algorithm, Ford-Fulkerson algorithm, and DUAL FSM are examples of DV algorithms.

\(^†\)Dijsktra and Prim’s algorithm are examples of LS algorithms.
2.3 Open Shortest Path First

The Open Shortest Path First (OSPF) [33] protocol is a link-state routing protocol. It is classified as an Interior Gateway Protocol (IGP). In an OSPF network, routing information (e.g., the set of usable interfaces and neighbors) will be encapsulated in a unit of data referred to as a Link-State Advertisement (LSA). The router floods its LSAs throughout the Autonomous System (AS)\(^*\). The participating OSPF routers in an AS will each keep the received LSA data in a database, which is referring to as a Link-State Database (LSDB). As a result of the flooding of LSAs, all the OSPF routers within the AS will have the same contents in their LSDBs. This information describes the AS’s topology. Each OSPF router computes a Shortest Path First (SPF) tree, using Dijkstra’s Algorithm [35] using the information in its LSDB. The SPF tree is used to populate the router’s routing table.

OSPF is a dynamic routing protocol and it can quickly detect a topology change. In the event of a topological change, the OSPF router notifies other routers by flooding new LSAs (Also known as Link-State Update (LSU)). The other OSPF routers in the AS will update their LSDBs and recalculate their routing table when they receive topology update notifications.

The OSPF protocol allows a set of networks and hosts to be grouped together. Such a group is called an area. The routers within an area are called intra-area routers. The intra-area routers have identical topological information, and this topology is hidden from the other ASs’ areas. The OSPF areas are interconnected via a backbone area which is referred to as area zero. A router located on the border of an OSPF area, interconnects the area(s) to the backbone area. This router is called a Area Border Router (ABR). The ABR keeps separate topological information for each area. The OSPF protocol runs directly over the Internet Protocol (IP) and has five different message types to accomplish its operation. These message types are shown in Table 2.1. Several of the OSPF message types LSAs are responsible for passing topological information.

\(^*\)A group of routers with a common administration who exchanging routing information with the same routing protocol.
Table 2.1: OSPF message types.

<table>
<thead>
<tr>
<th>Type</th>
<th>Message Name</th>
<th>Protocol Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hello</td>
<td>Discover/maintain neighbors</td>
<td>Router uses this message to discover adjacent routers and establish relationships between neighboring devices.</td>
</tr>
<tr>
<td>2</td>
<td>Database Description</td>
<td>Summarize database contents</td>
<td>These packets are exchanged when an adjacency is being initialized. These messages describe the contents of the topological database.</td>
</tr>
<tr>
<td>3</td>
<td>LS Request</td>
<td>Database download</td>
<td>Link-state request packets are used to request a portion of the LSDB from another router. This will be send when the router notify parts of its LSDB are out of date.</td>
</tr>
<tr>
<td>4</td>
<td>LS Update (LSU)</td>
<td>Database update</td>
<td>These messages are sent in response to a link-state request. They carry a collection of link-state advertisements routers uses these information to update the information in the LSDBs of routers that receive them.</td>
</tr>
<tr>
<td>5</td>
<td>LS ACK</td>
<td>Flooding ACKs</td>
<td>These messages aims to provide reliable link-state exchange process, by acknowledging (ACK)receipt LSU.</td>
</tr>
</tbody>
</table>
2.3.1 OSPF operations

When an OSPF router starts up, it first checks its directly connected links and networks and then detects which of these participate in the OSPF routing process. In this step, an OSPF router tries to create an LSA based upon the information about its directly connected links, such as the interface’s IP address, link cost(s), and network type. Once the OSPF router has determined which interfaces belong to the OSPF routing process, the OSPF router attempts to discover its neighbors using an OSPF "Hello" message. If an OSPF router receives a Hello message in response, then it forms an adjacency. An adjacency is a relationship with a neighboring router. After a adjacency relation established, both routers will periodically send Hello messages to ensure that the neighboring router is alive. As a third step, the OSPF router builds its LSA containing the link-state information (such as neighbor routers and links). After building the LSA, the OSPF router floods its LSA into the OSPF domain. As a result, all other OSPF routers in an OSPF domain will receive this LSA. Finally, as a fifth step, the OSPF routers construct their LSDB using the information from the LSAs. This LSDB is subsequently used for calculating a SPF tree and routing table.

It is worth highlighting that, a OSPF router floods LSAs in two cases. Case one, when the OSPF process starts; and case two, when the router state changes (e.g., link failure, link recovery, and neighbor going down). When the OSPF router detects a link-state change, it will create a new LSA containing information about only the particular network or link that has changed, and then it floods this new LSA to inform others routers about that change, see section 2.4. Other OSPF routers in the OSPF domain will update their LSDB and recalculate their routing table when they receive topology change notifications.

2.3.2 Link-State Advertisements

The LSAs are the basic unit of data which are used to convey information about the local state of a router. Each LSA begins with a standard 20-byte header as shown in Figure 2.2.

The LSA header contains information to identify the link as the combination of LSA type, link-state ID, and Advertising Router fields. These fields in the LSA header represent a unique identification for each LSA. The OSPF router can originate one or more types of LSAs. Eleven distinct types of LSA are registered for the OSPF protocol [36]. These are listed in Table 2.2.
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Table 2.2: OSPF LSA types.

<table>
<thead>
<tr>
<th>Value</th>
<th>LSA type</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Router-LSA</td>
<td>Describe how an area’s routers and networks are interconnected</td>
<td>RFC 2328 [33]</td>
</tr>
<tr>
<td>2</td>
<td>Network-LSA</td>
<td>Describe how an area’s routers and networks are interconnected</td>
<td>RFC 2328 [33]</td>
</tr>
<tr>
<td>3</td>
<td>Summary-LSA (IP network)</td>
<td>When area are used it provide information about network</td>
<td>RFC 2328 [33]</td>
</tr>
<tr>
<td>4</td>
<td>Summary-LSA (ASBR)</td>
<td>When area are used it provide information about links and AS boundary router</td>
<td>RFC 2328 [33]</td>
</tr>
<tr>
<td>5</td>
<td>AS-external-LSA</td>
<td>It provide information about external links outside the AS</td>
<td>RFC 2328 [33]</td>
</tr>
<tr>
<td>6</td>
<td>Group-membership-LSA</td>
<td>This type is defined for Multicast Open Shortest Path First (MOSPF) which is an extention to OSPF</td>
<td>RFC 1584 [37]</td>
</tr>
<tr>
<td>7</td>
<td>NSSA AS external LSA</td>
<td>Not-so-stubby-area (NSSA) routers use this type to provide their external routes information for ABRs</td>
<td>RFC 3101 [38]</td>
</tr>
<tr>
<td>8</td>
<td>Reserved</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>Link-local Opaque LSA</td>
<td>This LSA conveys Opaque data. The Link-local Opaque LSA is limited to a single link and it never forwarded to other links by Recipient router.</td>
<td>RFC 2370 [39]</td>
</tr>
<tr>
<td>10</td>
<td>Area-local Opaque LSA</td>
<td>This LSA Conveys Opaque data. The Area-local Opaque LSA is limited to a single area which means it flooded by all the router with in an area but it is never forwarded by an ABR to other areas.</td>
<td>RFC 2370 [39]</td>
</tr>
<tr>
<td>11</td>
<td>AS Opaque LSA</td>
<td>This LSA Conveys Opaque data. The Type 11 Opaque LSA is flooded throughout the OSPF domain and all routers in all Areas will receive this LSA.</td>
<td>RFC 2370 [39]</td>
</tr>
</tbody>
</table>
The LSA type 1, LSA type 2, LSA type 3, LSA type 4, and LSA type 5 are an essential part of OSPF version 2 protocols and are necessary for the basic functionality of the OSPF protocol. The remaining types were added later to the OSPF standard in order to add new capabilities to the OSPF protocol.

The "Router LSA" (Type 1) is perhaps the most influential LSA type in the OSPF protocol. This LSA type describes router interfaces in such a way that other routers in the same area can use it to build a network topology and SPF tree. This information travels through the area without any modification and all the routers have the same copy of this information.

The LSA header is followed by a LSA body. The information in the LSA body varies based on LSA type. The body of a "Router LSA" contains information about the state and cost of a router's links and details about the router. In fact, the "Router LSA" provides most of the required topological information. The "Network LSA" body includes a sub-net mask and information about all routers on the network. The "Summary LSAs" (LSA type 3 and 4) includes metrics and summarized addresses. Finally, the AS-External LSA body has some fields to allow the exterior router to be reachable. For a more detailed description of OSPF message formats see Appendix A of RFC 2328 [33]. Also, a brief description of LSA types is given in Table 2.2. The opaque LSAs are explored in the next subsection.

### 2.3.3 Opaque Link-State Advertisement

Opaque Link-State Advertisements (Opaque LSAs) [40] are types 9, 10, and 11 LSAs. These Opaque LSAs provide an effective way to spread arbitrary information using the OSPF protocols into OSPF areas. In fact, an Opaque LSA can piggyback any information and flood this information within an OSPF
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The information contained in Opaque LSAs may be used by OSPF protocols or any other application in the OSPF domain that can utilize OSPF as a transport protocol. The three types of Opaque LSA differ only in their flooding scope as shown in last three rows of Table 2.2.

An Opaque LSA has a standard LSA header, just as another OSPF LSAs, but with minor differences in the link-state ID structure. The link-state ID syntax for an Opaque LSA consists of two parts: "Opaque type" field (the first 8 bits) and a "Opaque ID" (the remaining 24 bits). The packet format of an Opaque LSA is shown in Figure 2.3.

<table>
<thead>
<tr>
<th>0</th>
<th>7</th>
<th>15</th>
<th>23</th>
<th>31</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS Age</td>
<td>Option</td>
<td>9, 10, or 11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Opaque Type</td>
<td>Opaque ID</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advertising Router</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LS Sequence Number</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LS Checksum</td>
<td>Length</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Opaque Information</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.3: Opaque LSA Header Format.

The Opaque Type field identifies the application of the Opaque LSA. As Table 2.3 shows, six type values have been allocated by the Internet Assigned Numbers Authority (IANA) through the OSPF working group [41]. In addition, it is important to highlight that the combination of the Opaque ID and Opaque Type form a unique identifier for this specific type of LSA.
<table>
<thead>
<tr>
<th>Value</th>
<th>Opaque Type</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Traffic Engineering</td>
<td>Used for MPLS-TE.</td>
<td>RFC 3630 [42]</td>
</tr>
<tr>
<td>2</td>
<td>Sycamore-Optical Topology Descriptions</td>
<td>Used to communicate details of optical devices.</td>
<td>John Moy [41]</td>
</tr>
<tr>
<td>3</td>
<td>Grace LSA</td>
<td>Used for OSPF hitless restart.</td>
<td>RFC 3623 [43]</td>
</tr>
<tr>
<td>4</td>
<td>Router-Information LSA</td>
<td>Used for advertising optional capabilities.</td>
<td>RFC 4970 [44]</td>
</tr>
<tr>
<td>5</td>
<td>L1VPN LSA</td>
<td>Provide OSPF-based L1VPN auto-discovery.</td>
<td>RFC 5252 [45]</td>
</tr>
<tr>
<td>6</td>
<td>Inter-AS-TE-v2 LSA</td>
<td>For the advertisement of OSPFv2 inter-AS TE links.</td>
<td>RFC 5392 [46]</td>
</tr>
<tr>
<td>7-127</td>
<td>Unassigned</td>
<td>Can be allocated by the IANA through the OSPF working group for future Opaque LSA types.</td>
<td></td>
</tr>
<tr>
<td>128-255</td>
<td>Reserved</td>
<td>Used for private and experimental use.</td>
<td>RFC 5250 [40]</td>
</tr>
</tbody>
</table>
2.3.4 OSPF Traffic Engineering

The Traffic Engineering (TE) Extensions to OSPF, also known as OSPF-TE [42], is an extension to the OSPF protocol to add traffic engineering capabilities to it. OSPF-TE uses Opaque LSA type 10, which has an area flooding scope, to carry TE information.

The Opaque LSA type 10 is known as the "Traffic Engineering LSA" (TE-LSA). This LSA performs the same function as Router LSAs. In another words, the TE-LSA can identify the originating router, the router's neighbors, and TE parameters. This LSA can be used to build an extended LSDB, known as a "Traffic Engineering Database" (TED). The TED has some additional link attributes (e.g., bandwidth and administrative constraints) compared to the LSDB.

It is worth highlighting that non-TE capable routers in an OSPF network can flood TE-LSAs, just as any other Opaque LSAs. Hence, an OSPF network can have both non-TE and TE capable routers, while still providing traffic engineering functionality. The TED is used for monitoring the extended link attributes, local constraint base source routing, and for general traffic engineering purposes. "Constraint Base Routing" computes a path from a source node to a destination node that satisfies a set of constraints [47, 48].

The Traffic Engineering LSA starts with common LSA header with LSA Type 10 and Opaque Type 1. The payload portion of the TE-LSA carries information in the format of one or more nested triplets: Type/Length/Value (TLV), as shown in Figure 2.4.

\[\text{These attributes can include maximum bandwidth, maximum reserveable bandwidth, unreserved bandwidth, or any combination of these attributes.}\]
The "Type" field of TLV shows the type of the TLV and the "Length" field shows the length of the "Value" in octets. Table 2.4 shows the IANA registered top level TLVs for OSPF-TE [41].

![TE-LSA header format and TLV](image)

Table 2.4: IANA registered top level TLV Types for TE LSA.

<table>
<thead>
<tr>
<th>Value</th>
<th>Top Level Types</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Reserved</td>
<td>RFC 3630 [42]</td>
</tr>
<tr>
<td>1</td>
<td>Router Address</td>
<td>RFC 3630 [42]</td>
</tr>
<tr>
<td>2</td>
<td>Link</td>
<td>RFC 3630 [42]</td>
</tr>
<tr>
<td>3</td>
<td>Router IPv6 Address</td>
<td>RFC 5329 [49]</td>
</tr>
<tr>
<td>4</td>
<td>Link Local</td>
<td>RFC 4203 [50]</td>
</tr>
<tr>
<td>5</td>
<td>Node Attribute</td>
<td>RFC 5786 [51]</td>
</tr>
<tr>
<td>6-32767</td>
<td>Unassigned</td>
<td>RFC 3630 [42]</td>
</tr>
<tr>
<td>32768-32777</td>
<td>Experimental use</td>
<td>RFC 3630 [42]</td>
</tr>
<tr>
<td>32778-65535</td>
<td>Reserved</td>
<td>RFC 3630 [42]</td>
</tr>
</tbody>
</table>

The "Router Address" TLV (Type = 1) specifies a stable IP address of the advertising router. It is worth mentioning that some TLVs in a TE-LSA are constructed of a series of sub-TLVs. IANA has assigned 25 sub-TLVs for the
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Link TLV (Type value = 2) and two sub-TLVs for the Node Attribute TLV (Type value = 5). Table 2.5 shows the two IANA assigned sub TLVs for "Node Attribute" TLV [41].

<table>
<thead>
<tr>
<th>Value</th>
<th>Sub-TLV</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Reserved</td>
<td>RFC 5786 [51]</td>
</tr>
<tr>
<td>1</td>
<td>Node IPv4 Local Address</td>
<td>RFC 5786 [51]</td>
</tr>
<tr>
<td>2</td>
<td>Node IPv6 Local Address</td>
<td>RFC 5786 [51]</td>
</tr>
<tr>
<td>3-32767</td>
<td>Unassigned</td>
<td></td>
</tr>
<tr>
<td>32768-32777</td>
<td>Experimental use</td>
<td>RFC 5786 [51]</td>
</tr>
<tr>
<td>32778-65535</td>
<td>Reserved</td>
<td>RFC 5786 [51]</td>
</tr>
</tbody>
</table>

2.4 OSPF reliable flooding and flooding control

The OSPF protocol uses a reliable flooding mechanism to guarantee synchronization between routers’ LSDBs. To achieve this goal, when a router starts, it needs to create and flood LSAs into the OSPF network. Also, the router has to regenerate its self-originated LSAs and send them to neighbors if the router’s local states have changed.

When one of the router’s neighbors receives a LSA, it should send an acknowledgment and examine the LSA’s content. If the LSA contains more recent information than in the router’s LSDB, then the router updates its LSDB. Next, the recipient router forwards this LSA to all interfaces except the one that received that LSA. In this way, the OSPF protocol can ensure that all generated LSAs will be delivered to all the nodes within the AS.

OSPF’s reliable flooding is robust in the face of errors which means the network operates correctly even if an error happens. To achieve this robustness LSAs are aged and include checksums. OSPF routers can examine the LSA Age and Checksum fields to detect corrupted or out of dated LSAs. Also, OSPF employs timers in order to control LSA flooding, as shown in Table 2.6.
Table 2.6: OSPF Timers

<table>
<thead>
<tr>
<th>Timer</th>
<th>Default value</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>MinLSArrival</td>
<td>1 second</td>
<td>The minimum interval that a router can accept LSA.</td>
</tr>
<tr>
<td>MinLSInterval</td>
<td>5 second</td>
<td>The minimum interval that a router can generate LSA.</td>
</tr>
<tr>
<td>CheckAge</td>
<td>5 minutes</td>
<td>The interval that a router checks the checksum value.</td>
</tr>
<tr>
<td>LSRefreshTime</td>
<td>30 minutes</td>
<td>The maximum interval for re-originating any particular LSA.</td>
</tr>
<tr>
<td>MaxAge</td>
<td>1 hour</td>
<td>The maximum age that an LSA can accept in a routing table calculation.</td>
</tr>
</tbody>
</table>

The MinLSInterval and MinLSArrival timers limit the frequency of originating or accepting LSAs, respectively. The MinLSInterval timer specifies the minimum time interval during which an OSPF router can originate at most one LSA. The default value of MinLSInterval is set to 5 seconds. The MinLSArrival timer specifies the minimum time interval during which an OSPF router can accept a new LSA if a previous copy of this LSA already exists. The default value of MinLSArrival is set to 1 second, and LSA instances received at higher rates will discard. These two timers act as hold-down timers for the OSPF protocol.

Although MinLSInterval and MinLSArrival timers control the LSA flooding, a more advanced control mechanism is required to reduce unnecessary LSA updates when resources rapidly fluctuate (e.g. TE metrics or cloud resources change). The next subsection describe some proposed techniques to provide more advanced control of flooding.

Suppose an OSPF network with a full mesh topology which contains \(N\) routers. If one router in a network needs to send a LSA, it sends \((N - 1)\) LSAs to all the router in the area. In response, each router other than the LSA originator router sends \((N - 2)\) LSAs to all the routers except for itself and the LSA originator router. As a result, the total number of the LSAs which loads in an OSPF network by injection of one LSA can be calculated as shown in equation 2.1.

\* All routers except itself.
Total number of redundant LSAs = \((N - 1) + (N - 1)(N - 2) = (N - 1)^2\). (2.1)

As a conclusion, in a fully-connected mesh OSPF network with "N" routers each LSA requires an order of \(N^2\) redundant messages to be flooded. This issue known as the "LSA N-squared problem" which can lead to scalability problems since the value of \(N\) could be very large [52]. To reduce the number of LSAs several techniques have been proposed including an area approach, a spanning-tree network architecture, and a configuration-information approach.

2.5 Link-state update policies

Link-state update policy concerns the methods of link-state update distribution within the network. As the routers or third party application use link-state information for making decisions, having up-to-date information is necessary to make an appropriate decision. As flooding link-state information can result in additional traffic, a good trade-off has to be found between the frequency of updates and the extra load on the network. Several link state update policies including Periodic, Immediate, Threshold-based, and Class-based update policy have been proposed in literature [53, 54, 55]. Some of these update policies are discussed below.

- **Periodic update policy**: In this technique, the router generates new LSAs based upon a predetermined period "\(T\)"; thus after a period "\(T\)" the router floods LSAs into the network regardless of whether or not it has new information. In a periodic update, the fixed period "\(T\)" is the key factor sending updates and this period is independent of link-states. This policy has a high blocking probability and generates a lot of update overhead in realistic networks [53].

- **Immediate update policy**: When using this policy, the router floods LSA updates as soon as new information is available. This immediate update policy can be used for the resources which rarely change, but this policy has a bad effect (in terms of generating a lot of traffic) when the frequency of resources changes are high.

- **Threshold-based policy**: In the threshold-based policies, a new link-state update triggers when the available resources changes by a predefined threshold value. There are two categories for threshold-based policies: "absolute threshold-based" and "relative threshold-based" update policy.
In the **absolute threshold-based policy**, updates are disseminated when the absolute change between the current and the previously advertised value of a resource exceeds a certain threshold value (as shown in equation 2.2) [56].

\[
\left| \frac{R_n - R_p}{C} \right| \geq thr \tag{2.2}
\]

Where \( R_n \) represents the current value of a resource, \( R_p \) denotes the previously flooded value, and \( C \) denotes the total capacity. With respect to this policy, the threshold value and the capacity are the key factors determining when updates are send. Therefore, a small threshold value and/or small amount capacity results in an increase in the number of updates when the resource changes a lot [57].

In the **relative threshold-based policy**, updates are disseminated when the relative change between the current and the previously advertised value of a resource exceeds a certain threshold value (as shown in equation 2.3) [56].

\[
\left| \frac{R_n - R_p}{R_p} \right| \geq thr \tag{2.3}
\]

Where \( R_n \) represents the current value of a resource and \( R_p \) denotes the previously flooded value. With respect to this policy, the threshold value is the key factor determining when updates are send. Therefore, a small threshold value results in an increase in the number of updates when the resource changes a lot [57]. In relative threshold-based policies, updates are sent more frequently when resources become low. This policy generates fewer updates than a periodic update policy.

- **Class-based policy**: In this technique, the resource is divided into classes and updates are flooded whenever the resource value move to a different class from the current class. When the maximum capacity of the resource is \( C \), classes can described as follow:

\[
[0, \beta C), [\beta C, (\beta+1)\beta C), [(\beta+1)\beta C, (\beta^2+\beta+1)\beta C), \ldots \tag{2.4}
\]
Where "$\beta$" denotes a base class factor ($\beta < 1$), and "$f$" denotes a class bindery factor. The class’s size could be fixed ($f = 1$) or exponential ($f > 1$). A class-based policy performs approximately the same as the relative change policy [58].

2.6 Open source routing suite

XORP [59], BIRD [60], and Quagga [13] are examples of software suites which provide open source routing (OSR). These OSR suites support many different routing protocols, including OSPF, RIP, and Border Gateway Protocol (BGP). XORP and Quagga provide an API to access to their OSPF demon. Developers can use this API to communicate and add additional functionality to routing suites without making any changes in the router’s core source code.

2.6.1 Quagga router

Quagga is an OSR software suite developed for UNIX platforms. The Quagga router consists of Zebra, OSPF, RIP, and BGP demons (see Figure 2.5). The core demon Zebra is an abstraction layer of the underlying OS, while the OSPF, RIP, and BGP demons are responsible for providing routing functionality for these three different routing protocols.

![Figure 2.5: Quagga router system architecture.](image)

The "OSPF daemon" consists of an OSPF core, opaque LSA, MPLS-TE, and OSPF API modules as shown in Figure 2.6. The "OSPF core" module is responsible for implementing the main tasks of the OSPF protocol (such as
neighbor discovery and exchanging neighbor state). The "opaque LSA" module enables the OSPF demon to exchange opaque LSAs with other OSPF routers. The "MPLS-TE" module and the "OSPF API" module can generate opaque LSAs and then invoke the "opaque LSA" module to flood the LSA into the OSPF domain.

![Quagga OSPF demon architecture.](image)

**Figure 2.6: Quagga OSPF demon architecture.**

### 2.6.2 Quagga OSPF API

The "**OSPF API**" consists of two parts: **OSPF API-Server** and **OSPF API-Client**. The "**OSPF API-Client**" can establish a TCP connection with the "**OSPF API-Server**" using "**OSPF API Protocol**" [61]. This connection can be utilized to retrieve the whole or part of Quagga router’s LSDB from the Quagga router’s OSPF daemon. Also, the OSPF API provides synchronization, which means that whenever a new LSA arrives at the OSPF daemon the OSPF API-Server immediately forwards this messages to the OSPF client application. In addition, the OSPF API-Client can generates an opaque LSA and ask the server side to flood it. The OSPF API protocol states are represented in follows and illustrated in Figure 2.7.

- **Initialize connection**: There are two connections between the OSPF API-Client and the OSPF API-Server. One connection is responsible for handling the **synchronous** messages, and another is responsible for handling the **asynchronous** messages. To establish these connection, first the OSPF API-Client uses the target router IP address with any port number to
begin the connection for synchronous messages. The OSPF API-Client application request/reply operates synchronously, which means each OSPF API-Client request message answered with a response message from a OSPF API-Server. The response message indicates whether the request is succeeded or failed. Second, when the server allowed this connection from a OSPF API-Client, as a reaction it will open a reverse connection channel for asynchronous messages. The asynchronous channel is used for sending the notifications from a client and/or a server. These notifications are one way messages and can point out new, updated, or deleted LSA(s). The Quagga OSPF API-client library provides "ospf_apiclient_connect (char *host, int syncport)" function for a client application to start a connection to the OSPF-API-Server.

- **Link-state database synchronization:** When the connection between OSPF API-Client and OSPF API-Server has been established, then the client application can send link-state database synchronization request to the server. In this case, the OSPF API-Server will send entire OSPF LSDB in a sequence of LSAs to the OSPF API-Client.

- **Opaque Type registration:** When the LSDB synchronization achieved, then the OSPF API-Client can register the opaque type which it plans to originate as an opaque LSA.

- **Origination of own opaque LSAs:** when the OSPF demon learnt that an opaque-capable neighbor’s state is full the OSPF API-Server will notify the OSPF API-Client that it is ready to flood opaque LSAs. The OSPF API-Client application then can originates its own opaque LSA and invoke OSPF demon to flood it throughout the OSPF network.

- **Update own opaque LSA:** The OSPF API-Client can update the content of self-originated LSA and asks OSPF API-Server to re-flood it with a new content.

- **LSA update from neighbors:** Whenever any kind of LSAs picked up by OSPF demon, the OSPF API-Server will send a copy to OSPF API-Client

---

*Based on current implementation of the Quagga OSPF API the asynchronousport = synchronousport + 1*
to keep it synchronized with Quagga router’s LSDB.

- **Deletion of own opaque LSA:** The OSPF API-Client application can delete its opaque LSA from all OSPF routers by sending the deletion request to OSPF API-Server.

- **Connection shout down:** The OSPF API-Client can terminate the connection to OSPF API-Server by sending the shout down request. The client should delete all self-originated opaque LSA before sending a shout down request.

As discussed earlier in this section, the OSPF API-Server communicate with the OSPF API-Client application with the sort of notifications. Different OSPF API-Server’s notification message types are shown in Table 2.7. It is worth highlighting that the OSPF API-Client application is responsible to handle the notifications from the server side. To achieve this goal, the client application should register its call back functions for each type of notifications. The OSPF API library provides the "ospf_api_server_register_callback()" function to register the client call back functions.

<table>
<thead>
<tr>
<th>Notification</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSG_READY_NOTIFY</td>
<td>The OSPF demon is ready to generate the Opaque LSA.</td>
</tr>
<tr>
<td>MSG_LSA_UPDATE_NOTIFY</td>
<td>The link-state update revived.</td>
</tr>
<tr>
<td>MSG_LSA_DELETE_NOTIFY</td>
<td>The LSA is deleted from LSDB.</td>
</tr>
<tr>
<td>MSG_NEW_IF</td>
<td>New network interface is added to the network.</td>
</tr>
<tr>
<td>MSG_DEL_IF</td>
<td>An interface is deleted from the network.</td>
</tr>
<tr>
<td>MSG_ISM_CHANGE</td>
<td>The Interface state machine is changed.</td>
</tr>
<tr>
<td>MSG_NSM_CHANGE</td>
<td>The neighbor state machine is changed.</td>
</tr>
</tbody>
</table>
Figure 2.7: The OSPF API protocol states [61].
2.7 Related works

The work presented in this thesis project focuses on three research areas: monitoring of cloud resources, using opaque LSA for sending arbitrary information, and link-state update policy.

A number of authors have proposed a distributed cloud resource allocation system, see [21, 62, 63, 64]. These studies show that a fundamental part of resource allocation in a distributed cloud is monitoring of distributed resources. In fact, a cloud manager and resource allocation system needs to have up to date information about resource availability in each of the data centers in order to be able to make an appropriate decision. In a recent master’s thesis, V. Visockas has shown how to visualize the interactions between services running in a data center and between data centers based on the information that can be obtained by agents running in the virtual machines or by information that can be observed by the routers [65].

Resource monitoring in a cloud has been subject of many works, see [7, 66, 67]. In these works, the authors mostly consider the monitoring techniques inside a data center and not monitoring the distributed data centers. This work dose not consider the methods of resource monitoring inside the data center. We assume the information about data center’s functional capacity is available. Based on this assumption, we proposed a solution for monitoring distributed data centers plus network and link condition in a network embedded cloud.

Taking advantage of OSPF routing protocol’s opaque LSA by proposing a new TLV to carry arbitrary information was subject of many works. R. Keller and B. Plattner extent OSPF protocol by proposing new opaque LSA TLV to carry a router processing attributes for their active network control software [68]. As another example, L.G. Zuliani and R. Pasquini proposed a new TLV to the OSPF-TE protocol to enable the Generalized Multi-Protocol Label Switching (GMPLS) to have most effective decision [69]. The OSPF-TE and all of its extensions (which use opaque LSAs) can be considered as a related work in this area. The OSPF-TE widely discussed in literature and books. In this work, the OSPF-TE was explained in section 2.3.4.

Link-state update policy has been a subject of much research, especially in QoS routing, see [53, 54, 55, 70, 71, 72]. These works mostly consider different link-state update policies for distributing available link bandwidth information to provide required information for QoS routing and TE. In a recent master’s thesis, M. Noordermeer has shown that determining the appropriate parameters for the
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link-state update policy is more influential on the amount of traffic and decision accuracy than the choice of the policy itself [73]. Link-state update policy and some results of mentioned related work are discussed in section 2.5 and chapter 5 when it was required.

To the author knowledge, this is the first work considering resource monitoring in a network embedded cloud. However, the works discussed above was used as a part of proposed solution in this work or considered the resource monitoring and resource allocation in general.
Chapter 3

Design

This chapter specifies the architecture and the design of a proposed solution. The information required to provide an extension to OSPF-TE to convey data center’s resources is discussed. Finally, the proposed Cloud LSA architecture is presented.

3.1 Solution architecture

In this thesis project we use the OSPF protocol to transmit information about cloud resources and to provide the required information for a CMS. To achieve this goal, an extension to OSPF-TE is proposed as shown in Figure 3.1.

![Proposed solution architecture](image)

Figure 3.1: Proposed solution architecture.
The router extension module, called "Cloud-OSPF", is responsible for collecting resource information from (an embedded) data center. This information is distributed to the OSPF domain as Cloud LSAs via the OSPF router. The Cloud-OSPF module also is responsible for retrieving and analyzing received Cloud LSAs that were generated by other instance of the Cloud-OSPF module within the OSPF area. This information can be used to update the CMS. The CMS then can run any constrained-base algorithm to find the best instance(s) of the requested resources in the cloud network. Finally, the CMS tells the data center’s management system to allocate resources to a user. In the following section, more details about the Cloud-OSPF module’s design are explained.

### 3.2 Cloud-OSPF module’s design

In this section, the design issues for the Cloud-OSPF protocol and router module are explored, followed by a description of the different parts of Cloud-OSPF protocol and router module.

#### 3.2.1 Design issues

Two issues should be considered while designing an extension to OSPF-TE. The first issue is, choosing an OSPF router implementation. The second issue is, selecting a good model for an embedded data center.

##### 3.2.1.1 Quagga as routing suite

As described in section 2.6, several OSR software implementations are available. The project goal is to add an extension to the OSPF-TE protocol in such a way that the extended OSPF-TE conveys information about a data center’s resources in a new type of LSA. This goal determines the suitability of the proposed solution from both performance and robustness perspectives. However, the choice of router does not effect the project except the for the details of design and implementation. Quagga was chosen as a platform because of its active development community. Additionally, Quagga’s OSPF API enables us to develop an extension to the OSPF-TE protocol without requiring extensive knowledge or understanding of the Quagga source code.

##### 3.2.1.2 Embedded data center

The resource utilization modeling of an embedded data center directly affects the evaluation part of this project. This model should simulate the activity of a data
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center. Unfortunately, neither cloud providers nor the literature in the field provide detailed information about how a data center’s resources change during a business day. As a result, finding a realistic model of how cloud resources change is very important.

The author attempted to get information about the energy consumption of a data center. The assumption was that when the data center serves more requests that more resources are assigned and that during this time the data center will consume more energy. Based on this hypothesis we assume the following:

During the first hours of the day, the cloud, and as a consequence the data center, experiences a minimum number of resource allocation requests, thus the data center resource utilization has a minimum value. In the early morning hours as people start to work, the cloud experiences a higher rate of resource allocation requests which leads to a higher utilization of the data center’s resources. The utilization will reach its highest level around midday. Finally, in the evening, users will send resource de-allocation requests which decrease the resource utilization. Finally, during late night, the utilization returns to the lowest level. This argument is applicable to a data center where most of users are located in a single geographical area and assumes that the demands are largely related to human users making requests, as opposed to batch processing.

3.2.2 Solution Design

Cloud-OSPF is an extension to the OSPF protocol to extend it in such a way that it transmits virtualization and processing-related details of a network embedded cloud. The implementation of Cloud-OSPF is done by implementing two separate modules (as shown in Figure 3.2): "Cloud-OSPF-Receiver" and "Cloud-OSPF-Sender". Utilizing two separate modules to implement the Cloud-OSPF protocol offers flexibility, as either the Cloud-OSPF-Receiver or Cloud-OSPF-Sender can be shut down independently. Shutting down one or the other will reduce the router’s processing overhead.

3.2.2.1 Cloud-OSPF-Sender

The "Cloud-OSPF-Sender" is responsible for reading and examining the "Cloud Resource DB". The Cloud Resource DB contains information about the usable resources of an embedded data center (e.g. CPU, RAM, and storage). The Cloud-OSPF-Sender can utilize the OSPF router to inform other OSPF nodes by sending Cloud LSAs when significant changes occurs in this instance of the Cloud Resource DB. The Cloud-OSPF-Sender and Cloud-OSPF-Receiver
communicate with the Quagga router via the OSPF API. It is worth mentioning that the information about network capacity (e.g., network topology and link characteristics) will be provided by OSPF and OSPF-TE and not the Cloud-OSPF-Sender.

### 3.2.2.2 Cloud-OSPF-Receiver

The **Cloud-OSPF-Receiver** is responsible for keeping the "*Extended TED*" up to date. The Extended TED contains information about all the embedded data centers plus the network’s topology and link attributes. To achieve this goal, the Quagga router forwards a copy of all LSAs to the Cloud-OSPF-Receiver. The Cloud-OSPF-Receiver analyzes and extracts information from these LSAs to update the Extended TED. The CMS of the network embedded cloud can query the Extended TED to obtain information required to make an appropriate decision.

### 3.3 Cloud LSA

As discussed in section 2.3.2, The OSPF protocol utilizes LSAs to describe the local network’s status and to provide information about the network to other nodes. As discussed in section 2.3.3, the OSPF router uses an opaque LSA to support these generalized LSAs and floods this data within an OSPF area. In this section, the details of an extension of the OSPF-TE protocol are given. A new LSA, named "**Cloud LSA**", is proposed to convey information about embedded data center resources to the CMS. This Cloud LSA is as an enhancement to OSPF-TE protocol as it makes use of the TE LSAs, which are opaque LSAs with an area wide flooding scope (LS type 10).
3.3. CLOUD LSA

3.3.1 Cloud LSA format

The Cloud LSA starts with the standard TE LSA header with LS Type 10 and opaque Type 1. The payload portion of the Cloud LSA contains information about a data center’s resources. There are two ways that we could store the information about the data center resources in the payload. The first alternative is to propose a new type of TE TLV, and another option is to extend the existing TE TLV by adding one or more sub-TLVs.

Additionally, there are different ways to described the data center’s resources. One approach is to place all of the information about available resources in the value part of a top-TLV (or a sub-TLV). In this case, this top-TLV (or sub-TLV) can supply all of the required information (such as CPU, RAM, storage, and/or data center’s location). The second approach is to introduce different sub-TLVs (or sub-sub-TLVs) for each resource. In this second approach, one sub-TLV (or sub-sub-TLV) is required for each data center resource. Both options have benefits and weaknesses. Selecting the best alternative requires more research and analysis which are out of scope of this work. Here we will utilize the first approach, thus we place all of the available information about the data center’s resources in the value portion of a top-TLV (or sub-TLV).

The registered top-TLV for a TE LSA was described in Table 2.4 on page 28. We propose a new top TLV with a value 6 and with the name “Cloud TLV”. This Cloud TLV can hold a data center’s resource information in its value portion in two ways. The first approach is to place the data entirely in the value portion of the Cloud TLV as shown in Figure 3.3, and another approach stores the data center’s information in different sub-TLVs of the Cloud TLV (such as a CPU-sub-TLV, RAM-sub-TLV, and Storage-sub-TLV) as shown in Figure 3.4. In this case, the Cloud TLV can be composed of any combination of sub-TLVs.
Figure 3.3: Cloud TLV - storing all the required data about an embedded data center entirely in a value portion.

Figure 3.4: Cloud TLV - storing the embedded data center's information in different sub-TLVs.

It worth mentioning that the embedded data center can be realized using the compute capability of a router. The Node attribute TLV, which has type 5, carries the attributes associated with a router. Hence, the Node attribute TLV could accommodate information about the compute capability of a data center in the form of a new sub-TLV. Considering the registered sub-TLV for Node attributes TLV shown in Table 2.5 on page 29, a new sub-TLV for a node attribute TLV is proposed with the name of "Cloud sub-TLV" and has a type value equal to 3 (as
shown in Figure 3.5). The Cloud sub-TLV can hold the embedded data center’s resources information.

Each of the options to place data center resources in a TE LSA, the Cloud TLV and Cloud sub-TLV for Node attributes TLV, has advantages and disadvantages. Selecting the best way to encode the data center resources information requires more research and analysis which are out of scope of this work. Here we will assume that the data center resource are encoded in the Cloud sub-TLV of the Node attributes TLV of a TE LSA. One reason for making this choice is that it is easy to add new sub-TLVs if there are additional resources that we want to describe, for example we could add a sub-TLV to indicate what type of processor is available.

When it comes to the CMS, a data center can be described in terms of the available CPU, RAM, and storage resources plus the data center’s location. Another consideration is which parts of the data center’s resource information is required by the CMS. Placing more information in the Cloud LSA provides the CMS with more information, which might help the CMS to make a better decision. On the other hand, adding more information increases the network overhead of each Cloud LSA. As each OSPF router in the area must process each LSA, this can have a negative effect on each of these OSPF router’s performance. We will assume that the Cloud LSA contains four parameters: available CPU in units of clock frequency in Gigahertz (GHz), available RAM in Gigabytes (GB), available storage in Gigabytes (GB), and the location of the data center.
The sizes of the Cloud TLV value portions for the CPU, RAM, and location are an open question in this step. As discussed earlier, these portions represent the data center’s available resources and the data center’s location. Finding the optimal size for data center’s resource (i.e., CPU, RAM, and storage) requires more information about telecommunication operators data center’s capacity, which is not clear yet. The value portion for data center’s location could be an index number or the physical location of the data center if World Geodetic System 1984 (WGS84) coordinates. More research and study needed to find an optimal size for Cloud LSA value portions which was out of scope of this work and left for future work. In this project, we make the value parts of Cloud TLV for cloud resources as fixed unsigned 32 bit fields which can represent at max $2,147,483,647$ (i.e., $2^{32} - 1$). Additionally, the value portion of data center’s location is considered as fixed 32 bits string.

### 3.3.2 Summery

The proposed Cloud LSA starts with a standard TE LSA header with LS type 10 and Opaque Type 1. We propose a Cloud sub-TLV for the Node attribute TLV. The Node attribute TLV has type 5 and its Cloud sub-TLV has a type 3. This Cloud sub-TLV contains information about data center’s resource (specifically available CPU, RAM, storage and the data center’s location). The proposed Cloud LSA format is shown in Figure 3.6. It is worth highlighting that the proposed Cloud LSA contains 44 bytes of data.
### Cloud LSA Format

**Figure 3.6: Cloud LSA format.**

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS Age</td>
<td>Time since last update</td>
</tr>
<tr>
<td>Option</td>
<td>Additional parameters</td>
</tr>
<tr>
<td>Opaque ID</td>
<td>Unique identifier for router</td>
</tr>
<tr>
<td>Advertising Router</td>
<td>Router that advertised the LSA</td>
</tr>
<tr>
<td>LS Sequence Number</td>
<td>Sequence number of the LSA</td>
</tr>
<tr>
<td>LS Checksum</td>
<td>Checksum for the LSA</td>
</tr>
<tr>
<td>Type = 5</td>
<td>Sub-TLV for available CPU</td>
</tr>
<tr>
<td>Type = 3</td>
<td>Sub-TLV for available RAM</td>
</tr>
<tr>
<td>Available CPU</td>
<td>Available CPU in the data center</td>
</tr>
<tr>
<td>Available RAM</td>
<td>Available RAM in the data center</td>
</tr>
<tr>
<td>Available Storage</td>
<td>Available storage in the data center</td>
</tr>
<tr>
<td>Data center location</td>
<td>Location of the data center</td>
</tr>
</tbody>
</table>

**TE Header**
- LS Age
- Option
- Opaque ID

**Node attributes TLV**
- Advertising Router
- LS Sequence Number
- LS Checksum
- Type = 5
- Type = 3
- Available CPU
- Available RAM
- Available Storage
- Data center location
Chapter 4

Implementation

This chapter explains implementation of the proposed solution design presented in the previous chapter, including data center utilization simulator, Cloud-OSPF-sender, and Cloud-OSPF-Receiver. Some additional concepts are discussed when these concepts are needed to enable the reader to understand the implementation of the proposed solution.

4.1 Data center resource utilization module

The embedded data center module simulates a data center with varying levels of activity. The embedded data center module is written in the C programming language. This module simulates the data center's activity over 24 hours as described in section 3.2.1.2. This module is only used for testing and a real-world system would replace this module by code that would get the resource information from a data center management system (e.g., Amazon’s CloudWatch [74], CloudClimate [75], and CloudKick [76]).

4.1.1 Data center module’s flowchart

This module operates as shown in Figure 4.1. The embedded data center simulation module behaves as a data center with some pre-defined capacity. We assume that the data center’s capacity can be described by specifying the CPU’s clock rate in GHz, the amount of RAM in GB, and the amount of storage in GB. The data center simulator serves user requests by allocating or releasing data center resources. The module simulates user requests based on a bounded request arrival rate. The request arrival rate describes how often this data center receives another request. This request arrival rate is configurable in our model.
Figure 4.1: Data center resource utilization modeling flowchart. This chart skipped some features of application (such as connecting to sqlite database details, biased Probability distribution mechanism, and data center’s monitoring system).
A user request is described by three parameters: "job type", "instance type", and "number of instances. The embedded data center module supports four pre-defined job types: "Resource Allocation", "Resource Upgrade", "Resource De-allocation", and "Resource Downgrade" as shown in Table 4.1. It is worth mentioning that the Resource Upgrading and Resource Downgrading can apply to CPU, RAM, storage, or any combination of them.

<table>
<thead>
<tr>
<th>Type</th>
<th>Job Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Resource Allocation</td>
<td>Request for allocating a virtual resource. User needs to send this request</td>
</tr>
<tr>
<td></td>
<td></td>
<td>before sending a Resource de-allocation, upgrade, or downgrade.</td>
</tr>
<tr>
<td>2</td>
<td>Resource De-allocation</td>
<td>Request to release an allocated virtual resource.</td>
</tr>
<tr>
<td>3</td>
<td>Resource Upgrade</td>
<td>When the user already has some resources they can ask the data center to</td>
</tr>
<tr>
<td></td>
<td></td>
<td>increase the allocation of these resources.</td>
</tr>
<tr>
<td>4</td>
<td>Resource Downgrade</td>
<td>When the user already has some resources they can ask the data center to</td>
</tr>
<tr>
<td></td>
<td></td>
<td>de-allocate some of these resources.</td>
</tr>
</tbody>
</table>

The "instance type" is one of 14 pre-defined instances. Each instance is described by some amount of CPU, RAM, and storage. The number of instances is a random integer value between one and six. The user request parameters will be randomly selected from possible sets of the above options. More information about the data center capacity, type of instances, and part of embedded data center simulation module’s source code are presented in Appendix A.

4.1.2 Data center resource utilization results

The embedded Data Center module was executed 100 times to have results with a confidence interval of 95%. Each round of run simulated 24 hours and the data center module started at midnight, i.e., 00:00. This enables us to observe the behavior of a simulated data center over one business day.

As in simulated center module the user request types are biased based the day’s hours (e.g., in working hours the probability of resource request and resource
upgrade is higher than the none working hours), the data center utilization changes frequently and it has potentially curve point in each hour. The mean (i.e., opposed to the median values) for utilization in each hour enables us to have a general overview on data center utilization behavior. The mean of average CPU utilization and its upper and lower bounds of a 95% confidence interval (CI) for a simulated data center over 24 hours is shown in Figure 4.2. The first hour in graph depicts the mean of average CPU utilization from 12:00 A.M till 12:59 A.M and 24th hour in graph depicts the mean of average CPU utilization from 11:00 P.M till 11:59 P.M. The red lines in graph present each hour’s upper and lower bounds of a 95% CI for mean.

![Figure 4.2: Data center’s mean of average CPU utilization per hours with upper and lower bounds of a 95% CI.](image)

The mean of usable CPU capacity of the data center and its upper and lower bounds of a 95% CI per second over 24 hours is shown in Figure 4.3. The corresponding graphs of the data center’s mean of average utilization and mean of usable capacity for RAM and storage are given in Appendix B.

The data center resource utilization module logs the data center’s available resources in the Resource Database as was shown in Figure 3.2 on page 44. Third party software can use this database to learn about the current status of the data center. The Resource Database is built upon an SQLite [77] database and contains information about simulated data center’s resources with records such as that shown in Table 4.2. Additionally, this module includes a live monitoring system
4.2 CLOUD-OSPF-SENDER MODULE

Figure 4.3: Simulated data center’s mean available CPU capacity (GHz) per second and its upper and lower bounds of a 95% CI.

to enable a user to monitor available capacity and utilization of CPU, RAM and storage within a simulated data center.

Table 4.2: Resource Database format

<table>
<thead>
<tr>
<th>CPU</th>
<th>RAM</th>
<th>Storage</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>::INTEGER</td>
<td>::INTEGER</td>
<td>::INTEGER</td>
<td>::TEXT</td>
</tr>
</tbody>
</table>

4.2 Cloud-OSPF-Sender module

The Cloud-OSPF-Sender is responsible for several tasks, including monitoring the data center’s available resources, checking the data center’s resources based on an update policy, and sending information about the data center’s available resources in the form of opaque LSAs into the OSPF domain, as explained in section 3.2.2.

The update policy is the most crucial part of the Cloud-OSPF-Sender as this policy will determine how the Cloud-OSPF-Sender behaves when it detects changes in the data center’s resources. The update policy determines whether the change in the data center’s usable capacity is significant or not. The choice of update policy directly affects the performance of the proposed solution. As a
result, it is beneficial to select a good policy in order to avoid unnecessary updates. The Cloud-OSPF-Sender uses relative threshold update policy. More information corresponding selecting an update policy is given in chapter 5.

The Cloud-OSPF-Sender module is written in the C programming language. It uses threads to provide concurrency. As an example, one thread can be run for reading the data center’s resources while another thread is responsible for packing a Cloud LSA and sending it to the OSPF network. Also, the monitoring system for the embedded data center is run in parallel with other threads. In addition, in the future, we can add more threads (with different responsibilities) to this module without effecting the functionality of other parts of it.

The Cloud-OSPF-Sender is compatible with the Quagga router and employs the Quagga OSPF-API for low-level communications, see section 2.6.1. The flowchart for this application is shown in Figure 4.4. The Cloud-OSPF-Sender application allows the Cloud-OSPF system operator to configure several parameters before execution such as:

- **Target router IP address**: defines the administrative IP address of the target router. The application uses this IP address to connect to Quagga OSPF API.

- **Port for synchronous connection**: define the port number that Cloud-OSPF-Sender module uses for synchronous connection to OSPF API-server.

- **Opaque ID and Opaque Type**: define the Opaque ID and Opaque type for the Cloud LSA. The Opaque ID can be any arbitrary number. Based on the discussion of Cloud LSA in section 3.3, the Opaque Type should be 10 (TE LSA), the top-TLV type is 5 (Node attributes TLV), and the sub-TLV type is 3 (Cloud sub-TLV).

- **Threshold value**: the module uses the threshold-based with relative change update policy (See Chapter 5). This parameter defines the threshold value as a percentage change of the resource.

- **Interval value**: defines the interval between when the module checks the data center’s Resource DB. The default value for this parameter is MinLSInterval (i.e., 5 seconds).
Figure 4.4: Cloud-OSPF-Sender module flowchart. This chart skip details for some parts of module (e.g., steps of connection to Quagga router, steps of Connection to data center's resource DB, and detail about update policy).
When the Cloud-OSPF-Sender starts, it will create a TCP connection to the Target router’s IP address using "NEC-OSPF-TE∗" port number. The value of NEC-OSPF-TE is configurable in our model. Next, it will register the given Opaque Type and ID to OSPF API-Server. Cloud-OSPF-Sender will also register its own call back function to OSPF API-Client libraries. The call back functions are responsible for handling the OSPF API-Server notification messages. The OSPF API protocol was discussed in section 2.6.2.

When the client-server connection established, the Cloud-OSPF-Sender creates a thread for reading the data from the data center’s Resource DB. This thread is periodically invoked based on a timer which is set to the Interval time. The Cloud-OSPF-Sender module will re-create this thread and check the current status of data center’s Resource DB when the timer expires. If the application finds significant changes up on update policy for any resource, it will initialize a new thread to generate a new Cloud LSA. This thread will ask the Quagga router to send the Cloud LSA in the form of a LSU into the OSPF domain. The generated Cloud LSA contains the latest information about the data center’s resources. The Cloud LSA format was discussed in section 3.3. More information including the Cloud-OSPF-Sender’s source code is given in Appendix C.

4.3 Cloud-OSPF-Receiver module

The Cloud-OSPF-Receiver module is written in the Python programming language. This application is compatible with the Quagga router and uses the Quagga OSPF-API for low-level communications, as described in section 2.6.1. The Cloud-OSPF-Receiver synchronizes itself with the Quagga TED. Therefore, the Quagga router forwards a copy of all LSAs received from the OSPF domain to Cloud-OSPF-Receiver. The flowchart of this module is shown in Figure 4.5.

∗This is a port number that should register by IANA for a network embedded cloud monitoring system
Figure 4.5: Cloud-OSPF-Receiver module flowchart. This chart skip details for some parts of module (e.g., steps and details of: connection to Quagga router, registering call back functions, extracting and analyzing the received LSAs, and connection and updating the Extended TED, and detail about update policy).
This module allows the user to configure a target router’s IP address and required port number. These parameters define the administrative IP address of the target router and the port number which is used for synchronous connection to OSPF API-server. The Cloud-OSPF-Receiver uses these IP address and port to initial a connection to the Quagga OSPF API.

When the Cloud-OSPF-Receiver starts it creates a TCP connection to the target router’s IP address using "NEC-OSPF-TE" port number. The value of NEC-OSPF-TE is configurable in this module. Next, Cloud-OSPF-Receiver will register its own call back function to OSPF API-Client libraries. The call back functions are responsible for handling the OSPF API-Server notification messages. The Cloud-OSPF-Receiver connection sends a link-state database synchronization request to the OSPF API-Server over the accomplished client-server connection. After the Quagga router received this request, it will forward a copy each LSA that is received from the OSPF area to the Cloud-OSPF-Receiver. The Cloud-OSPF-Receiver listens to OSP API-Server and waits for OSPF API-Server notifications. It will execute one of its callback function when new notification received from server side.

When the Cloud-OSPF-Receiver receives a LSA from the Quagga router, it extracts the information from this LSA. After analyzing this, the application updates the Extended TED as needed. The Extended TED is built upon an SQLite database and contains information about network connectivity, TE metrics (if applicable), and embedded data center’s resources. The CMS or any third party software can query the Extended TED data to monitor the network’s and data centers status.
Chapter 5

Cloud resources and updates policies

Cloud resources are dynamic in nature. As a result, having up to date information about cloud resources in a network embedded cloud requires frequent Cloud LSAs update. To enable good decisions by the CMS, it is essential to select an appropriate policy for when to send Cloud LSAs. Sending very frequent Cloud LSAs updates can result in high traffic which will negatively impact the performance of the OSPF network. On the other hand, sending the infrequent Cloud LSA updates may result in losing synchronization between the Extended TEDs of the OSPF routers in the network, and as a consequence the CMS may make "bad" decision. A bad decision can be characterized as:

Over reservation In this case, the "bad" decision means that resource management system assumes a data center in the network embedded cloud has sufficient resources, according to the information in the Extended TED, when in fact it does not have sufficient resources.

Under reservation In this case, the "bad" decision means that resource management system assumes a data center in the network embedded cloud has insufficient resources, according to the information in the Extended TED, when it actually has sufficient resources.

As discussed in section 2.5, several update policy are available, such as immediate, periodic, threshold-based, and class-based update policy. This chapter provides analysis on all mentioned update policies for sending a cloud resource information and concludes with a discussion. To have these data we run a proposed data center model (see section 4.1 for 100 times to have analysis results with a confidence interval 95%. During the running period, we gathered the data center’s available resource information with an interval of resource arrival rate (i.e 1 second in experiments). Next, different update policies are applied to the data
5.1 Immediate update policy

The immediate update policy triggers an update whenever there is a change in available resources. This policy maximizes the accuracy of resource management but dramatically increases the network load.

As discussed in section 2.4, the OSPF routing protocol is rate limited in generating new LSAs by MinLSInterval timer. The default value of this timer is 5 seconds. Hence, this policy cannot generate a new Cloud LSA less than 5 second interval. As a result, when the data center’s resources change more than one time in 5 seconds interval this policy acts like a periodic update policy with an interval value 5 seconds.

5.2 Periodic update policy

In a periodic update policy, the originating router periodically advertises LSA update after the hold-down timer expires. This policy does not actually consider the extent of available resources but simply provides updates about available resources. As a result, in this update policy the number of updates can be calculated beforehand. The relation between the hold-down timer value and the number of updates for a data center’s resources in one day is shown in Figure 5.1. It is worth mentioning that based on MinLSInterval timer of OSPF routing protocol the minimum hold-down timer value for a periodic update policy is limited to 5 seconds.
5.2. Periodic Update Policy

With a small value as a hold-down timer, the periodic update policy provides more information about data center’s resources, but with a cost of sending more updates. As shown in Figure 5.1, the maximum number of updates in one day for a single data center is 17280 and accrues when a hold-down timer is set to 5 seconds. By increasing the hold-down timer value, the number of updates will decrease. However, the number of updates is not a sufficient factor to make a decision on hold-down timer value. It is also important to consider how the receiver node(s) (e.g., CMS) in an OSPF domain will views the data center’s resources with different hold-down timer values. Figure 5.2 shows how CMS views a data center’s available CPU capacity with different hold-down timer values 3600, 1000, and 200 seconds. The complete set of results for a data center’s CPU, RAM, and storage capacity with the different hold-down timer values are given in Appendix D.
Figure 5.2: How a cloud management system views cloud resources with different hold-down timer values 3600, 1000, and 200 seconds, the updates points are plotted a circles in each graph.
5.3. Class-based update policy

Considering that the periodic update policy triggers a new update regardless how the data center’s resource changes, a significant change can be ignored (for a period of time), and unnecessary LSA updates can occur often (especially if the period is short). Figure 5.3 visualized this problem for a hold-down timer value 700 seconds. In this Figure, the periods that are pointed with red are the periods that the periodic update send a new update while there are not significant changes, and the periods pointed with blue shows the periods that the periodic update policy ignores notable changes.

![Figure 5.3: The periodic update policy can ignore necessary LSA updates (pointed in blue), and send unnecessary LSA updates (pointed in red), the updates points are plotted a circles.](image)

5.3 Class-based update policy

As described by equation 2.4 on page 32, in a Class-based update policy the available capacity is divided to the number of classes. This policy triggers an update when the available capacity passed the class boundary. The classes size in this update policy determined by two key factors: a base factor \( \beta \) (\( \beta < 1 \)), and a growth factor \( f \).
5.3.1 Equal-sized classes

When a growth fact \( f \) is equal to 1, the classes are equal-sized. In this case, the number of equal-sized classes \( N_{eq} \), can be calculated as shown in equation 5.1.

\[
N_{eq} = \frac{1}{\beta}
\]  

(5.1)

where the \( \beta \) denotes a base class factor and determines each class size. In order to find an appropriate base factor, the equal-sized class based update policy with different base factor values was applied to the data center model which was described in section 4.1. Figure 5.4 shows how the base factor value effects on the number of updates due to simulated data center’s CPU capacity changes.

Figure 5.4: Number of updates per different number of classes \( N_{eq} \). The "X" axis are in logarithm scale.
This experiment clearly illustrates the hypothesis that the smaller base factor "β" value (higher $N_{eq}$ value) results in sending fewer updates than does a higher "β" value (smaller $N_{eq}$ value). While reducing the number of Cloud LSA updates will reduce the network load, there is a trade-off between the update frequency and accuracy of cloud resource management system information about cloud resources.

As discussed earlier, in a class-based update policy a new update triggers when the available capacity passes a class boundary. As a result, it can generate lots of unnecessary updates when the available resources fluctuates around a class boundary. Figure 5.5 visualized this problem for a equal-sized class-based update policy. The periods that this update policy generates unnecessary updates are pointed with red. The hysteresis method can be used to prevent excessive unnecessary updates. In this method, a new update triggers when not only the available capacity passes the class boundary but also the magnitude of the changes are significant (e.g., the available capacity passes the middle of adjacent classes) [78].

Figure 5.5: Equal-sized class-based update policy. How the update policy send updates due to changes in data center’s available CPU capacity when number of classes $N_{eq} = 80$. The periods pointed in red show the duration that this policy generates unnecessary updates.
However, the number of updates is not a sufficient factor to make a decision on the number of classes in the equal-sized class-based update policy. It is also important to consider how the receiver node(s) (e.g., CMS) in an OSPF domain views the data center’s resources with different number of classes. The analysis results enable us to see how the update policy reacts to changes in the data center’s resources and how well updates can describe the data center’s resources. The result for $N_{eq}$ values 120, 200, and 400 are shown in Figure 5.6. The complete set of results are given in Appendix E. These Figures enable us to see the inaccuracy of the resource management system’s view over the state of the cloud resources in some period of the time.
Figure 5.6: Equal-sized class-based update policy. How a cloud management system views cloud resources with different number of classes ($N_{eq}$) values 120, 200, and 400. The updates points are plotted a circles in each graph.
5.3.2 Exponential-sized classes

When a growth factor \( f \) is greater than 1 (see the equation 2.4 on page 32), we will have an exponential-sized class-based update policy. In this update policy, the base class size finds out by a base factor \( \beta \) and the classes size increases geometrically by a factor \( f \). In an exponential-sized class-based update policy, when a growth factor \( f \) decreases and/or a base factor \( \beta \) decreases, the total capacity \( C \) divides into more classes, and as a result more updates expected due to the simulated data center's resource changes. In order to find an appropriate base factor \( \beta \) and growth factor \( f \) value, the exponential-sized class-based update policy with different \( \beta \) value and \( f \) values was applied to the data center model which was described in section 4.1. Figure 5.7 shows how these two factors effect on the number of updates due to the data center's CPU capacity changes.

Figure 5.7: Exponential-sized class-based update policy. Number of updates per different values for growth factor \( f \) and base factor \( \beta \). The "X" (base factor) axis is in logarithm scale.

As discussed earlier in this section, fewer updates are expected when a growth factor \( f \) increases. The experiment illustrates abnormal behavior for some growth factor values. Figure 5.8 shows the number of updates for base factor values 0.000001, 0.00001, 0.01, and 0.1 with different growth factor values. In some points, which are pointed in red, more updates observed when the growth
factor was increased.

![Figure 5.8: Exponential-sized class-based update policy. Number of updates for base factor values 0.000001, 0.00001, 0.01, and 0.1 with different growth factor values.]

As discussed earlier, in a class-based update policy a new update triggers when the available capacity passes a class boundary. As a result, it can generate lots of unnecessary updates when the available resources fluctuate around a class boundary. Figure 5.9 visualizes this problem for an exponential-sized class-based update policy where $f = 1.4$ and $\beta = 0.01$. The periods that this update policy generates unnecessary updates are pointed in red. This explanation illustrates the reason of unexpected behavior in Figure 5.8. The hysteresis method can be used to prevent excessive unnecessary updates. In this method, a new update triggers when not only the available capacity passes the class boundary but also the magnitude of the changes are significant (e.g., the available capacity passes a middle of adjacent classes) [78].

The number of updates is not a sufficient factor to make a decision on a growth factor and a base factor values. It is also important to consider how the receiver node(s) (e.g., CMS) in an OSPF domain views the data center’s resources. The analysis results enable us to see how the update policy reacts to changes in the data center’s resources and how well updates can describe the data center’s resources. Figure 5.10 and Figure 5.11 show how CMS views a data center’s available CPU capacity with different values for base factor and growth factor. The complete set
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Figure 5.9: Exponential-sized class-based update policy. How the update policy send updates due changes in CPU value when base factor $\beta = 0.01$ and growth factor $f = 1.4$. The periods pointed in red show the duration that this policy generates unnecessary updates.

of result are given in Appendix F. These Figures enable us to see the inaccuracy of the resource management system’s view over the state of the cloud resources and/or unnecessary updates in some period.

In an exponential-sized class-based update policy updates are sent more frequently when there are few available resources. This phenomenon occurs due to smaller class size in situations that we have fewer amounts of available resources. By this means this policy can provide more accurate information when we have limited amount of resources in a data center. This approach is beneficial for sending a data center resource - because the CMS must be more careful in managing available resources when they are limited.
Figure 5.10: Exponential-sized class based update policy. How a cloud management system views data center’s CPU resources with fix base factor ($\beta = 0.001$) but different growth factor "f" values, the updates points are plotted a circles in each graph.
Figure 5.11: Exponential-sized class based update policy. How a cloud management system views data center’s CPU resources with a fix growth factor \( f = 1.2 \) but different base factor "\( \beta \)" values, the updates points are plotted a circles in each graph.
5.4 Threshold-based update policy

The threshold-based update policy triggers an update when the change in a resource’s availability exceeds a certain threshold value. In this policy the changes in a resource can be an absolute changes or a relative changes.

5.4.1 Absolute threshold-based update policy

The threshold-based with absolute change update policy triggers an update when the absolute change in a resource’s availability exceeds a certain threshold value as described by equation 2.2 on page 32. In order to find an appropriate threshold value, an absolute threshold-based policy with different threshold values was applied to the data center model which was described in a section 4.1. Figure 5.12 shows how the threshold value effects on the number of updates due to the data center’s CPU capacity changes.

![Figure 5.12: Absolute threshold-based update policy. Number of updates due to CPU changes per different threshold values. The "X" axis are in logarithm scale.](image-url)
This experiment clearly illustrates the hypothesis that the higher threshold value results in sending fewer updates than does a smaller value. While reducing the number of Cloud LSA updates will reduce the network load, there is a tradeoff between the update frequency and accuracy of cloud resource management system information about cloud resources.

The number of updates is not a sufficient factor to determine a threshold value. It is also important to consider how the receiver node(s) (e.g., CMS) in an OSPF domain views the data center’s resources. The analysis results enable us to see how the update policy reacts to changes in the data center’s resources and how well updates can describe the data center’s resources. The result for threshold values 2%, 3%, and 4% are shown in Figure 5.13. The complete set of results are given in Appendix G. These Figures enable us to see the inaccuracy of the resource management system’s view over the state of the cloud resources in some period of the time. The experiments show this policy behaves a lot like an equal-sized class-based update policy.
Figure 5.13: *Absolute* threshold-based update policy. How a cloud management system views cloud resources with different threshold values 2, 3 and 4 %, the updates points are plotted a circles in each graph.
5.4.2  Relative threshold-based update policy

The threshold-based with relative change update policy triggers an update when the relative change in a resource’s availability exceeds a certain threshold value based on equation 2.3 on page 32. In order to find an appropriate threshold value, a relative threshold-based update policy with different threshold values was applied to the data center model which was described in section 4.1. The threshold was set to different values between 5% and 100% in increments 5%. Figure 5.14 shows how the threshold value effects on the number of updates based on the data center’s CPU capacity.

Figure 5.14: Relative threshold-based update policy. Number of updates per different threshold values based on changes of a data center’s CPU capacity.
This experiment clearly illustrates the hypothesis that the higher threshold value results in sending fewer updates than does a smaller value. While reducing the number of Cloud LSA updates will reduce the network load, there is a tradeoff between the update frequency and accuracy of cloud resource management system information about cloud resources.

The number of updates is not a sufficient factor to determine a threshold value. It is also important to consider how the receiver node(s) (e.g., CMS) in an OSPF domain will view the data center's resources. The analysis results enable us to see how the update policy reacts to changes in the data center's resources and how well updates can describe the data center's resources. The result for threshold value of 5%, 20%, and 50% are shown in Figure 5.15. The complete set of results are given in Appendix H. These Figures enable us to see the inaccuracy of the resource management system's view over the state of the cloud resources in some period of the time.
Figure 5.15: *Relative* threshold-based update policy. How a cloud management system views cloud resources with different threshold values 5, 20 and 50 percent, the updates points are plotted a circles in each graph.
5.5 Summary

A periodic update policy periodically triggers a new LSA update without considering the extent of available resources. As a result, a significant change can be ignored and unnecessary LSA updates can occur often. On the other hand, the immediate update policy generates a LSA update after every time there is a change in resources. This policy maximizes the accuracy of resource management, but dramatically increases the network load. As the type and rate of resource request changes during the day, the available cloud resources fluctuate. In conclusion, periodic update and immediate update policies do not allow update policy to adapt to the availability of the data center’s resources.

A threshold-based policy regarding what is a relevant change and a class-based policy with exponential-sized class update try to avoid unnecessary updates by sending an update only when a significant change in resources occurs. Also, for both these update policies, updates are sent more frequently when there are few available resources - hence the CMS must be more careful in managing them. Such characteristics make either of them a good candidate for this project.

The studies show that determining the appropriate parameters for the policy is more influential on the amount of traffic and accuracy than the choice of the policy itself [73]. For the purposes of this thesis project we will use a threshold-based policy concerning relevant change and we try to determine the correct threshold values for each type of resource.
Chapter 6

Analysis

As discussed earlier in a section 3.3, the Cloud LSAs distribute the cloud resource information, thus providing the data required by the CMS to allocate resource in the embedded data centers. It is clear that adding new Opaque LSA into OSPF-TE results in an increase in the amount of OSPF protocol traffic. The Cloud LSA can be described by a number of data center’s related parameters (e.g., the available CPU, RAM, storage, etc.). It is worth emphasizing that the amount of opaque data carried in Cloud LSAs directly increases the OSPF protocol traffic overhead in network. However, more data carried in Cloud LSAs provides more information for the CMS which can result in a more accurate decision, but it also results in a more overhead due to the Cloud LSAs passing over the network.

The proposed Cloud LSA in this thesis project carries four parameters: available CPU, RAM, storage, and data center’s location. As shown in the Figure 3.6 on page 49, the proposed Cloud LSA has 44 bytes of data. In order to send an OSPF LSA into the OSPF network as a link-state update (LSU), the LSU header (28 bytes), IP header (20 bytes), and Ethernet header and trailer (18 bytes) [if applicable] should be added to Cloud LSA. As a result, sending one Cloud LSA link-state update loads the network with an additional 110 bytes, see Table 6.1.
Table 6.1: Cloud LSU parts and sizes.

<table>
<thead>
<tr>
<th>LSU parameters</th>
<th>Size (Byte)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud LSA</td>
<td>44</td>
</tr>
<tr>
<td>LSU Header</td>
<td>28</td>
</tr>
<tr>
<td>IP header</td>
<td>20</td>
</tr>
<tr>
<td>Ethernet header and trailer</td>
<td>18</td>
</tr>
<tr>
<td><strong>Total size</strong></td>
<td><strong>110</strong></td>
</tr>
</tbody>
</table>

Additionally, each LSU has an acknowledgment response. The link-state acknowledgment packet consists of the OSPF header (20 bytes) plus the link-state advertisement header (24 byte). In order to send an acknowledgment packet into the OSPF network, IP header (20 bytes), and Ethernet header and trailer (18 bytes) [if applicable] should be added to this packet. As a result, sending one link-state acknowledgment loads the network with an additional 82 bytes, see Table 6.2.

Table 6.2: Link-state acknowledgment parts and sizes.

<table>
<thead>
<tr>
<th>Ack parameters</th>
<th>Size (Byte)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSA Header</td>
<td>24</td>
</tr>
<tr>
<td>OSPF Header</td>
<td>20</td>
</tr>
<tr>
<td>IP header</td>
<td>20</td>
</tr>
<tr>
<td>Ethernet header</td>
<td>18</td>
</tr>
<tr>
<td><strong>Total size</strong></td>
<td><strong>82</strong></td>
</tr>
</tbody>
</table>

As a conclusion, when an OSPF router originates one LSU containing the Cloud LSA the network loads with an additional 192 bytes (in a sender point of view) as shown in Table 6.3.

Table 6.3: Extra Load by sending a Cloud LSA.

<table>
<thead>
<tr>
<th>parameters</th>
<th>Size (Byte)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud LSA</td>
<td>110</td>
</tr>
<tr>
<td>Acknowledgment</td>
<td>82</td>
</tr>
<tr>
<td><strong>Total size</strong></td>
<td><strong>192</strong></td>
</tr>
</tbody>
</table>
6.1 Performance of solution

As described in section 4.2, the Cloud-OSPF extension to OSPF-TE invokes the OSPF router to send an LSU if a significant change occurs in the data center’s resources. The link-state update policy is responsible for deciding which changes are considered significant, see section 2.5. To evaluate the performance of the proposed solution several test scenarios were utilized. The test scenarios are described in next section. It is clear that the test results will be biased based on data center model (presented in section 4.1), the update policy algorithm (presented in section 5), and the test bed topology (given in Figure 6.2). In this part of the evaluation, the worst case protocol overhead is calculated without considering the data center model and update policy algorithm in a fully meshed connected network topology with \(N\) number of OSPF nodes.

However, to analyze the Cloud LSA protocol traffic overhead it is not sufficient to consider the amount of traffic that proposed Cloud-OSPF extension sends into an OSPF network. As discussed in section 2.4, based on LSA N-squared problem, in an OSPF network with \(N\) OSPF routers, flooding each link-state update produces at maximum \(O(N^2)\) redundant LSAs. As a result, to analyze the proposed solution protocol overhead the traffic loaded in OSPF network by flooding Cloud LSAs will be considered (and not a traffic that a Cloud-OSPF injects into the OSPF network). The loads due to Cloud LSAs in the OSPF network (in receivers point of view) can be calculated using equation 6.1.

\[
\text{Extra loads} = D \times R_{\text{Netwok}} \times N_{\text{CloudLSA}} \times \text{Size}_{\text{CloudLSA}} \tag{6.1}
\]

Where \(D\) denotes the number of embedded data centers, \(R_{\text{Netwok}}\) denotes number of redundant LSAs that OSPF network generates for flooding a LSA, \(N_{\text{CloudLSA}}\) denotes number of Cloud LSAs that Cloud-OSPF injects into the OSPF network, and \(\text{Size}_{\text{CloudLSA}}\) denotes a Cloud LSA size.

Consider a fully meshed connected network with \(N\) OSPF router and one embedded data center. The Cloud-OSPF extension sends a Cloud LSA update when a data center’s resource state changes. The update policy module of Cloud-OSPF extension is responsible to take decisions when the CMS need to be updated with the latest data center’s resource information. As described in section 2.4, the OSPF router can produce a maximum of one LSA in each MinLSAInterval period of 5 seconds. As a result, using any type of update policies, the maximum rate for sending updates by OSPF router, is limited to one LSU per 5 seconds.

\(^*\text{Order of } N^2\)
Figure 6.1 shows the relation between the rate of sending Cloud LSAs and loads that *sender* injects into the network embedded cloud due to Cloud LSAs. In this graph, we add zero line as a base (i.e., red color). Additionally, this graph shows by increasing the interval period the Cloud LSAs loads rapidly decreases and inclines to zero.

Thus, the proposed solution in this thesis work can handle cases that a data center’s resource changes in such a way that a CMS need to be updated at a minimum rate of 5 seconds interval. Hence, the Cloud-OSPF sender sends at most 192 *bytes per 5 seconds* or 38.4 *bytes per second* (Bps). Considering LSA N-squared problem, in this case the network loads by at maximum $O(N^2) \times 192$ *bytes per 5 seconds* or $O(N^2) \times 38.4$ *bytes per second* (Bps).

This project concerns a network embedded cloud, which consists of a number of distributed data centers. To provide the latest information to the CMS an extended OSPF routers at each data center needs to send Cloud LSAs. As a result, the number of LSUs which send in a network is a direct function of the number of data centers in the OSPF network. In a fully meshed connected network with "D" embedded data centers and "N" OSPF routers the average traffic due to Cloud LSAs in receiver point of view will be $(D \times O(N^2) \times 38.4)$ Bps. If each "D" data centers send one LSU at the same time, then the peak overhead in traffic caused...
by this protocol will be \((D \times O(N^2) \times 192)\) bytes every 5 seconds.

However, OSPF and its flooding protocol are applicable for small and medium sized network because of the issue of the LSA N-squared problem. Studies show the maximum number of OSPF routers per AS is limited to around 50 [9, 79, 80]. As a consequence, if the network is fully-meshed and the number of OSPF routers limits to 50, and if beside each OSPF routers there is an embedded data center, the maximum average of additional protocol overhead can be calculated as around \(4.610^\ast\) Megabytes per second (MBps) with a peak of around \(23.050^\dagger\) Megabytes (MB) per 5 seconds (see equation 6.1, equation 2.1 on page 31, and Table 6.3).

As the network embedded cloud is not fully deployed, there is no clear assumption about the number of embedded data centers in this cloud model. However, the telecommunication providers, to enable cloud functionality, can install compute resources (i.e., racks with some servers) beside each of their network nodes. As a result, the number of embedded data center in a network embedded cloud can be much more than 50. Summary of this theoretical analysis is shown in Table 6.4.

Table 6.4: Cloud LSA worst average overhead and worst peak overhead analysis. The "\(N\)" represents a number of OSPF routers and the "\(D\)" represents a number of embedded data centers.

<table>
<thead>
<tr>
<th>Number of OSPF nodes</th>
<th>Number of embedded data centers</th>
<th>Peak Overhead in bytes</th>
<th>Avg Overhead Bps</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N)</td>
<td>1</td>
<td>(O(N^2) \times 192)</td>
<td>(O(N^2) \times 38.4)</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>23,049,600</td>
<td>4,609,920</td>
</tr>
<tr>
<td>(N)</td>
<td>(D)</td>
<td>(D \times O(N^2) \times 192)</td>
<td>(D \times O(N^2) \times 38.4)</td>
</tr>
</tbody>
</table>

6.2 Evaluation based on test scenarios

In this section the description related to set up a test environment is given. Each test scenarios were run 20 time to have results with a confidence interval (CI) of 95%. Thereafter, the results from one particular test round is given to have a better

\^The exact value is 4609920 Bps.
\daggerThe exact value is 23049600 Bytes per 5 seconds.
understand the behavior of proposed solution based on selected update policy (i.e., relative threshold update policy) and proposed data center model.

6.2.1 Set up test environment

The test machine is a HP EliteBoook 8560p with an "Intel® Core™ i7-2620M (2.70 GHz, 4 MB L3 cache)" processor. It is a dual-core processor with hyper-threading [81], which provides 4 effective CPUs. Also, the system has 8 GB of DDR3 (1333 MHz) SDRAM.

The test machine’s operating system (OS) is Ubuntu Linux*. It uses the Oracle VM VirtualBox program† [82] to create a network topology for testing. VirtualBox hosts six virtual machines (VMs) as OSPF routers. Each VM’s specifications are shown in Table 6.5.

<table>
<thead>
<tr>
<th>Table 6.5: VMs specification on test bed.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base memory</td>
</tr>
<tr>
<td>Chip-set</td>
</tr>
<tr>
<td>Number of CPU</td>
</tr>
<tr>
<td>Network Interface</td>
</tr>
</tbody>
</table>

Each VM is equipped with an instance of the Quagga software in order to utilize an OSPF router‡. The Quagga routers are interconnecting using VirtualBox’s internal networking component. The Quagga routers are interconnected by a simulated link and configured in area 0 (as shown in Figure 6.2).

Three different scenarios were used for testing. These scenarios all have the same topology, but different numbers of embedded data centers were used - as shown in Figure 6.3, Figure 6.4, and Figure 6.5. The OSPF protocol overhead is measured in order to determine the system’s performance. The traffic on each links was captured by Wireshark§ application [83]. In order to analyze the collected data, the "R" statistics application [84], Microsoft Excel, and a shell script were used.

---

*Ubuntu release 12.04 (precise) 64bit, kernel Linux 3.2.0-33-generic, and GNOME 3.4.2.
†Oracle VM VirtualBox Version 4.1.12_ubunto
‡The Quagga version is 0.99.21
§Version 1.8.3 (SVN Rev 45256 from /trunk-1.8)
Figure 6.2: The test bed topology with the router ID of each of the Quagga routers.

Figure 6.3: First test scenario - One embedded data centers in the network.

Figure 6.4: Second test scenario: Three embedded data centers in the network.

As described earlier the two key factors, which can effect on the evaluation, are the update policy and resource modeling of each data center. Based on the analysis in Chapter 5, and the complete set of results in Appendix D, Appendix E, Appendix F, Appendix G, and Appendix H, the relative threshold based update policy with threshold value of 20% was selected for this project. MinLSInterval was left at its default value (i.e., 5 seconds). The interval value for checking the data center’s resources is set to same value as MinLSInterval (i.e., 5 seconds). In
this case the Cloud-OSPf module will check the data center’s resources every 5 seconds and then it will decide if it should send out a LSU. Therefore, unnecessary changes in the data center’s resource are ignored. Additionally, the data center model described in the section 4.1 is used in the three test scenarios. To utilize a connection between Cloud-OSPf and Quagga’s OSPf API the port number 8898 * is used.

It is worth mentioning that the OSPf-Sender module in test scenarios sends a new Cloud LSA when the relative changes in available CPU capacity or RAM capacity or storage capacity exceeds the threshold value, see Algorithm 1.

**Algorithm 1** Logic which is used in a Cloud-OSPf module to send a new Cloud LSA.

\[\text{if (CPU relative change } \geq \text{ Threshold Value, OR RAM relative change } \geq \text{ Threshold Value, OR CPU relative change } \geq \text{ Threshold Value)} \text{ then } \text{Send a new Cloud LSA} \text{ end if}\]

### 6.2.2 Expected result

As discussed in section 2.4, LSA flooding in an OSPf network has N-squared problem when a OSPf network is fully meshed. The test bed network in this work is not a full mesh network (see Figure 6.2), so we estimates how many redundant messages required to flood a Cloud LSA. The test bed topology contains 6 OSPf

*This port number is not assigned by IANA [85].
routers that provide entirely 18 network interfaces. Suppose one of the OSPF routers injects a Cloud LSA into the network. Consider to the OSPF reliable flooding (see section 2.4), other OSPF routers in the network (i.e., 5 routers) receive that LSA and then they forward it to all of their interfaces except the one where that LSA was received from it. As a result, in the test bed network, sending one Cloud LSA produces 13* instances of LSAs.

As discussed above, the Cloud-OSPF module sends a new cloud LSA using a logic discussed in an Algorithm 1. Additionally, Chapter 5 described how the number of updates can be estimated for the proposed data center model. The expected number of updates based on Algorithm 1 for relative threshold update policy with threshold value 20% is shown in Table 6.6. A complete set of results are given in Appendix I.

Table 6.6: Relative threshold-based update policy. Expected number of updates for a relative threshold value 20% due to changes in a simulated data center’s resources based on a logic described in an Algorithm 1.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>39</td>
</tr>
<tr>
<td>Lower Bound</td>
<td>34</td>
</tr>
<tr>
<td>95% CI for Mean</td>
<td></td>
</tr>
<tr>
<td>Upper Bound</td>
<td>43</td>
</tr>
<tr>
<td>Median</td>
<td>29</td>
</tr>
<tr>
<td>Variance</td>
<td>574</td>
</tr>
<tr>
<td>Std. Deviation</td>
<td>23.97</td>
</tr>
<tr>
<td>Minimum</td>
<td>16</td>
</tr>
<tr>
<td>Maximum</td>
<td>145</td>
</tr>
</tbody>
</table>

Finally, using equation 6.1 and the information in Table 6.3, Table 6.6, and a expected number of redundant LSAs in a test bed network (i.e., 13 LSAs), the expected Cloud LSAs traffic for test scenarios with 6 OSPF router can be calculated as shown in Table 6.7.

\*Number of redundant messages = All network interfaces in a network - (Number of routers - 1)
6.2.3 Measured results

Each test scenario was executed 40 times to have results with a confidence interval of 95%. Each round of testing simulated 24 hours. In each of these scenarios the testing starts at midnight, i.e., 00:00.

In test scenarios, the network state was remained stable, which means no link(s) or node(s) failure occurred in test periods. In this case, the pure OSPF protocol overhead was observed as $205.453 \pm 0.904$ Bps (see Table 6.8).

### Table 6.8: Summery of captured pure OSPF traffic in Bps unit.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>205.453</td>
<td>203.207</td>
<td>207.699</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI for Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower Bound</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper Bound</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>205.626</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>0.817</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std. Deviation</td>
<td>0.904</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>204.475</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum</td>
<td>206.258</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In a first test scenario with one embedded data center, the statistical analysis on captured OSPF traffic shows the proposed solution produces $1.214 \pm 0.885$ Bps protocol overhead (see Table 6.9). In this case the proposed solution adds at mean $0.590 \pm 0.430\%$ extra load to pure OSPF protocols.
6.2. Evaluation Based on Test Scenarios

Table 6.9: First test scenario. Summary of captured Cloud LSAs traffic in Bps unit.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.214</td>
</tr>
<tr>
<td>Lower Bound</td>
<td>0.800</td>
</tr>
<tr>
<td>Upper Bound</td>
<td>1.629</td>
</tr>
<tr>
<td>95% CI for Mean</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>0.866</td>
</tr>
<tr>
<td>Variance</td>
<td>0.784</td>
</tr>
<tr>
<td>Std. Deviation</td>
<td>0.885</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.554</td>
</tr>
<tr>
<td>Maximum</td>
<td>3.537</td>
</tr>
</tbody>
</table>

In a second test scenario with three embedded data centers, the statistical analysis on captured OSPF traffic shows the proposed solution produces 3.658±1.095 Bps protocol overhead (see Table 6.10). In this case the proposed solution adds at mean 1.780±0.533 % extra traffic to pure OSPF protocols.

Table 6.10: Second test scenario. Summary of captured Cloud LSAs traffic in Bps unit.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3.658</td>
</tr>
<tr>
<td>Lower Bound</td>
<td>2.816</td>
</tr>
<tr>
<td>Upper Bound</td>
<td>4.500</td>
</tr>
<tr>
<td>95% CI for Mean</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>3.505</td>
</tr>
<tr>
<td>Variance</td>
<td>1.200</td>
</tr>
<tr>
<td>Std. Deviation</td>
<td>1.095</td>
</tr>
<tr>
<td>Minimum</td>
<td>2.269</td>
</tr>
<tr>
<td>Maximum</td>
<td>5.299</td>
</tr>
</tbody>
</table>

In a third test scenario with six embedded data centers, the statistical analysis on captured OSPF traffic shows the proposed solution produces 7.024±1.325 Bps protocol overhead (see Table 6.11). In this case the solution adds at mean 3.419±0.565 % extra traffic to pure OSPF protocols.
Table 6.11: Third test scenario. Summery of captured Cloud LSAs traffic in Bps unit.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td>7.024</td>
</tr>
<tr>
<td><strong>Lower Bound</strong></td>
<td>6.725</td>
</tr>
<tr>
<td><strong>Upper Bound</strong></td>
<td>7.323</td>
</tr>
<tr>
<td><strong>95% CI for Mean</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Median</strong></td>
<td>7.567</td>
</tr>
<tr>
<td><strong>Variance</strong></td>
<td>1.755</td>
</tr>
<tr>
<td><strong>Std. Deviation</strong></td>
<td>1.325</td>
</tr>
<tr>
<td><strong>Minimum</strong></td>
<td>4.333</td>
</tr>
<tr>
<td><strong>Maximum</strong></td>
<td>8.839</td>
</tr>
</tbody>
</table>

Using equation 6.1, equation 2.1 on page 31, and the analysis on Table 6.3, the maximum expected additional load due to Cloud LSAs in a fully-meshed connected network topology with 6 OSPF router can be calculated as: 960 Bps for a case that we have one embedded data center, 2880 Bps for a case that we have three embedded data centers, and 5760 Bps for a case that we have six embedded data centers.

In a worst expected load calculation, the network topology considered as a fully-meshed connected while the test bed topology was not fully meshed connected. As a result we experienced less number of redundant updates (13 redundant LSAs in a network due to inject one LSA) than in full meshed topology. Additionally, we did not consider the update policy and data center model in worst expected load calculation, and we assumed the Cloud LSAs floods every MinLSInterval. These factors can reduce the number of LSAs in the network and leads to the biased results based on network topology, data center model, and update policy.

Figure 6.6 shows the results from test scenarios has a correlation with expected traffic. It is worth mentioning that based on OSPF protocol LSRefreshTime timer (see Table 2.6 on page 30) if the extended OSPF router does not generate the new Cloud LSA within this interval the OSPF router will re-originate the Cloud LSA. That is why the measured Cloud LSAs traffic are more than mean expected Cloud LSAs traffic. To have more reliable data with lower variance value we need to run the test scenarios more than 40 times, which lefts as a future work.
6.2. Evaluation based on test scenarios

6.2.4 More observations in testing

In this section we look into the test results for three scenarios for one round. This section will enable us to analyze the behavior of the proposed solution. Figure 6.7 shows the OSPF protocol traffic as measured by Wireshark application for a second test scenario. The graphs set to shows the OSPF traffic in bytes per 10 minute interval. We shows our results in the bytes per 10 minute interval because each scenario contained the network traffic for 24 hours (i.e., 86400 seconds). As a result the graphs with the unit of Bps was not clear and the viewer was not able to distinguish between different traffic patterns. The complete set of results for other test scenarios, and also the results with a scale of bytes per minute are given in Appendix J.

Figure 6.6: Comparison between expected and captured Cloud LSAs traffic.
Figure 6.7: Measured OSPF protocol traffic in one test round - bytes per 10 minute. Second scenario: Three embedded data center in network. Protocol traffic for OSPF without Cloud LSA, OSPF with Cloud LSA, and the Cloud LSA traffic.
The green line in the above graph shows the traffic due to the fundamental functionality of OSPF protocol. For more information about OSPF’s main messages, see section 2.3. The red line shows the traffic due to the Cloud LSAs in the simulated OSPF network. More specifically this red line depicts the extra traffic that the solution adds to the underlying OSPF traffic (shown in green). Finally, the black line depicts the overall OSPF traffic, basic OSPF traffic plus Cloud LSAs traffic, sent through the OSPF network.

The traffic patterns (Figure 6.7, and Figures in Appendix J) show one peak around midday. As discussed in the section 4.1.2 and Appendix B, at midday, the simulated data center resources are at their lowest state. In this condition, based on the relative threshold update policy (i.e. OSPF-Sender module policy in test scenarios), the extended OSPF router sends more frequent Cloud LSUs when the resources state are low (see section 5.4.2). Figure 6.8 shows how the LSUs due to changes in the data center’s resources vary during one day.

Figure 6.8: The distribution of Cloud LSUs during one day for a proposed data center model when a relative threshold update policy with threshold value 20% is selected.

6.3 Discussion

The statistics shows the additional traffic due to Cloud LSA has a relation with the number of data centers in Cloud network as expected. Adding more data center to Cloud results in more Cloud LSAs, and as a consequence more protocol overhead. Also, the traffic that each sender injects in to the network is differ from the traffic
that receiver nodes see, based on OSPF LSA N-squared problem.

Additionally, the statistics shows in a first scenario 0.590±0.430% extra traffic, in a second scenario 1.780±0.533% extra traffic, and in a third scenario 3.419±0.565% extra traffic are loaded into OSPF network due to Cloud OSPF LSAs in this particular network embedded cloud. Moreover, the analysis showed that the traffic patterns are biased based on network topology, data center model, and update policy. As a result, by changing the data center model, data center capacity, and update policy the traffic patterns due to Cloud LSAs and test results may changes and these results are valid for our particular data center.

Based on the OSPF N-squared problem, in a OSPF network with \( N \) OSPF nodes, sending one Cloud LSA can produce in order of \( N^2 \) redundant messages (particularly in our test cases sending one cloud LSA produces 13 redundant Cloud LSAs in a network). As a result, with high value "\( N \)" the proposed solution faces a scalability issue. To ignore unnecessary messages forwarding in an OSPF network we propose that each router do a simple analysis on each Cloud LSA (e.g., calculate the hash value of Cloud LSA information or look in to the Cloud LSA information). This analysis enable the OSPF routers in a network to recognize whether they saw that LSA before or not. As a result, the OSPF router can discard forwarding the redundant LSAs to other interfaces if it is not required. In this case, we can reduce the unnecessary traffic in OSPF network but with extra cost on router processor. More research and study are required in this area which remains for future work.

It is worth remembering that the OSPF protocol produces less protocol overhead than OSPF-TE, when the network is stable (see section 2.3). Although our simple test scenarios show that the proposed solution in this work produces less protocol overhead than pure OSPF protocol, we expect the proposed solution produces more protocol overhead than pure OSPF (but less protocol overhead than OSPF-TE), when the network scales up (see section 6.2.2). More research and experiments are required to prove or reject this assumption which remains for future work.

Finally, these test scenarios showed that the solution is feasible and it functions properly in a simulated network embedded cloud.
Chapter 7

Conclusions

This chapter summarizes the general conclusions from this thesis project. In addition, some possible future work is proposed for improvements, extensions, and complements to this work. Finally, this chapter ends with some relevant required reflections.

7.1 Conclusion

Network embedded cloud systems are developing and major vendors are trying to gain leadership regarding this new trend. To optimize resource management in a network embedded cloud the Cloud Management System (CMS) requires information not only about the network conditions, but also details of the resource available at each distributed data center. The initial idea of this project was to understand the current state-of-the-art in network embedded clouds and propose an extension to OSPF-TE that can provide the required virtualization and processing information for a CMS. This project met all the initial goals as described in section 1.4. However, there are rooms to expand upon the performance evaluation which the author did not do, due limited time and the limitation discussed in section 1.6.

In this work, an overview of cloud networks, OSPF, and OSPF-TE was given. Also, in order to help a reader to understand this work, additional topics, including data center resource modeling and link-state update policies, were discussed in the different parts of the thesis. As a result of this master thesis, a prototype for an OSPF-TE extension for network a embedded cloud has been proposed, implemented, and evaluated. In this prototype, a new type of LSA was introduced. This new LSA is referred to as a Cloud LSA. The Cloud LSA is a TE LSA which is extended with a new sub TLV on the Node attribute TLV as was
discussed in section 3.3. The Cloud LSA allows more efficient resource allocation and resource management in a network embedded cloud by providing available resource information (CPU, RAM, Storage, and data center’s location). This prototype was implemented using the Quagga OSPF API.

Finally, some basic test scenarios were run to evaluate the performance, suitability, and flexibility of this proposed solution. In order to run these tests, two main decision were made: the data center model was implemented, and an update policy was selected. These two decisions plus a test bed topology directly affect the performance of the solution. Therefore, the test results are driven by the selected data center model - which may or may not have any relevance to the rate at which resource changes could occur in actual data centers. The test results shows that this solution produces 7.024±0.529 Bps protocol overhead for a scenarios with six embedded data centers (see section 6.2.3).

However, our simple model for a data center allowed us to evaluate the feasibility and performance of our proposed solution proved in a simulated cloud network. The author calculated the worst case performance of the proposed solution for a mesh connected network embedded cloud with "N" OSPF routers an "D" embedded data center. The results of worst case analysis shows that this solution produces at most \( D \times O(N^2) \times 38.4 \) Bps with a maximum peak value \( D \times O(N^2) \times 192 \) Byte per 5 seconds protocol overhead. The test and analysis results were given in Chapter 6.

If I had to do this project again, I would have invested more time in identifying the techniques for network resource monitoring and less time in studying different types of cloud models. Also I would have more focused on developing more suitable update policy, i.e., a policy specifically for Cloud resources, and to realize a more realistic model for the data centers.

One of the most important insights to come from this work is the need to understand the new opportunities and requirements based on use cases of a network embedded cloud. Unfortunately, at the time that this thesis was done the concept of network embedded cloud was not fully developed. As a result, I was not able to consider the details of such a system in my solution. This knowledge would help to better plan the design and implementation of solutions for problems in this area. Future work should consider the user and provider requirement in network embedded cloud and then try to find a solution for limitations in resource monitoring and resource management.
7.2 Future work

The solution proposed in this thesis enables available resource monitoring in a network embedded cloud as discussed in section 1.3. There are plenty of opportunities for future research and many improvements could be made. Some of the suggested future work will be addressed below.

There are alternative solutions for resource monitoring in network embedded clouds such as other pull base or push base link-state update protocols. All of the possible solutions were not analyzed and thoroughly studied due to limited time. As a result, the proposed solution may not be the best solution for resource monitoring in a network embedded cloud. More research on other solutions is required to compare the currently proposed solution, i.e., the extended OSPF-TE, with.

Moreover, the data center resource modeling and update policy algorithm were two key factors in our evaluation. While a relative threshold change based update algorithm was used in this work, in the future an advanced update policy specifically for cloud resources should be proposed. Additionally, more information about a data center’s resource utilization would help by providing more reliable data which could be used to evaluate different solutions for resource monitoring.

Another compelling issue concerns what is the best way to send the data center resource information with regard to the form of new LSUs. Is that better have a different LSU for each cloud resource parameter or provide all the resource parameter in one LSU? To be able to answer this question and achieve optimized LSUs, more analysis and research are required concerning the Cloud LSA format.

Furthermore, in this thesis project tests was run with three basic scenarios. To collect more reliable data, more advanced scenarios are required. Also, additional work is needed to propose a cloud TLV to the Internet Engineering Task Force (IETF) and to make it a standard.

One of the greatest future steps for this work would be to integrate the solution with commercial routing suite, OpenStack [86], or commercial Network Management System. Also, the current prototype does not support multiple OSPF areas nor IPv6. Finally, the network topology (including links and data centers) should be viewable via a web interface.
7.3 Required reflections

Working on this project, I gained knowledge about different types of cloud networks and current research questions in distributed and network embedded cloud. Also, I gained knowledge about link-state protocols specifically OSPF and OSPF-TE routing protocol. Moreover, learning and improving my skills in programming languages including C, C++, Python, and Shell Scripting was a great achievement for me. Furthermore, I worked with Linux and various tools and softwares in this project including the Virtual box, Quagga router, and R, which enriched my knowledge and experiences. Finally, it was a great experience and training to solve an industrial problem independently starting with a literature study and continuing with design, implementation, and evaluation.

This project proposed a solution for resource monitoring for a network embedded cloud. As this new cloud paradigm emerges, a network embedded cloud provider can use this proposed solution to monitor their embedded data center resources and network conditions in a single package. Using the information provided by the extended OSPF-TE, a network embedded cloud provider can realized optimal resource management. Also, the end user can take advantage of better services from network embedded cloud providers.

The solution proposed in this work for monitoring distributed data centers in a network embedded cloud has some privacy issues. When the OSPF traffic passes across links that others have access to, the attackers could reveal details of the operator’s resources, and resource usage of applications running on the network embedded cloud.

Additionally, there are some social and ethical issues with regard to the carrier providing both communication and processing services. In this model of cloud network, the operator can not only monitor the user traffic, but the operator now actually has access to and is processing the user data. There are some questions such as: should user and/or society trust operators with this information?

In some settings, there are also social issues with regard to potential monopolistic behavior by such a network embedded cloud operator who now not only provides connectivity, processes the user data, but is also probably storing a copy of user data, which could be a very dangerous security situation.
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Appendix A

Embedded data center module source code

The embedded data center’s module is written with the C programming language. This module simulates a data center with a predefined capacity. To describe the data center’s capacity a data structure "ComputeResource" is used as below:

```c
struct ComputeResource {
    int RAM; // GB
    int CPU; // GHz
    int Storage; // GB
};
```

The simulated data center is described by following predefined values as a data center’s capacity.

```c
// Total Resources; Ram(GB), CPU(GHz), Storage (GB)
const struct ComputeResource TotalResource = {12000, 176000, 6600000};

// Usable capacity of data center
const struct ComputeResource Capacity = {12000*0.85, 176000*0.85, 6600000*0.85};

// Available usable capacity
struct ComputeResource CurrentResource = {12000*0.85, 176000*0.855, 6600000*0.85}
```

The “TotalResource” data structure represents the total available resources of data center. All available capacity of data center is not utilizable by customers. In this data center design, the policy is not to announce 15% of total resources to customer and keep it as a surplus. This can occur due to maintenance or
avoid bad decision by Resource Management System, see chapter 5. As a result, the data center’s utilization never exceeds more than almost 85%. The "Capacity" data structure represents the functional capacity of data center. Finally, the "CurrentResource" represents the current functional capacity of a data center. The CurrentResource values changes when the data center serves requests.

The data center module supports 14 different type of instances. These instances are close upon amazon EC2 instances [4]. Each instance provides a predictable amount of dedicated compute capacity. The instances defined by fixed values for CPU (GHz), RAM (GB), and storage (GB) as follows:

```c
// Instance 1
struct ComputeResource M1SmallInstance = {.RAM = 1, .CPU = 1, .Storage = 160};
// Instance 2
struct ComputeResource M1MediumInstance = {3, 2, 410};
// Instance 3
struct ComputeResource M1LargeInstance = {7, 4, 750};
// Instance 4
struct ComputeResource M1ExLargeInstance = {15, 8, 1500};
// Instance 5
struct ComputeResource M3ExLargeInstance = {15, 13, 0};
// Instance 6
struct ComputeResource M3DoubleExLargeInstance = {30, 26, 0};
// Instance 7
struct ComputeResource MicroInstance = {0, 2, 0};
// Instance 8
struct ComputeResource HighMemExLargeInstance = {17, 6, 420};
// Instance 9
struct ComputeResource HighMem2ExLargeInstance = {34, 13, 850};
// Instance 10
struct ComputeResource HighMem4ExLargeInstance = {68, 26, 1700};
// Instance 11
struct ComputeResource HighCPUMediumInstance = {2, 5, 350};
// Instance 12
struct ComputeResource HighCPUExLargeInstance = {7, 20, 1600};
// Instance 13
struct ComputeResource Clus4ExLargeInstance = {23, 33, 1600};
// Instance 14
```
The application uses the "\texttt{rand()}" function to generate the random number. To prevent generating of the same sequence in each round, the "\texttt{srand (x)}" function is used. This function sets the seed of the random number generator algorithm. The application uses the computer's internal clock to control the choice of the seed for the "\texttt{srand ()}" function. Since time is continually changing, the "\texttt{rand()}" function generates a different sequence of random values in each run.

\begin{verbatim}
srand(time(NULL));
\end{verbatim}

The program uses biased probability to choose the job type, see section 4.1. In another words, in each request interval the program generates a random number between 1 and 100. Then, based on the hour for this data center utilization and a generated random value the application chooses one of four defined job types. The Following show this operation:

\begin{verbatim}
jobbiased = (rand() % 100) +1; // Random value between 1 and 100

\textbf{switch} (dayhour) {
// first working hours of data center , 12:00 A.M - 12:59 A.M
\textbf{case} 1:
    ++hourcounter;
    \textbf{if} (jobbiased <= 25) // 25% of allocation
        job = 0;
    \textbf{else if} (jobbiased <= 50) // 25% of de-allocation
        job = 1;
    \textbf{else if} (jobbiased <= 75) // 25% upgrading
        job = 2;
    \textbf{else if} (jobbiased <= 100) // 25% downgrading
        job = 3;
// Update the information in Resource data base
    MeanCpuUti = AverageUTICalculator (MeanCPUUTI, CPUUTI(), hourcounter);
    MeanRamUti = AverageUTICalculator (MeanRAMUTI, RAMUTI(), hourcounter);
    MeanStorageUti = AverageUTICalculator (MeanStorageUti, StorageUti(), hourcounter);
\textbf{if} (TimeIsOver()) {
    // the arrival rate also changes in each working hours of data center
    NextHour(hour1) // set the time to next hours
}\end{verbatim}
....
....
....

// 11 A.M - 11:59 A.M
case 11:
  ++hourcounter;
  if (jobbiased <= 28) // 50% of allocation
    job = 0;
  else if (jobbiased <= 51) // 30% de-allocation
    job = 1;
  else if (jobbiased <= 79) // 15% upgrading
    job = 2;
  else if (jobbiased <= 100) // 5% downgrading
    job = 3;

....
....
....

when the application makes a decision about job type, then it is a time for completing that action. The following function is responsible for a creation of a virtual machine(s) in a data center.

```c
struct ComputeResource CreateVM () {
  int CreatJob, NumberofVMs;
  int i = 0;
  // Define number of VM
  NumberofVMs = (rand() % 5) + 1;
  // do we have enough available capacity in data center?
  if (CreationIsAllowd() ) {
    for (i = 0; i < NumberofVMs; i++){
      // chose Instances type randomly
      CreatJob = rand() % numberofjobsVMcreation ;
      Allresource(CreatJob);
    }
  }
  else{
    AllPolicy = 0; // Allocation not allowed any more
  }
}
```

The Resource DB contains information about a data center’s resources. The application continuously updates the Resource DB information after execution of
each job type. The Resource DB is built up on SQLite. The application uses following function to update the resource database.

```c
int wrsqlite (int cpu, int ram, int storage)
{
    int retval;
    char string[150];
    sqlite3 *conn;
    // Name of database
    char *database = "resource.db";

    /* Connection to database
     * pass a pointer to the pointer to sqlite3, in short sqlite3**
     */
    retval = sqlite3_open(database,&conn);

    // error handling ---If connection failed, conn returns NULL
    if(retval)
    {
        return 0;
    }

    // Set the string
    memset(string, 0, sizeof(string));
    sprintf(string, "UPDATE resource SET cpu = %d, ram = %d, storage = %d , location = 'S'", cpu,ram,storage);

    // execute the string
    retval = sqlite3_exec(conn,string,0,0,0);
    // Execute the query for initialize the values

    // Close the handle to free memory
    sqlite3_close(conn);
    return 1;
}
```
Appendix B

Embedded data center model results

In this part the mean utilization for CPU, RAM, and storage for a simulated data center and its upper and lower bounds of a 95% CI for a simulated data center over 24 hours, which was explained in section 3.2.1.2 and Section 4.1, are shown in Figure B.1, Figure B.2, and Figure B.3.

Figure B.1: Simulated data center’s mean CPU utilization per hour.
Figure B.2: Simulated data center’s mean RAM utilization per hour.

Figure B.3: Simulated data center’s mean storage utilization per hour.
Figure B.4, Figure B.5, and Figure B.6 represent the CPU, RAM, and storage utilized of a simulated data center per second.

Figure B.4: Simulated data center CPU (GHz) capacity utilized per second.

Figure B.5: Simulated data center RAM (GB) capacity utilized per second.
Figure B.6: Simulated data center’s storage (GB) capacity utilized per second.
Appendix C

Cloud-OSPF-Sender source code

The Cloud-OSPF-Sender module is written in C programming language. User needs to run this module with some parameters to configure the application. If the module does not detect appropriate parameters, it will conclude with the following function.

```c
static int usage()
{
    printf("Usage: \n\n\nospfclient <Target IP> <LSA type> <opaquetype> <opaqueid> <Threshold> <Interval>\n\n\n\nTarget IP : router where API-enabled OSPF daemon is running\n\n\nLSA type : \neither 9, 10, or 11 depending on flooding scope\n\n\nopaquetype: \n0-255 (e.g., experimental applications use > 128)\n\n\nopaqueid : \narbitrary application instance (24 bits)\n\n\nareaid : \narea in IP address format\n\n\nThreshold : \nvalue for LSU policy (1 till 100)\n\n\nInterval : \nInterval for checking data center resource DB\n\n\nexit(1);
}
```

The Cloud-OSPF-Sender supports concurrency and uses threads for its functionality. Following line of program is used to create master thread. It is worth highlighting
that this module uses Quagga libraries for creation the and handling the threads.

```
master = thread_master_create ();
```

The application uses OSPF-API Built-in function, "ospf_apiclient_connect()", to establish TCP connection to OSPF API. The Cloud-OSPF-Sender module calls this function with Target router IP address and NEC-OSPF-TE as a port number. This function will provide two connections between the Cloud-OSPF-Sender and OSPF router. First connection is responsible for synchronous requests/replies to the Quagga API by client. Then, the OSPF router opens a reverse connection for asynchronous messages as a reaction (second connection). The following show some lines of code which are responsible for setting up a connection.

```
//args[1] = Target IP , ASYNCPORT = 5000
oclient = ospf_apiclient_connect (args[1], ASYNCPORT);
if (!oclient){
    printf("Connecting to OSPF daemon on %s FAILED!\n", args[1]);
    exit (1);
}
```

This program uses Resource DB to access to the data center’s resource information. To achieve this goal, the “read_DC_data ()” function is used. The following show this function.

```
int read_DC_data(struct thread *thread)
{
    int rsv;
    //Read data from Resource DB
    rsv = db_resource_read();

    if (rsv == 0){ // Find new data
        // add lsa_inject_cloud to thread que
        thread_add_timer (master, lsa_inject_cloud, oclient, 0);
        //Reinitialize the read_node_data with Interval
        thread_add_timer (master, read_node_data, oclient, Interval);
        return 0;
    }
    elseif (rsv == -1){ //error on reading DB
        //try reading again
    }
```
thread_add_timer (master, read_node_data, oclient, 0);
    return -1;
}
else // No new data for DC
    // Reinitialize the read_node_data with Interval
    thread_add_timer (master, read_node_data, oclient, Interval);
    return 1;
}

Following function is responsible for reading a data from Resource DB.

```c
int db_resource_read ()
{
    int retval;
    char string[150];
    // handler for database connection
    sqlite3 *conn;
    // DB name
    char *database = "resource.db";
    // A prepared statement for fetching tables
    sqlite3_stmt *stmt;
    // number of columns of DB table
    int cols;
    int CPU = 0;
    int RAM = 0;
    int Storage = 0;
    int rsv;
    int i;
    // try to connect to DB
    retval = sqlite3_open(database,&conn);

    // error handeling
    if (retval){
        // conection failed
        return -1;
    }

    // Set the string
    memset(string, 0, sizeof(string));
    // select those all rows from DB
    sprintf(string, "SELECT * from resource");
    retval = sqlite3_prepare_v2(conn,string,-1,&stmt,0);
```
if (retval){
    // connection DB Failed
    DBFetchFail++; //Function for monitoring Data center
    SystemMonitor();
    //SQLite finalization
    sqlite3_finalize(stmt);
    rsv=sqlite3_close(conn);
    return -1;
}

// Read the number of rows fetched
cols = sqlite3_column_count(stmt);
while(1){
    // fetch a row's status
    retval = sqlite3_step(stmt);
    if (retval == SQLITE_ROW){
        for (i=0 ; i<cols;i++){
            // copy the value of column i to val
            const char *val = (const char*)sqlite3_column_text(stmt,i);
            switch (i){
                case 0:
                    CPU = atoi(val);
                    break;
                case 1:
                    RAM = atoi(val);
                    break;
                case 2:
                    Storage = atoi(val);
                    break;
                case 3:
                    location = *val;
                    break;
            }
        }
    } else if (retval == SQLITE_DONE){
        // All rows finished
        break;
    } else{
        // Some error encountered
        sqlite3_finalize(stmt);
    }
}
sqlite3_close(conn);
return -1;
}

// Close the handle to free memory
sqlite3_finalize(stmt);
rsv=sqlite3_close(conn);
//check if data base provide new info or not
rsv = DC_changelog(CPU,RAM,Storage,location);
return rsv;
}

This function is responsible for applying update policy.

```c
int DC_changelog(int CPU, int RAM, int Storage, char location) {
    float CpuRateChange, RamRateChange, StoRateChange;
    //type casting
    CpuRateChange = abs((cldata->CPU - CPU)) / (float) abs( cldata->CPU);
    RamRateChange = abs((cldata->RAM - RAM)) / (float) abs( cldata->RAM);
    StoRateChange = abs((cldata->Storage - Storage)) / (float) abs( cldata->Storage);

    if (CpuRateChange > Threshold ||
        RamRateChange > Threshold ||
        StoRateChange > Threshold ){
        insert_new_data(CPU,RAM,Storage,location);
        return 0;
    }
    else{
        //NO CHANGE
        return 1;
    }
}
```

Cloud-OSPF-sender uses following function to invoke OSPF router to send LSA.

```c
static int lsa_inject_cloud (struct thread *t) {
    struct ospf_apiclient *cl;
    struct in_addr ifaddr;
```
struct in_addr area_id;
u_char lsa_type;
u_char opaque_type;
u_int32_t opaque_id;
void *opaquedata;
int opaquelen;
int rc;
struct SUB_TLV3 subtlv3;
struct TE_TLV5 tetlv5;
c1 = THREAD_ARG (t);

inet_aton (args[5], &ifaddr);
inet_aton (args[6], &area_id);
lsa_type = atoi (args[2]);
opaque_type = atoi (args[3]); // it should be 10
opaque_id = atoi (args[4]);

subtlv3.type = 3;
subtlv3.router_resource.CPU = cldata->CPU;
subtlv3.router_resource.RAM = cldata->RAM;
subtlv3.router_resource.Storage = cldata->Storage;
subtlv3.router_resource.location = cldata->location;

/* Set the length part of sub TLV of node attribute TLV
 *which is equal to size data that carries in TLV*/
subtlv3.length = sizeof (struct cloud_data);

// Set VALU part of node att TLV
tetlv5.subtlv3 = subtlv3;
tetlv5.type = 5;
/*Set the length of Node Att TLV =
 *length of sub TLV + length of type file + length of length field*/
tetlv5.length = subtlv3.length + sizeof(u_int16_t) + sizeof(u_int16_t);

opaquedata = &tetlv5;

/* Set the length of Opaque data =
 length part  TLV + length of type filed + length of length field*/
opaquelen = tetlv5.length + sizeof(u_int16_t) + sizeof(u_int16_t);

//Invoke OSPF router to send LSA
rc = ospf_apiclient_lsa_originate (c1, ifaddr, area_id,
Following data structures are used for making a Cloud LSA.

```c
/* Our Cloud LSAs have the following format. */
struct my_opaque_lsa {
    /* include common LSA header */
    struct lsa_header hdr;
    /* DC data in format of TE TLV */
    struct TE_TLV5 DC_data;
}

/* OSPF LSA header. */
struct lsa_header {
    u_int16_t ls_age;
    u_char options;
    u_char type;
    struct in_addr id;
    struct in_addr adv_router;
    u_int32_t ls_seqnum;
    u_int16_t checksum;
    u_int16_t length;
};

// Our Opaque data is in format of TE TLV
struct TE_TLV5 {
    u_int16_t type;
    u_int16_t length;
    struct SUB_TLV3 subtlv3;
};

// We propose sub TLV = 3 for DC resource
struct SUB_TLV3
```

```c
OpaqueUpdateSend++;
SystemMonitor();
return 0;
}
```
{  
    u_int16_t type;
    u_int16_t length;
    struct cloud_data DC_resource;
};

// send DC resources + Location
struct cloud_data
{
    u_int32_t CPU;
    u_int32_t RAM;
    u_int32_t Storage;
    char location;
};
Appendix D

Periodic update policy performance analysis

Figure D.1: How a cloud management system views cloud resources with a hold-down timer value 5 seconds, the updates points are plotted a circles.
Figure D.2: How a cloud management system views cloud resources with a hold-down timer value 25 seconds, the updates points are plotted circles.

Figure D.3: How a cloud management system views cloud resources with a hold-down timer value 50 seconds, the updates points are plotted circles.
Figure D.4: How a cloud management system views cloud resources with a hold-down timer value 100 seconds, the updates points are plotted a circles.

Figure D.5: How a cloud management system views cloud resources with a hold-down timer value 200 seconds, the updates points are plotted a circles.
Figure D.6: How a cloud management system views cloud resources with a hold-down timer value 500 seconds, the updates points are plotted a circles.

Figure D.7: How a cloud management system views cloud resources with a hold-down timer value 700 seconds, the updates points are plotted a circles.
Figure D.8: How a cloud management system views cloud resources with a hold-down timer value 1000 seconds, the updates points are plotted a circles.

Figure D.9: How a cloud management system views cloud resources with a hold-down timer value 3600 seconds, the updates points are plotted a circles.
Appendix E

Equal-sized class-based update policy experiments

A key factor that effect on number of classes (and as a consequence number of updates) in an equal-sized class-based update policy is a base factor $\beta$ (see section 2.5). This Appendix provides complete set of results when an equal-sized class-based update policy with different number of equal-sized classes (i.e., consequence of different $\beta$ values) values was applied on a proposed simulated data center’s resources (see section 5.3.1). It is worth mentioning that, the points that shown in circle in these graphs depict the time that the link-state update is sent out into the network. These Figures provide an overview to help understand how other node(s) in the network views the data center’s resources based on each $N_{eq}$ value.

Additionally, information about the number of updates per different number of equal-sized classes values based on simulated data center’s resource changes (i.e., CPU, RAM, and storage) are given in this Appendix.
### E.1 Data center’s CPU

Table E.1: Equal-sized class-based update policy. Number of Cloud LSA updates based on changes in a proposed data center’s CPU. In this Table "$N_{eq}$" refers to a "number of equal-sized classes", "LB" refers to a “95% confidence interval Lower Bound”, "UP" refers to a "95% confidence interval Upper Bound", and "Std." refers to a "Standard Deviation".

<table>
<thead>
<tr>
<th>$N_{eq}$</th>
<th>Mean</th>
<th>UB</th>
<th>Number of updates</th>
<th>LB</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>9</td>
<td>12</td>
<td>7</td>
<td>3</td>
<td>61</td>
<td>11.449</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>19</td>
<td>14</td>
<td>5</td>
<td>65</td>
<td>13.139</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>22</td>
<td>24</td>
<td>19</td>
<td>7</td>
<td>71</td>
<td>13.424</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>36</td>
<td>40</td>
<td>32</td>
<td>9</td>
<td>127</td>
<td>22.088</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>44</td>
<td>48</td>
<td>39</td>
<td>13</td>
<td>131</td>
<td>23.390</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>50</td>
<td>55</td>
<td>46</td>
<td>17</td>
<td>133</td>
<td>23.435</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>65</td>
<td>70</td>
<td>60</td>
<td>25</td>
<td>171</td>
<td>25.531</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>84</td>
<td>89</td>
<td>78</td>
<td>38</td>
<td>174</td>
<td>27.790</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>117</td>
<td>124</td>
<td>111</td>
<td>51</td>
<td>211</td>
<td>32.273</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>194</td>
<td>201</td>
<td>186</td>
<td>123</td>
<td>293</td>
<td>38.453</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>318</td>
<td>327</td>
<td>309</td>
<td>245</td>
<td>489</td>
<td>46.383</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>623</td>
<td>635</td>
<td>611</td>
<td>493</td>
<td>798</td>
<td>60.505</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>1227</td>
<td>1244</td>
<td>1210</td>
<td>1039</td>
<td>1493</td>
<td>87.032</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>3004</td>
<td>3027</td>
<td>2980</td>
<td>2644</td>
<td>3215</td>
<td>118.043</td>
<td></td>
</tr>
<tr>
<td>1500</td>
<td>5943</td>
<td>5972</td>
<td>5914</td>
<td>5444</td>
<td>6213</td>
<td>145.513</td>
<td></td>
</tr>
<tr>
<td>2500</td>
<td>8743</td>
<td>8791</td>
<td>8694</td>
<td>8175</td>
<td>9154</td>
<td>245.546</td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>11649</td>
<td>11671</td>
<td>11628</td>
<td>11336</td>
<td>11837</td>
<td>109.197</td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>12734</td>
<td>12755</td>
<td>12714</td>
<td>12415</td>
<td>12971</td>
<td>103.831</td>
<td></td>
</tr>
</tbody>
</table>
Figure E.1: Data center sample CPU (GHz) capacity per second

Figure E.2: Equal-sized class-based update policy. How a cloud management system views data center’s CPU with a $N_{eq}$ value 2, the updates points are plotted as circles.
Figure E.3: Equal-sized class-based update policy. How a cloud management system views data center’s CPU with a $N_{eq}$ value 4, the updates points are plotted a circles.

Figure E.4: Equal-sized class-based update policy. How a cloud management system views data center’s CPU with a $N_{eq}$ value 6, the updates points are plotted a circles.
Figure E.5: Equal-sized class-based update policy. How a cloud management system views data center’s CPU with a $N_{eq}$ value 9, the updates points are plotted a circles.

Figure E.6: Equal-sized class-based update policy. How a cloud management system views data center’s CPU with a $N_{eq}$ value 12, the updates points are plotted a circles.
Figure E.7: Equal-sized class-based update policy. How a cloud management system views data center’s CPU with a $N_{eq}$ value 15, the updates points are plotted a circles.

Figure E.8: Equal-sized class-based update policy. How a cloud management system views data center’s CPU with a $N_{eq}$ value 20, the updates points are plotted a circles.
Figure E.9: Equal-sized class-based update policy. How a cloud management system views data center’s CPU with a $N_{eq}$ value 30, the updates points are plotted a circles.

Figure E.10: Equal-sized class-based update policy. How a cloud management system views data center’s CPU with a $N_{eq}$ value 50, the updates points are plotted a circles.
Figure E.11: Equal-sized class-based update policy. How a cloud management system views data center’s $CPU$ with a $N_{eq}$ value 80, the updates points are plotted a circles.

Figure E.12: Equal-sized class-based update policy. How a cloud management system views data center’s $CPU$ with a $N_{eq}$ value 120, the updates points are plotted a circles.
Figure E.13: Equal-sized class-based update policy. How a cloud management system views data center’s *CPU* with a $N_{eq}$ value 200, the updates points are plotted a circles.

Figure E.14: Equal-sized class-based update policy. How a cloud management system views data center’s *CPU* with a $N_{eq}$ value 400, the updates points are plotted a circles.
Figure E.15: Equal-sized class-based update policy. How a cloud management system views data center’s CPU with a $N_{eq}$ value 800, the updates points are plotted a circles.

Figure E.16: Equal-sized class-based update policy. How a cloud management system views data center’s CPU with a $N_{eq}$ value 1500, the updates points are plotted a circles.
### E.2 Data center’s RAM

Table E.2: Equal-sized class-based update policy. Number of Cloud LSA updates based on changes in a proposed data center’s RAM. In this Table "$N_{eq}$" refers to a "number of equal size classes", "LB" refers to a "95% confidence interval Lower Bound", "UP" refers to a "95% confidence interval Upper Bound", and "Std." refers to a "Standard Deviation".

<table>
<thead>
<tr>
<th>$N_{eq}$</th>
<th>Mean</th>
<th>UB</th>
<th>Number of updates</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>UB</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LB</td>
<td>Min</td>
<td>Max</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Std.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>14</td>
<td>8</td>
<td>3</td>
<td>109</td>
<td>14.630</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>20</td>
<td>14</td>
<td>5</td>
<td>113</td>
<td>16.280</td>
</tr>
<tr>
<td>6</td>
<td>22</td>
<td>26</td>
<td>19</td>
<td>7</td>
<td>117</td>
<td>17.738</td>
</tr>
<tr>
<td>9</td>
<td>39</td>
<td>45</td>
<td>34</td>
<td>9</td>
<td>177</td>
<td>27.600</td>
</tr>
<tr>
<td>12</td>
<td>46</td>
<td>51</td>
<td>40</td>
<td>13</td>
<td>179</td>
<td>27.064</td>
</tr>
<tr>
<td>15</td>
<td>51</td>
<td>57</td>
<td>46</td>
<td>13</td>
<td>149</td>
<td>27.346</td>
</tr>
<tr>
<td>20</td>
<td>62</td>
<td>67</td>
<td>57</td>
<td>23</td>
<td>139</td>
<td>24.573</td>
</tr>
<tr>
<td>30</td>
<td>84</td>
<td>90</td>
<td>78</td>
<td>32</td>
<td>210</td>
<td>30.205</td>
</tr>
<tr>
<td>50</td>
<td>113</td>
<td>120</td>
<td>107</td>
<td>53</td>
<td>237</td>
<td>32.480</td>
</tr>
<tr>
<td>80</td>
<td>193</td>
<td>202</td>
<td>184</td>
<td>121</td>
<td>323</td>
<td>43.372</td>
</tr>
<tr>
<td>120</td>
<td>319</td>
<td>330</td>
<td>308</td>
<td>199</td>
<td>525</td>
<td>55.533</td>
</tr>
<tr>
<td>200</td>
<td>611</td>
<td>623</td>
<td>598</td>
<td>483</td>
<td>759</td>
<td>61.415</td>
</tr>
<tr>
<td>400</td>
<td>1210</td>
<td>1226</td>
<td>1194</td>
<td>1029</td>
<td>1418</td>
<td>80.597</td>
</tr>
<tr>
<td>800</td>
<td>2961</td>
<td>2983</td>
<td>2939</td>
<td>2640</td>
<td>3169</td>
<td>111.179</td>
</tr>
<tr>
<td>1500</td>
<td>5928</td>
<td>5955</td>
<td>5901</td>
<td>5581</td>
<td>6223</td>
<td>135.596</td>
</tr>
<tr>
<td>2500</td>
<td>8790</td>
<td>8837</td>
<td>8744</td>
<td>8278</td>
<td>9237</td>
<td>233.969</td>
</tr>
<tr>
<td>5000</td>
<td>11769</td>
<td>11790</td>
<td>11749</td>
<td>11529</td>
<td>11955</td>
<td>102.065</td>
</tr>
<tr>
<td>8000</td>
<td>12835</td>
<td>12853</td>
<td>12817</td>
<td>12601</td>
<td>13062</td>
<td>90.791</td>
</tr>
</tbody>
</table>
Figure E.17: Equal-sized class-based update policy. Number of updates per different number of classes $N_{eq}$ values based on changes of a data center’s RAM capacity. The "X" axis is in logarithm scale.

Figure E.18: Data center sample RAM (GB) capacity per second.
E.2. Data center’s RAM

Figure E.19: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with a $N_{eq}$ value 2, the updates points are plotted a circles.

Figure E.20: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with a $N_{eq}$ value 4, the updates points are plotted a circles.
Figure E.21: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with a $N_{eq}$ value 6, the updates points are plotted as circles.

Figure E.22: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with a $N_{eq}$ value 9, the updates points are plotted as circles.
E.2. DATA CENTER’S RAM

Figure E.23: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with a $N_{eq}$ value 12, the updates points are plotted as circles.

Figure E.24: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with a $N_{eq}$ value 15, the updates points are plotted as circles.
Figure E.25: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with a $N_{eq}$ value 20, the updates points are plotted a circles.

Figure E.26: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with a $N_{eq}$ value 30, the updates points are plotted a circles.
Figure E.27: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with a $N_{eq}$ value 50, the updates points are plotted a circles.

Figure E.28: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with a $N_{eq}$ value 80, the updates points are plotted a circles.
Figure E.29: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with an $N_{eq}$ value 120, the updates points are plotted as circles.

Figure E.30: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with an $N_{eq}$ value 200, the updates points are plotted as circles.
Figure E.31: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with a $N_{eq}$ value 400, the updates points are plotted as circles.

Figure E.32: Equal-sized class-based update policy. How a cloud management system views data center’s RAM capacity with a $N_{eq}$ value 800, the updates points are plotted as circles.
Figure E.33: Equal-sized class-based update policy. How a cloud management system views data center’s $RAM$ capacity with a $N_{eq}$ value 1500, the updates points are plotted a circles.
### E.3 Data center’s storage

Table E.3: Equal-sized class-based update policy. Number of Cloud LSA updates based on changes in a proposed data center’s storage. In this Table "$N_{eq}$" refers to a "number of equal size classes", "LB" refers to a "95% confidence interval Lower Bound", "UP" refers to a "95% confidence interval Upper Bound", and "Std." refers to a "Standard Deviation".

<table>
<thead>
<tr>
<th>$N_{eq}$</th>
<th>Mean</th>
<th>UB</th>
<th>Number of updates</th>
<th>Mean</th>
<th>UB</th>
<th>LB</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>33</td>
<td>7.233</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>33</td>
<td>7.233</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>18</td>
<td>21</td>
<td>15</td>
<td>5</td>
<td>77</td>
<td>77</td>
<td>13.099</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>19</td>
<td>21</td>
<td>16</td>
<td>5</td>
<td>77</td>
<td>77</td>
<td>13.573</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>23</td>
<td>26</td>
<td>20</td>
<td>9</td>
<td>75</td>
<td>75</td>
<td>13.853</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>23</td>
<td>26</td>
<td>20</td>
<td>9</td>
<td>75</td>
<td>75</td>
<td>13.853</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>40</td>
<td>43</td>
<td>37</td>
<td>13</td>
<td>87</td>
<td>87</td>
<td>16.523</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>58</td>
<td>63</td>
<td>54</td>
<td>16</td>
<td>126</td>
<td>126</td>
<td>24.449</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>78</td>
<td>83</td>
<td>73</td>
<td>39</td>
<td>151</td>
<td>151</td>
<td>24.593</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>104</td>
<td>111</td>
<td>97</td>
<td>43</td>
<td>225</td>
<td>225</td>
<td>33.737</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>164</td>
<td>170</td>
<td>159</td>
<td>95</td>
<td>231</td>
<td>231</td>
<td>27.574</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>359</td>
<td>369</td>
<td>349</td>
<td>233</td>
<td>503</td>
<td>503</td>
<td>51.794</td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>741</td>
<td>755</td>
<td>728</td>
<td>567</td>
<td>929</td>
<td>929</td>
<td>66.913</td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>1771</td>
<td>1791</td>
<td>1750</td>
<td>1408</td>
<td>2030</td>
<td>2030</td>
<td>101.231</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1500</td>
<td>3767</td>
<td>3802</td>
<td>3733</td>
<td>3367</td>
<td>4098</td>
<td>4098</td>
<td>174.767</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2500</td>
<td>5660</td>
<td>5701</td>
<td>5619</td>
<td>5181</td>
<td>6229</td>
<td>6229</td>
<td>204.999</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8000</td>
<td>11481</td>
<td>11504</td>
<td>11458</td>
<td>11207</td>
<td>11696</td>
<td>11696</td>
<td>115.604</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure E.34: Equal-sized class-based update policy. Number of updates per different number of classes $N_{eq}$ values based on changes of a data center’s storage capacity. The "X" axis is in logarithm scale.

Figure E.35: Data center sample storage (GB) capacity per second.
Figure E.36: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 2, the updates points are plotted a circles.

Figure E.37: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 4, the updates points are plotted a circles.
Figure E.38: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 6, the updates points are plotted as circles.

Figure E.39: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 9, the updates points are plotted as circles.
Figure E.40: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 12, the updates points are plotted as circles.

Figure E.41: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 15, the updates points are plotted as circles.
Figure E.42: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 20, the updates points are plotted a circles.

Figure E.43: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 30, the updates points are plotted a circles.
Figure E.44: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 50, the updates points are plotted a circles.

Figure E.45: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 80, the updates points are plotted a circles.
Figure E.46: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 120, the updates points are plotted a circles.

Figure E.47: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 200, the updates points are plotted a circles.
Figure E.48: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 400, the updates points are plotted a circles.

Figure E.49: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 800, the updates points are plotted a circles.
Figure E.50: Equal-sized class-based update policy. How a cloud management system views data center’s storage capacity with a $N_{eq}$ value 1500, the updates points are plotted a circles.
Appendix F

Exponential-sized class-based update policy

The two key factors that effect on number of classes (and as a consequence number of updates) in an exponential-sized class-based update policy are a base factor $\beta$ and a growth factor $f$ (see section 2.5. This Appendix provides complete set of results when an exponential-sized class-based update policy with different $\beta$ and $f$ values was applied on a proposed simulated data center’s resources (see section 5.3.2). It is worth mentioning that, the points that shown in circle in these graphs depict the time that the link-state update is sent out into the network. These figures provide an overview to help understand how other node(s) in the network views the data center’s resources based on each threshold value.

Additionally, information about the number of updates per different threshold value based on simulated data center’s resource changes (i.e., CPU, RAM, and storage) are provided in this Appendix.
## F.1 Data center’s CPU

Table F.1: Exponential-sized class-based update policy. Number of Cloud LSA updates based on changes in proposed data center’s CPU. In this Table "β" refers to a "Base factor", "f" refers to growth factor, "LB" refers to a "95% confidence interval Lower Bound", "UP" refers to a "95% confidence interval Upper Bound", and "Std." refers to a "Standard Deviation".

<table>
<thead>
<tr>
<th>β</th>
<th>f</th>
<th>Number of updates</th>
<th></th>
<th></th>
<th></th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00001</td>
<td>1.2</td>
<td>Mean</td>
<td>UB</td>
<td>LB</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>0.00001</td>
<td>1.2</td>
<td>134</td>
<td>1</td>
<td>1</td>
<td>59</td>
<td>303</td>
</tr>
<tr>
<td>0.00001</td>
<td>1.4</td>
<td>80</td>
<td>1</td>
<td>1</td>
<td>27</td>
<td>206</td>
</tr>
<tr>
<td>0.00001</td>
<td>1.6</td>
<td>53</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>189</td>
</tr>
<tr>
<td>0.00001</td>
<td>1.8</td>
<td>41</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>179</td>
</tr>
<tr>
<td>0.00001</td>
<td>2</td>
<td>38</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>159</td>
</tr>
<tr>
<td>0.00005</td>
<td>1.2</td>
<td>132</td>
<td>1</td>
<td>1</td>
<td>53</td>
<td>295</td>
</tr>
<tr>
<td>0.00005</td>
<td>1.4</td>
<td>81</td>
<td>1</td>
<td>1</td>
<td>27</td>
<td>191</td>
</tr>
<tr>
<td>0.00005</td>
<td>1.6</td>
<td>50</td>
<td>2</td>
<td>2</td>
<td>13</td>
<td>111</td>
</tr>
<tr>
<td>0.00005</td>
<td>1.8</td>
<td>42</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>147</td>
</tr>
<tr>
<td>0.00005</td>
<td>2</td>
<td>42</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>148</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.2</td>
<td>137</td>
<td>1</td>
<td>1</td>
<td>39</td>
<td>343</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.4</td>
<td>79</td>
<td>1</td>
<td>1</td>
<td>21</td>
<td>229</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.6</td>
<td>49</td>
<td>2</td>
<td>2</td>
<td>13</td>
<td>203</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.8</td>
<td>44</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>205</td>
</tr>
<tr>
<td>0.0001</td>
<td>2</td>
<td>42</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>146</td>
</tr>
<tr>
<td>0.0005</td>
<td>1.2</td>
<td>129</td>
<td>1</td>
<td>1</td>
<td>55</td>
<td>323</td>
</tr>
<tr>
<td>0.0005</td>
<td>1.4</td>
<td>72</td>
<td>1</td>
<td>1</td>
<td>21</td>
<td>177</td>
</tr>
</tbody>
</table>
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Table F.1 – continued from previous page

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$f$</th>
<th>Number of updates</th>
<th></th>
<th></th>
<th></th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>UB</td>
<td>LB</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>0.0005</td>
<td>1.6</td>
<td>73</td>
<td>2</td>
<td>2</td>
<td>17</td>
<td>193</td>
</tr>
<tr>
<td>0.0005</td>
<td>1.8</td>
<td>43</td>
<td>2</td>
<td>2</td>
<td>13</td>
<td>149</td>
</tr>
<tr>
<td>0.0005</td>
<td>2</td>
<td>27</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>90</td>
</tr>
<tr>
<td>0.001</td>
<td>1.2</td>
<td>187</td>
<td>1</td>
<td>1</td>
<td>73</td>
<td>342</td>
</tr>
<tr>
<td>0.001</td>
<td>1.4</td>
<td>75</td>
<td>1</td>
<td>1</td>
<td>15</td>
<td>221</td>
</tr>
<tr>
<td>0.001</td>
<td>1.6</td>
<td>49</td>
<td>2</td>
<td>2</td>
<td>13</td>
<td>165</td>
</tr>
<tr>
<td>0.001</td>
<td>1.8</td>
<td>43</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>137</td>
</tr>
<tr>
<td>0.001</td>
<td>2</td>
<td>27</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>77</td>
</tr>
<tr>
<td>0.005</td>
<td>1.2</td>
<td>115</td>
<td>1</td>
<td>1</td>
<td>51</td>
<td>229</td>
</tr>
<tr>
<td>0.005</td>
<td>1.4</td>
<td>106</td>
<td>1</td>
<td>1</td>
<td>25</td>
<td>230</td>
</tr>
<tr>
<td>0.005</td>
<td>1.6</td>
<td>60</td>
<td>2</td>
<td>2</td>
<td>17</td>
<td>171</td>
</tr>
<tr>
<td>0.005</td>
<td>1.8</td>
<td>44</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>129</td>
</tr>
<tr>
<td>0.005</td>
<td>2</td>
<td>36</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>121</td>
</tr>
<tr>
<td>0.01</td>
<td>1.2</td>
<td>106</td>
<td>1</td>
<td>1</td>
<td>45</td>
<td>211</td>
</tr>
<tr>
<td>0.01</td>
<td>1.4</td>
<td>117</td>
<td>1</td>
<td>1</td>
<td>36</td>
<td>234</td>
</tr>
<tr>
<td>0.01</td>
<td>1.6</td>
<td>41</td>
<td>2</td>
<td>2</td>
<td>15</td>
<td>103</td>
</tr>
<tr>
<td>0.01</td>
<td>1.8</td>
<td>35</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>125</td>
</tr>
<tr>
<td>0.01</td>
<td>2</td>
<td>34</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>91</td>
</tr>
<tr>
<td>0.05</td>
<td>1.2</td>
<td>63</td>
<td>1</td>
<td>1</td>
<td>21</td>
<td>131</td>
</tr>
<tr>
<td>0.05</td>
<td>1.4</td>
<td>45</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>167</td>
</tr>
<tr>
<td>0.05</td>
<td>1.6</td>
<td>34</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>107</td>
</tr>
<tr>
<td>0.05</td>
<td>1.8</td>
<td>35</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>81</td>
</tr>
<tr>
<td>0.05</td>
<td>2</td>
<td>32</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>83</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$f$</th>
<th>Number of updates</th>
<th>Mean</th>
<th>UB</th>
<th>LB</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.2</td>
<td></td>
<td>113</td>
<td>1</td>
<td>1</td>
<td>28</td>
<td>270</td>
<td>52.684</td>
</tr>
<tr>
<td>0.1</td>
<td>1.4</td>
<td></td>
<td>29</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>87</td>
<td>17.602</td>
</tr>
<tr>
<td>0.1</td>
<td>1.6</td>
<td></td>
<td>29</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>120</td>
<td>17.950</td>
</tr>
<tr>
<td>0.1</td>
<td>1.8</td>
<td></td>
<td>31</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>116</td>
<td>19.122</td>
</tr>
<tr>
<td>0.1</td>
<td>2</td>
<td></td>
<td>23</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>71</td>
<td>15.536</td>
</tr>
</tbody>
</table>
Figure F.1: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 1.2$.

Figure F.2: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 1.4$. 
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Figure F.3: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 1.6$.

Figure F.4: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 1.8$. 
Figure F.5: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 2$.

Figure F.6: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 1.2$. 
Figure F.7: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 1.4$.

Figure F.8: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 1.6$. 
Figure F.9: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 1.8$.

Figure F.10: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 2$. 


Figure F.11: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 1.2$.

Figure F.12: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 1.4$. 
Figure F.13: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 1.6$.

Figure F.14: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 1.8$. 
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Figure F.15: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 1e^{-04}$ and a growth factor $f = 2$.

Figure F.16: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 5e^{-04}$ and a growth factor $f = 1.2$. 
Figure F.17: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 5e^{-04}$ and a growth factor $f = 1.4$.

Figure F.18: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 5e^{-04}$ and a growth factor $f = 1.6$. 
Figure F.19: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 5e-04$ and a growth factor $f = 1.8$.

Figure F.20: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 5e-04$ and a growth factor $f = 2$. 
Figure F.21: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.001$ and a growth factor $f = 1.2$.

Figure F.22: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.001$ and a growth factor $f = 1.4$. 
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Figure F.23: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.001$ and a growth factor $f = 1.6$.

Figure F.24: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.001$ and a growth factor $f = 1.8$. 
Figure F.25: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.001$ and a growth factor $f = 2$.

Figure F.26: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.005$ and a growth factor $f = 1.2$. 
Figure F.27: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.005$ and a growth factor $f = 1.4$.

Figure F.28: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.005$ and a growth factor $f = 1.6$. 
Figure F.29: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.005$ and a growth factor $f = 1.8$.

Figure F.30: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.005$ and a growth factor $f = 2$. 
Figure F.31: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.01$ and a growth factor $f = 1.2$.

Figure F.32: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.01$ and a growth factor $f = 1.4$. 
Figure F.33: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.01$ and a growth factor $f = 1.6$.

Figure F.34: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.01$ and a growth factor $f = 1.8$. 
Figure F.35: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.01$ and a growth factor $f = 2$.

Figure F.36: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.05$ and a growth factor $f = 1.2$. 
Figure F.37: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.05$ and a growth factor $f = 1.4$.

Figure F.38: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.05$ and a growth factor $f = 1.6$. 
Figure F.39: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.05$ and a growth factor $f = 1.8$.

Figure F.40: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.05$ and a growth factor $f = 2$. 
Figure F.41: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.1$ and a growth factor $f = 1.2$.

Figure F.42: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.1$ and a growth factor $f = 1.4$. 
Figure F.43: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.1$ and a growth factor $f = 1.6$.

Figure F.44: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.1$ and a growth factor $f = 1.8$. 
Figure F.45: Exponential-sized class-based update policy. How a cloud management system views data center’s CPU capacity when a base factor $\beta = 0.1$ and a growth factor $f = 2$. 
## F.2 Data center’s RAM

Table F.2: Exponential-sized class-based update policy. Number of Cloud LSA updates based on changes in a proposed data center’s RAM. In this Table "β" refers to a "base factor", "f" refers to growth factor, "LB" refers to a "95% confidence interval Lower Bound", "UP" refers to a "95% confidence interval Upper Bound", and "Std." refers to a "Standard Deviation".

<table>
<thead>
<tr>
<th>β</th>
<th>f</th>
<th>Number of updates</th>
<th>Mean</th>
<th>UB</th>
<th>LB</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00001</td>
<td>1.2</td>
<td></td>
<td>141</td>
<td>1</td>
<td>1</td>
<td>47</td>
<td>282</td>
<td>53.701</td>
</tr>
<tr>
<td>0.00001</td>
<td>1.4</td>
<td></td>
<td>79</td>
<td>1</td>
<td>1</td>
<td>17</td>
<td>207</td>
<td>34.596</td>
</tr>
<tr>
<td>0.00001</td>
<td>1.6</td>
<td></td>
<td>56</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>143</td>
<td>30.709</td>
</tr>
<tr>
<td>0.00001</td>
<td>1.8</td>
<td></td>
<td>45</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>147</td>
<td>26.189</td>
</tr>
<tr>
<td>0.00005</td>
<td>2</td>
<td></td>
<td>38</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>113</td>
<td>22.773</td>
</tr>
<tr>
<td>0.00005</td>
<td>1.2</td>
<td></td>
<td>141</td>
<td>1</td>
<td>1</td>
<td>49</td>
<td>310</td>
<td>57.426</td>
</tr>
<tr>
<td>0.00005</td>
<td>1.4</td>
<td></td>
<td>79</td>
<td>1</td>
<td>1</td>
<td>19</td>
<td>203</td>
<td>35.039</td>
</tr>
<tr>
<td>0.00005</td>
<td>1.6</td>
<td></td>
<td>52</td>
<td>2</td>
<td>2</td>
<td>15</td>
<td>148</td>
<td>28.071</td>
</tr>
<tr>
<td>0.00005</td>
<td>1.8</td>
<td></td>
<td>42</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>122</td>
<td>24.355</td>
</tr>
<tr>
<td>0.00005</td>
<td>2</td>
<td></td>
<td>40</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>141</td>
<td>24.408</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.2</td>
<td></td>
<td>140</td>
<td>1</td>
<td>1</td>
<td>53</td>
<td>287</td>
<td>51.221</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.4</td>
<td></td>
<td>84</td>
<td>1</td>
<td>1</td>
<td>17</td>
<td>215</td>
<td>39.193</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.6</td>
<td></td>
<td>55</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>129</td>
<td>27.770</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.8</td>
<td></td>
<td>43</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>141</td>
<td>28.146</td>
</tr>
<tr>
<td>0.0001</td>
<td>2</td>
<td></td>
<td>40</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>139</td>
<td>24.852</td>
</tr>
<tr>
<td>0.0005</td>
<td>1.2</td>
<td></td>
<td>145</td>
<td>1</td>
<td>1</td>
<td>61</td>
<td>325</td>
<td>52.074</td>
</tr>
<tr>
<td>0.0005</td>
<td>1.4</td>
<td></td>
<td>73</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>157</td>
<td>31.439</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$f$</th>
<th>Number of updates</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>UB</td>
<td>LB</td>
<td>Min</td>
<td>Max</td>
<td>Std.</td>
<td></td>
</tr>
<tr>
<td>0.0005</td>
<td>1.6</td>
<td>73</td>
<td>2</td>
<td>2</td>
<td>19</td>
<td>186</td>
<td>37.119</td>
<td></td>
</tr>
<tr>
<td>0.0005</td>
<td>1.8</td>
<td>42</td>
<td>2</td>
<td>2</td>
<td>13</td>
<td>113</td>
<td>21.012</td>
<td></td>
</tr>
<tr>
<td>0.0005</td>
<td>2</td>
<td>31</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>121</td>
<td>23.444</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>1.2</td>
<td>178</td>
<td>1</td>
<td>1</td>
<td>65</td>
<td>329</td>
<td>50.323</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>1.4</td>
<td>70</td>
<td>1</td>
<td>1</td>
<td>23</td>
<td>156</td>
<td>29.052</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>1.6</td>
<td>49</td>
<td>2</td>
<td>2</td>
<td>13</td>
<td>113</td>
<td>25.803</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>1.8</td>
<td>40</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>112</td>
<td>23.161</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>2</td>
<td>30</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>125</td>
<td>22.715</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>1.2</td>
<td>120</td>
<td>1</td>
<td>1</td>
<td>57</td>
<td>268</td>
<td>35.726</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>1.4</td>
<td>106</td>
<td>1</td>
<td>1</td>
<td>27</td>
<td>209</td>
<td>41.497</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>1.6</td>
<td>59</td>
<td>2</td>
<td>2</td>
<td>15</td>
<td>160</td>
<td>25.509</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>1.8</td>
<td>42</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>95</td>
<td>19.383</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>2</td>
<td>37</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>143</td>
<td>20.035</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>1.2</td>
<td>108</td>
<td>1</td>
<td>1</td>
<td>41</td>
<td>218</td>
<td>35.398</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>1.4</td>
<td>113</td>
<td>1</td>
<td>1</td>
<td>36</td>
<td>267</td>
<td>47.877</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>1.6</td>
<td>42</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>123</td>
<td>19.939</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>1.8</td>
<td>38</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>115</td>
<td>18.625</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>2</td>
<td>36</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>93</td>
<td>18.086</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>1.2</td>
<td>65</td>
<td>1</td>
<td>1</td>
<td>17</td>
<td>147</td>
<td>25.066</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>1.4</td>
<td>49</td>
<td>1</td>
<td>1</td>
<td>13</td>
<td>111</td>
<td>23.715</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>1.6</td>
<td>32</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>109</td>
<td>21.170</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>1.8</td>
<td>35</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>139</td>
<td>22.192</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>2</td>
<td>32</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>123</td>
<td>18.515</td>
<td></td>
</tr>
</tbody>
</table>
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Table F.2 – continued from previous page

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$f$</th>
<th>Number of updates</th>
<th>Mean</th>
<th>UB</th>
<th>LB</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.2</td>
<td></td>
<td>114</td>
<td>1</td>
<td>1</td>
<td>22</td>
<td>290</td>
<td>49.928</td>
</tr>
<tr>
<td>0.1</td>
<td>1.4</td>
<td></td>
<td>25</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>85</td>
<td>15.414</td>
</tr>
<tr>
<td>0.1</td>
<td>1.6</td>
<td></td>
<td>31</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>127</td>
<td>18.413</td>
</tr>
<tr>
<td>0.1</td>
<td>1.8</td>
<td></td>
<td>29</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>87</td>
<td>17.987</td>
</tr>
<tr>
<td>0.1</td>
<td>2</td>
<td></td>
<td>25</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>95</td>
<td>17.794</td>
</tr>
</tbody>
</table>
F.2. DATA CENTER’S RAM

Figure F.46: Exponential-sized class-based update policy. Number of updates per different growth factor and base factor values based on changes of a data center’s RAM capacity. The "X" axis is in logarithm scale.

Figure F.47: Data center sample RAM (GB) capacity per second.
**Figure F.48:** Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 1.2$.

**Figure F.49:** Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 1.4$. 
Figure F.50: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 1.6$.

Figure F.51: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 1.8$. 
Figure F.52: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 2$.

Figure F.53: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 1.2$. 
Figure F.54: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 5e^{-05}$ and a growth factor $f = 1.4$.

Figure F.55: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 5e^{-05}$ and a growth factor $f = 1.6$. 
Figure F.56: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 1.8$.

Figure F.57: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 2$. 

Figure F.58: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 1.2$.

Figure F.59: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 1.4$. 
Figure F.60: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 1.6$.

Figure F.61: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 1.8$. 
Figure F.62: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 2$.

Figure F.63: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 5e-04$ and a growth factor $f = 1.2$. 
Figure F.64: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 5e-04$ and a growth factor $f = 1.4$.

Figure F.65: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 5e-04$ and a growth factor $f = 1.6$. 
Figure F.66: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 5\times10^{-4}$ and a growth factor $f = 1.8$.

Figure F.67: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 5\times10^{-4}$ and a growth factor $f = 2$. 
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Figure F.68: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.001$ and a growth factor $f = 1.2$.

Figure F.69: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.001$ and a growth factor $f = 1.4$. 
Figure F.70: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.001$ and a growth factor $f = 1.6$.

Figure F.71: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.001$ and a growth factor $f = 1.8$. 
Figure F.72: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.001$ and a growth factor $f = 2$.

Figure F.73: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.005$ and a growth factor $f = 1.2$. 
Figure F.74: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.005$ and a growth factor $f = 1.4$.

Figure F.75: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.005$ and a growth factor $f = 1.6$. 

Figure F.76: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.005$ and a growth factor $f = 1.8$.

Figure F.77: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.005$ and a growth factor $f = 2$. 
Figure F.78: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.01$ and a growth factor $f = 1.2$.

Figure F.79: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.01$ and a growth factor $f = 1.4$. 
Figure F.80: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.01$ and a growth factor $f = 1.6$.

Figure F.81: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.01$ and a growth factor $f = 1.8$. 
Figure F.82: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.01$ and a growth factor $f = 2$.

Figure F.83: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.05$ and a growth factor $f = 1.2$. 
Figure F.84: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.05$ and a growth factor $f = 1.4$.

Figure F.85: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.05$ and a growth factor $f = 1.6$. 
Figure F.86: Exponential-sized class-based update policy. How a cloud management system views data center’s \textit{RAM} capacity when a base factor $\beta = 0.05$ and a growth factor $f = 1.8$.

Figure F.87: Exponential-sized class-based update policy. How a cloud management system views data center’s \textit{RAM} capacity when a base factor $\beta = 0.05$ and a growth factor $f = 2$. 
Figure F.88: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.1$ and a growth factor $f = 1.2$.

Figure F.89: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.1$ and a growth factor $f = 1.4$. 
Figure F.90: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.1$ and a growth factor $f = 1.6$.

Figure F.91: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.1$ and a growth factor $f = 1.8$. 
Figure F.92: Exponential-sized class-based update policy. How a cloud management system views data center’s RAM capacity when a base factor $\beta = 0.1$ and a growth factor $f = 2$. 
### F.3 Data center’s storage

Table F.3: Exponential-sized class-based update policy. Number of Cloud LSA updates based on changes in a proposed data center’s storage. In this Table "β" refers to a "base factor", "f" refers to growth factor, "LB" refers to a "95% confidence interval Lower Bound", "UP" refers to a "95% confidence interval Upper Bound", and "Std." refers to a "Standard Deviation".

<table>
<thead>
<tr>
<th>β</th>
<th>f</th>
<th>Number of updates</th>
<th>Mean</th>
<th>UB</th>
<th>LB</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00001</td>
<td>1.2</td>
<td></td>
<td>49</td>
<td>1</td>
<td>1</td>
<td>15</td>
<td>127</td>
<td>23.448</td>
</tr>
<tr>
<td>0.00001</td>
<td>1.4</td>
<td></td>
<td>23</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>93</td>
<td>15.741</td>
</tr>
<tr>
<td>0.00001</td>
<td>1.6</td>
<td></td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>97</td>
<td>13.139</td>
</tr>
<tr>
<td>0.00001</td>
<td>1.8</td>
<td></td>
<td>12</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>47</td>
<td>8.530</td>
</tr>
<tr>
<td>0.00001</td>
<td>2</td>
<td></td>
<td>12</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>53</td>
<td>12.711</td>
</tr>
<tr>
<td>0.00005</td>
<td>1.2</td>
<td></td>
<td>49</td>
<td>1</td>
<td>1</td>
<td>15</td>
<td>155</td>
<td>26.081</td>
</tr>
<tr>
<td>0.00005</td>
<td>1.4</td>
<td></td>
<td>28</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>93</td>
<td>16.797</td>
</tr>
<tr>
<td>0.00005</td>
<td>1.6</td>
<td></td>
<td>18</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>61</td>
<td>14.206</td>
</tr>
<tr>
<td>0.00005</td>
<td>1.8</td>
<td></td>
<td>14</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>53</td>
<td>10.59</td>
</tr>
<tr>
<td>0.00005</td>
<td>2</td>
<td></td>
<td>13</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>49</td>
<td>9.488</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.2</td>
<td></td>
<td>48</td>
<td>1</td>
<td>1</td>
<td>13</td>
<td>127</td>
<td>20.798</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.4</td>
<td></td>
<td>29</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>91</td>
<td>17.804</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.6</td>
<td></td>
<td>12</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>41</td>
<td>6.480</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.8</td>
<td></td>
<td>11</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>45</td>
<td>7.211</td>
</tr>
<tr>
<td>0.0001</td>
<td>2</td>
<td></td>
<td>13</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>49</td>
<td>9.364</td>
</tr>
<tr>
<td>0.0005</td>
<td>1.2</td>
<td></td>
<td>45</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>123</td>
<td>22.086</td>
</tr>
</tbody>
</table>
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### Table F.3 – continued from previous page

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$f$</th>
<th>Number of updates</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>UB</td>
<td>LB</td>
<td>Min</td>
<td>Max</td>
<td>Std.</td>
</tr>
<tr>
<td>0.0005</td>
<td>1.4</td>
<td>32</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>87</td>
<td>19.148</td>
</tr>
<tr>
<td>0.0005</td>
<td>1.6</td>
<td>26</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>67</td>
<td>15.745</td>
</tr>
<tr>
<td>0.0005</td>
<td>1.8</td>
<td>20</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>121</td>
<td>18.885</td>
</tr>
<tr>
<td>0.0005</td>
<td>2</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>41</td>
<td>7.952</td>
</tr>
<tr>
<td>0.001</td>
<td>1.2</td>
<td>82</td>
<td>1</td>
<td>1</td>
<td>17</td>
<td>203</td>
<td>37.216</td>
</tr>
<tr>
<td>0.001</td>
<td>1.4</td>
<td>26</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>89</td>
<td>16.044</td>
</tr>
<tr>
<td>0.001</td>
<td>1.6</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>67</td>
<td>12.401</td>
</tr>
<tr>
<td>0.001</td>
<td>1.8</td>
<td>13</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>53</td>
<td>10.569</td>
</tr>
<tr>
<td>0.001</td>
<td>2</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>45</td>
<td>8.505</td>
</tr>
<tr>
<td>0.005</td>
<td>1.2</td>
<td>49</td>
<td>1</td>
<td>1</td>
<td>17</td>
<td>115</td>
<td>21.669</td>
</tr>
<tr>
<td>0.005</td>
<td>1.4</td>
<td>51</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>129</td>
<td>28.323</td>
</tr>
<tr>
<td>0.005</td>
<td>1.6</td>
<td>25</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>67</td>
<td>14.171</td>
</tr>
<tr>
<td>0.005</td>
<td>1.8</td>
<td>13</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>65</td>
<td>11.375</td>
</tr>
<tr>
<td>0.005</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>99</td>
<td>13.520</td>
</tr>
<tr>
<td>0.01</td>
<td>1.2</td>
<td>44</td>
<td>1</td>
<td>1</td>
<td>13</td>
<td>135</td>
<td>22.324</td>
</tr>
<tr>
<td>0.01</td>
<td>1.4</td>
<td>62</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>170</td>
<td>32.904</td>
</tr>
<tr>
<td>0.01</td>
<td>1.6</td>
<td>19</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>83</td>
<td>15.129</td>
</tr>
<tr>
<td>0.01</td>
<td>1.8</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>75</td>
<td>10.771</td>
</tr>
<tr>
<td>0.01</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>61</td>
<td>11.767</td>
</tr>
<tr>
<td>0.05</td>
<td>1.2</td>
<td>27</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>95</td>
<td>16.857</td>
</tr>
<tr>
<td>0.05</td>
<td>1.4</td>
<td>23</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>85</td>
<td>15.298</td>
</tr>
<tr>
<td>0.05</td>
<td>1.6</td>
<td>12</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>51</td>
<td>8.337</td>
</tr>
<tr>
<td>0.05</td>
<td>1.8</td>
<td>12</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>53</td>
<td>11.299</td>
</tr>
</tbody>
</table>

Continued on next page
Table F.3 – continued from previous page

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$f$</th>
<th>Number of updates</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><strong>Mean</strong></td>
<td><strong>UB</strong></td>
<td><strong>LB</strong></td>
<td><strong>Min</strong></td>
<td><strong>Max</strong></td>
<td><strong>Std.</strong></td>
</tr>
<tr>
<td>0.05</td>
<td>2</td>
<td>13</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>73</td>
<td>11.990</td>
</tr>
<tr>
<td>0.1</td>
<td>1.2</td>
<td>102</td>
<td>1</td>
<td>1</td>
<td>24</td>
<td>247</td>
<td>45.553</td>
</tr>
<tr>
<td>0.1</td>
<td>1.4</td>
<td>18</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>101</td>
<td>15.106</td>
</tr>
<tr>
<td>0.1</td>
<td>1.6</td>
<td>19</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>107</td>
<td>14.147</td>
</tr>
<tr>
<td>0.1</td>
<td>1.8</td>
<td>12</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>73</td>
<td>12.901</td>
</tr>
<tr>
<td>0.1</td>
<td>2</td>
<td>12</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>59</td>
<td>11.882</td>
</tr>
</tbody>
</table>
Figure F.93: Exponential-sized class-based update policy. Number of updates per different growth factor and base factor values based on changes of a data center’s storage capacity. The "X" axis is in logarithm scale.

Figure F.94: Data center sample storage (GB) capacity per second
Figure F.95: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 1.2$.

Figure F.96: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 1.4$. 
Figure F.97: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 1.6$.

Figure F.98: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 1.8$. 
Figure F.99: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 1e-05$ and a growth factor $f = 2$.

Figure F.100: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 1.2$. 
Figure F.101: Exponential-sized class-based update policy. How a cloud management system views data center’s *storage* capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 1.4$.

Figure F.102: Exponential-sized class-based update policy. How a cloud management system views data center’s *storage* capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 1.6$. 
Figure F.103: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 1.8$.

Figure F.104: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 5e-05$ and a growth factor $f = 2$. 
Figure F.105: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 1.2$.

Figure F.106: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 1.4$. 
Figure F.107: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 1.6$.

Figure F.108: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 1e-04$ and a growth factor $f = 1.8$. 
Figure F.109: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 1\text{e}-04$ and a growth factor $f = 2$.

Figure F.110: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 5\text{e}-04$ and a growth factor $f = 1.2$. 
Figure F.111: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 5\times10^{-4}$ and a growth factor $f = 1.4$.

Figure F.112: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 5\times10^{-4}$ and a growth factor $f = 1.6$. 
Figure F.113: Exponential-sized class-based update policy. How a cloud management system views data center’s *storage* capacity when a base factor $\beta = 5e^{-04}$ and a growth factor $f = 1.8$.

Figure F.114: Exponential-sized class-based update policy. How a cloud management system views data center’s *storage* capacity when a base factor $\beta = 5e^{-04}$ and a growth factor $f = 2$. 
Figure F.115: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.001$ and a growth factor $f = 1.2$.

Figure F.116: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.001$ and a growth factor $f = 1.4$. 
Figure F.117: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.001$ and a growth factor $f = 1.6$.

Figure F.118: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.001$ and a growth factor $f = 1.8$. 
Figure F.119: Exponential-sized class-based update policy. How a cloud management system views data center’s *storage* capacity when a base factor $\beta = 0.001$ and a growth factor $f = 2$.

Figure F.120: Exponential-sized class-based update policy. How a cloud management system views data center’s *storage* capacity when a base factor $\beta = 0.005$ and a growth factor $f = 1.2$. 
Figure F.121: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.005$ and a growth factor $f = 1.4$.

Figure F.122: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.005$ and a growth factor $f = 1.6$. 
Figure F.123: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.005$ and a growth factor $f = 1.8$.

Figure F.124: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.005$ and a growth factor $f = 2$. 
Figure F.125: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.01$ and a growth factor $f = 1.2$.

Figure F.126: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.01$ and a growth factor $f = 1.4$. 
Figure F.127: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.01$ and a growth factor $f = 1.6$.

Figure F.128: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.01$ and a growth factor $f = 1.8$. 
Figure F.129: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.01$ and a growth factor $f = 2$.

Figure F.130: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.05$ and a growth factor $f = 1.2$. 
Figure F.131: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.05$ and a growth factor $f = 1.4$.

Figure F.132: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.05$ and a growth factor $f = 1.6$. 
Figure F.133: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.05$ and a growth factor $f = 1.8$.

Figure F.134: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.05$ and a growth factor $f = 2$. 
Figure F.135: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.1$ and a growth factor $f = 1.2$.

Figure F.136: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.1$ and a growth factor $f = 1.4$. 
Figure F.137: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.1$ and a growth factor $f = 1.6$.

Figure F.138: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.1$ and a growth factor $f = 1.8$. 
Figure F.139: Exponential-sized class-based update policy. How a cloud management system views data center’s storage capacity when a base factor $\beta = 0.1$ and a growth factor $f = 2$. 
Appendix G

Absolute threshold-based update policy experiments

This Appendix provides complete set of results when an absolute threshold-based update policy with different threshold values was applied on a proposed simulated data center’s resources (see section 5.4.1). It is worth mentioning that the points that shown in circle in these graphs depict the time that the link-state update is sent out into the network. These Figures provide an overview to help understand how other node(s) (e.g., CMS) in the network views the data center’s resources based on each threshold value.

Additionally, information about the number of updates per different threshold value based on a simulated data center’s resource changes (i.e., CPU, RAM, and storage) are provided in this Appendix.
### G.1 Data center’s CPU

Table G.1: Absolute threshold-based update policy. Number of Cloud LSA updates based on changes in proposed data center’s CPU. In this Table "Thr" refers to a "Threshold value", "LB" refers to a "95% confidence interval Lower Bound", "UP" refers to a "95% confidence interval Upper Bound", and "Std." refers to a "Standard Deviation".

<table>
<thead>
<tr>
<th>Thr (%)</th>
<th>Mean</th>
<th>UB</th>
<th>LB</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>32364</td>
<td>32415</td>
<td>32313</td>
<td>31478</td>
<td>32878</td>
<td>255.160</td>
</tr>
<tr>
<td>0.02</td>
<td>23368</td>
<td>23410</td>
<td>23327</td>
<td>22821</td>
<td>23802</td>
<td>209.775</td>
</tr>
<tr>
<td>0.04</td>
<td>13453</td>
<td>13482</td>
<td>13424</td>
<td>13152</td>
<td>13799</td>
<td>146.225</td>
</tr>
<tr>
<td>0.06</td>
<td>8561</td>
<td>8584</td>
<td>8538</td>
<td>8283</td>
<td>8851</td>
<td>117.986</td>
</tr>
<tr>
<td>0.08</td>
<td>5788</td>
<td>5806</td>
<td>5770</td>
<td>5586</td>
<td>5993</td>
<td>89.545</td>
</tr>
<tr>
<td>0.1</td>
<td>4238</td>
<td>4254</td>
<td>4222</td>
<td>4078</td>
<td>4469</td>
<td>79.131</td>
</tr>
<tr>
<td>0.5</td>
<td>472</td>
<td>476</td>
<td>469</td>
<td>429</td>
<td>517</td>
<td>18.803</td>
</tr>
<tr>
<td>1</td>
<td>211</td>
<td>213</td>
<td>209</td>
<td>188</td>
<td>232</td>
<td>10.203</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>101</td>
<td>99</td>
<td>87</td>
<td>110</td>
<td>5.076</td>
</tr>
<tr>
<td>3</td>
<td>65</td>
<td>66</td>
<td>65</td>
<td>56</td>
<td>73</td>
<td>3.729</td>
</tr>
<tr>
<td>4</td>
<td>48</td>
<td>49</td>
<td>48</td>
<td>40</td>
<td>55</td>
<td>2.882</td>
</tr>
<tr>
<td>5</td>
<td>38</td>
<td>38</td>
<td>38</td>
<td>32</td>
<td>43</td>
<td>2.285</td>
</tr>
<tr>
<td>10</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>16</td>
<td>21</td>
<td>1.118</td>
</tr>
</tbody>
</table>
G.1. Data center’s CPU

Figure G.1: Data center sample CPU (GHz) capacity per second

Figure G.2: Absolute threshold-based update policy. How a cloud management system views Storage resources with an absolute threshold value 0.5%, the updates points are plotted a circles.
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Figure G.3: Absolute threshold-based update policy. How a cloud management system views CPU resources with an absolute threshold value 1%, the updates points are plotted a circles.

Figure G.4: Absolute threshold-based update policy. How a cloud management system views CPU resources with an absolute threshold value 2%, the updates points are plotted a circles.
Figure G.5: Absolute threshold-based update policy. How a cloud management system views CPU resources with an *absolute* threshold value 3%, the updates points are plotted a circles.

Figure G.6: Absolute threshold-based update policy. How a cloud management system views CPU resources with an *absolute* threshold value 4%, the updates points are plotted a circles.
Figure G.7: Absolute threshold-based update policy. How a cloud management system views CPU resources with an *absolute* threshold value 5%, the updates points are plotted a circles.

Figure G.8: Absolute threshold-based update policy. How a cloud management system views CPU resources with an *absolute* threshold value 10%, the updates points are plotted a circles.
Figure G.9: Absolute threshold-based update policy. How a cloud management system views CPU resources with an *absolute* threshold value 15%, the updates points are plotted a circles.

Figure G.10: Absolute threshold-based update policy. How a cloud management system views CPU resources with an *absolute* threshold value 20%, the updates points are plotted a circles.
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Figure G.11: Absolute threshold-based update policy. How a cloud management system views CPU resources with an absolute threshold value 25%, the updates points are plotted a circles.

![Graph showing CPU resource usage over time with an absolute threshold of 25%](image1)

Figure G.12: Absolute threshold-based update policy. How a cloud management system views CPU resources with an absolute threshold value 30%, the updates points are plotted a circles.

![Graph showing CPU resource usage over time with an absolute threshold of 30%](image2)
## G.2 Data center’s RAM

Table G.2: Absolute threshold-based update policy. Number of Cloud LSA updates based on changes in proposed data center’s RAM. In this Table "Thr" refers to a "Threshold value", "LB" refers to a "95% confidence interval Lower Bound", "UP" refers to a "95% confidence interval Upper Bound", and "Std." refers to a "Standard Deviation".

<table>
<thead>
<tr>
<th>Thr (%)</th>
<th>Mean</th>
<th>UB</th>
<th>Number of updates</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>33044</td>
<td>33095</td>
<td>32992</td>
<td>32125</td>
<td>33576</td>
<td>260.433</td>
</tr>
<tr>
<td>0.02</td>
<td>24934</td>
<td>24976</td>
<td>24891</td>
<td>24362</td>
<td>25350</td>
<td>211.849</td>
</tr>
<tr>
<td>0.04</td>
<td>14136</td>
<td>14166</td>
<td>14105</td>
<td>13806</td>
<td>14558</td>
<td>154.878</td>
</tr>
<tr>
<td>0.06</td>
<td>8507</td>
<td>8530</td>
<td>8485</td>
<td>8179</td>
<td>8754</td>
<td>115.097</td>
</tr>
<tr>
<td>0.08</td>
<td>5698</td>
<td>5716</td>
<td>5679</td>
<td>5460</td>
<td>5896</td>
<td>93.819</td>
</tr>
<tr>
<td>0.1</td>
<td>4141</td>
<td>4156</td>
<td>4125</td>
<td>3880</td>
<td>4294</td>
<td>78.694</td>
</tr>
<tr>
<td>0.5</td>
<td>467</td>
<td>470</td>
<td>463</td>
<td>424</td>
<td>506</td>
<td>19.251</td>
</tr>
<tr>
<td>1</td>
<td>211</td>
<td>214</td>
<td>209</td>
<td>188</td>
<td>232</td>
<td>10.239</td>
</tr>
<tr>
<td>2</td>
<td>101</td>
<td>102</td>
<td>100</td>
<td>89</td>
<td>112</td>
<td>5.662</td>
</tr>
<tr>
<td>3</td>
<td>66</td>
<td>67</td>
<td>65</td>
<td>56</td>
<td>75</td>
<td>3.927</td>
</tr>
<tr>
<td>4</td>
<td>49</td>
<td>49</td>
<td>48</td>
<td>42</td>
<td>55</td>
<td>2.869</td>
</tr>
<tr>
<td>5</td>
<td>38</td>
<td>39</td>
<td>38</td>
<td>34</td>
<td>43</td>
<td>2.363</td>
</tr>
<tr>
<td>10</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>16</td>
<td>21</td>
<td>1.118</td>
</tr>
</tbody>
</table>
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Figure G.13: Relative threshold-based update policy. Number of updates per different threshold values based on changes of a data center's RAM capacity. The "X" axis are in logarithm scale.

Figure G.14: Data center sample RAM (GB) capacity per second
Figure G.15: Absolute threshold-based update policy. How a cloud management system views RAM resources with an *absolute* threshold value 0.5%, the updates points are plotted a circles.

Figure G.16: Absolute threshold-based update policy. How a cloud management system views RAM resources with an *absolute* threshold value 1%, the updates points are plotted a circles.
Figure G.17: Absolute threshold-based update policy. How a cloud management system views RAM resources with an *absolute* threshold value 2%, the updates points are plotted a circles.

Figure G.18: Absolute threshold-based update policy. How a cloud management system views RAM resources with an *absolute* threshold value 3%, the updates points are plotted a circles.
Figure G.19: Absolute threshold-based update policy. How a cloud management system views RAM resources with an *absolute* threshold value 4%, the updates points are plotted a circles.

Figure G.20: Absolute threshold-based update policy. How a cloud management system views RAM resources with an *absolute* threshold value 5%, the updates points are plotted a circles.
Figure G.21: Absolute threshold-based update policy. How a cloud management system views RAM resources with an *absolute* threshold value 10%, the updates points are plotted a circles.
### G.3 Data center’s storage

Table G.3: Absolute threshold-based update policy. Number of Cloud LSA updates based on changes in proposed data center’s storage. In this Table "Thr" refers to a "Threshold value", "LB" refers to a "95% confidence interval Lower Bound", "UP" refers to a "95% confidence interval Upper Bound", and "Std." refers to a "Standard Deviation".

<table>
<thead>
<tr>
<th>Thr (%)</th>
<th>Mean</th>
<th>UB</th>
<th>Number of updates</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>LB</td>
<td>Min</td>
<td>Max</td>
<td>Std.</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>30454</td>
<td>30504</td>
<td>30403</td>
<td>29618</td>
<td>31040</td>
<td>254.096</td>
</tr>
<tr>
<td>0.02</td>
<td>19158</td>
<td>19196</td>
<td>19120</td>
<td>18691</td>
<td>19624</td>
<td>191.118</td>
</tr>
<tr>
<td>0.04</td>
<td>8652</td>
<td>8674</td>
<td>8631</td>
<td>8423</td>
<td>8860</td>
<td>109.898</td>
</tr>
<tr>
<td>0.06</td>
<td>4914</td>
<td>4931</td>
<td>4897</td>
<td>4729</td>
<td>5109</td>
<td>85.013</td>
</tr>
<tr>
<td>0.08</td>
<td>3244</td>
<td>3257</td>
<td>3231</td>
<td>3095</td>
<td>3379</td>
<td>66.151</td>
</tr>
<tr>
<td>0.1</td>
<td>2352</td>
<td>2362</td>
<td>2341</td>
<td>2222</td>
<td>2466</td>
<td>54.955</td>
</tr>
<tr>
<td>0.5</td>
<td>297</td>
<td>299</td>
<td>294</td>
<td>262</td>
<td>323</td>
<td>13.335</td>
</tr>
<tr>
<td>1</td>
<td>139</td>
<td>141</td>
<td>138</td>
<td>120</td>
<td>155</td>
<td>7.287</td>
</tr>
<tr>
<td>2</td>
<td>67</td>
<td>68</td>
<td>66</td>
<td>60</td>
<td>75</td>
<td>3.594</td>
</tr>
<tr>
<td>3</td>
<td>44</td>
<td>45</td>
<td>44</td>
<td>36</td>
<td>51</td>
<td>2.975</td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td>33</td>
<td>32</td>
<td>26</td>
<td>37</td>
<td>2.090</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>20</td>
<td>29</td>
<td>1.954</td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>10</td>
<td>13</td>
<td>0.924</td>
</tr>
</tbody>
</table>
Figure G.22: *Absolute threshold-based* update policy. Number of updates per different threshold values based on changes of a data center’s storage capacity. The "X" axis are in logarithm scale.

Figure G.23: Data center sample storage (GB) capacity per second.
Figure G.24: Absolute threshold-based update policy. How a cloud management system views storage resources with an absolute threshold value 0.5%, the updates points are plotted a circles.

Figure G.25: Absolute threshold-based update policy. How a cloud management system views storage resources with an absolute threshold value 1%, the updates points are plotted a circles.
Figure G.26: Absolute threshold-based update policy. How a cloud management system views storage resources with an absolute threshold value 2%, the updates points are plotted a circles.

Figure G.27: Absolute threshold-based update policy. How a cloud management system views storage resources with an absolute threshold value 3%, the updates points are plotted a circles.
Figure G.28: Absolute threshold-based update policy. How a cloud management system views storage resources with an *absolute* threshold value 4%, the updates points are plotted a circles.

Figure G.29: Absolute threshold-based update policy. How a cloud management system views storage resources with an *absolute* threshold value 5%, the updates points are plotted a circles.
Figure G.30: Absolute threshold-based update policy. How a cloud management system views storage resources with an *absolute* threshold value 10%, the updates points are plotted a circles.
Appendix H

Relative threshold update policy experiments

This Appendix provides complete set of results when a relative threshold update policy with different threshold values (e.g., 5, 10, 15, 20, and etc) was applied on a proposed simulated data center’s resources (see section 5.4.2). It is worth mentioning that the points that shown in circle in these graphs depict the time that the link-state update is sent out into the network. These Figures provide an overview to help understand how other node(s) in the network views the data center’s resources based on each threshold value.

Additionally, information about the number of updates per different threshold value based on a simulated data center’s resource changes (i.e., CPU, RAM, and storage) are provided in this Appendix.
### H.1 Data center’s CPU

Table H.1: Relative threshold update policy. Number of Cloud LSA updates based on changes in a proposed data center’s CPU. In this Table "Thr" refers to a "Threshold value", "LB" refers to a "95% confidence interval Lower Bound", "UP" refers to a "95% confidence interval Upper Bound", and "Std." refers to a "Standard Deviation".

<table>
<thead>
<tr>
<th>Thr (%)</th>
<th>Mean</th>
<th>UB</th>
<th>LB</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>140</td>
<td>153</td>
<td>126</td>
<td>72</td>
<td>539</td>
<td>67.814</td>
</tr>
<tr>
<td>10</td>
<td>66</td>
<td>73</td>
<td>60</td>
<td>32</td>
<td>285</td>
<td>33.282</td>
</tr>
<tr>
<td>15</td>
<td>43</td>
<td>47</td>
<td>39</td>
<td>22</td>
<td>173</td>
<td>21.422</td>
</tr>
<tr>
<td>20</td>
<td>31</td>
<td>35</td>
<td>28</td>
<td>16</td>
<td>143</td>
<td>16.955</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>27</td>
<td>22</td>
<td>12</td>
<td>104</td>
<td>12.846</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>22</td>
<td>18</td>
<td>10</td>
<td>92</td>
<td>10.996</td>
</tr>
<tr>
<td>35</td>
<td>17</td>
<td>19</td>
<td>15</td>
<td>8</td>
<td>80</td>
<td>9.599</td>
</tr>
<tr>
<td>40</td>
<td>15</td>
<td>16</td>
<td>13</td>
<td>8</td>
<td>72</td>
<td>8.501</td>
</tr>
<tr>
<td>45</td>
<td>13</td>
<td>14</td>
<td>11</td>
<td>6</td>
<td>64</td>
<td>7.679</td>
</tr>
<tr>
<td>50</td>
<td>12</td>
<td>13</td>
<td>10</td>
<td>6</td>
<td>54</td>
<td>6.786</td>
</tr>
<tr>
<td>55</td>
<td>10</td>
<td>11</td>
<td>9</td>
<td>6</td>
<td>48</td>
<td>6.142</td>
</tr>
<tr>
<td>60</td>
<td>9</td>
<td>10</td>
<td>8</td>
<td>3</td>
<td>44</td>
<td>5.767</td>
</tr>
<tr>
<td>65</td>
<td>9</td>
<td>10</td>
<td>8</td>
<td>4</td>
<td>40</td>
<td>5.160</td>
</tr>
<tr>
<td>70</td>
<td>7</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>36</td>
<td>4.803</td>
</tr>
<tr>
<td>75</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td>29</td>
<td>4.381</td>
</tr>
<tr>
<td>80</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>30</td>
<td>4.282</td>
</tr>
<tr>
<td>85</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>1</td>
<td>29</td>
<td>3.874</td>
</tr>
<tr>
<td>90</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>26</td>
<td>4.021</td>
</tr>
<tr>
<td>95</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>24</td>
<td>4.147</td>
</tr>
</tbody>
</table>
H.1. DATA CENTER’S CPU

Figure H.1: Data center sample CPU (GHz) capacity per second

Figure H.2: How cloud management system views CPU resources with a relative threshold value 5, the updates points are plotted a circles.
Figure H.3: How cloud management system views CPU resources with a *relative* threshold value 10, the updates points are plotted a circles.

Figure H.4: How cloud management system views CPU resources with a *relative* threshold value 15, the updates points are plotted a circles.
H.1. Data center’s CPU

Figure H.5: How cloud management system views CPU resources with a relative threshold value 20, the updates points are plotted circles.

Figure H.6: How cloud management system views CPU resources with a relative threshold value 25, the updates points are plotted circles.
Figure H.7: How cloud management system views CPU resources with a relative threshold value 30, the updates points are plotted a circles.

Figure H.8: How cloud management system views CPU resources with a relative threshold value 35, the updates points are plotted a circles.
H.1. DATA CENTER’S CPU

Figure H.9: How cloud management system views CPU resources with a *relative* threshold value 40, the updates points are plotted a circles.

Figure H.10: How cloud management system views CPU resources with a *relative* threshold value 45, the updates points are plotted a circles.
Figure H.11: How cloud management system views CPU resources with a relative threshold value 50, the updates points are plotted as circles.

Figure H.12: How cloud management system views CPU resources with a relative threshold value 55, the updates points are plotted as circles.
Figure H.13: How cloud management system views CPU resources with a relative threshold value 60, the updates points are plotted a circles.

Figure H.14: How cloud management system views CPU resources with a relative threshold value 65, the updates points are plotted a circles.
Figure H.15: How cloud management system views CPU resources with a relative threshold value 70, the updates points are plotted a circles.

Figure H.16: How cloud management system views CPU resources with a relative threshold value 75, the updates points are plotted a circles.
Figure H.17: How cloud management system views CPU resources with a *relative* threshold value 80, the updates points are plotted a circles.

Figure H.18: How cloud management system views CPU resources with a *relative* threshold value 85, the updates points are plotted a circles.
### Data center’s RAM

Table H.2: Relative threshold update policy. Number of Cloud LSA updates based on changes in proposed data center’s RAM. In this Table "Thr" refers to a "Threshold value", "LB" refers to a "95% confidence interval Lower Bound", "UP" refers to a "95% confidence interval Upper Bound", and "Std." refers to a "Standard Deviation".

<table>
<thead>
<tr>
<th>Thr (%)</th>
<th>Mean</th>
<th>UB</th>
<th>LB</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>150</td>
<td>165</td>
<td>134</td>
<td>74</td>
<td>395</td>
<td>77.692</td>
</tr>
<tr>
<td>10</td>
<td>72</td>
<td>80</td>
<td>64</td>
<td>36</td>
<td>193</td>
<td>39.218</td>
</tr>
<tr>
<td>15</td>
<td>48</td>
<td>53</td>
<td>42</td>
<td>22</td>
<td>139</td>
<td>26.813</td>
</tr>
<tr>
<td>20</td>
<td>35</td>
<td>39</td>
<td>31</td>
<td>16</td>
<td>110</td>
<td>20.092</td>
</tr>
<tr>
<td>25</td>
<td>27</td>
<td>30</td>
<td>24</td>
<td>12</td>
<td>84</td>
<td>16.078</td>
</tr>
<tr>
<td>30</td>
<td>22</td>
<td>25</td>
<td>20</td>
<td>10</td>
<td>77</td>
<td>13.979</td>
</tr>
<tr>
<td>35</td>
<td>19</td>
<td>21</td>
<td>17</td>
<td>8</td>
<td>60</td>
<td>11.726</td>
</tr>
<tr>
<td>40</td>
<td>17</td>
<td>19</td>
<td>15</td>
<td>8</td>
<td>56</td>
<td>10.330</td>
</tr>
<tr>
<td>45</td>
<td>15</td>
<td>16</td>
<td>13</td>
<td>6</td>
<td>50</td>
<td>9.709</td>
</tr>
<tr>
<td>50</td>
<td>13</td>
<td>15</td>
<td>11</td>
<td>6</td>
<td>45</td>
<td>8.785</td>
</tr>
<tr>
<td>55</td>
<td>12</td>
<td>13</td>
<td>10</td>
<td>6</td>
<td>41</td>
<td>7.911</td>
</tr>
<tr>
<td>60</td>
<td>10</td>
<td>12</td>
<td>9</td>
<td>3</td>
<td>35</td>
<td>7.213</td>
</tr>
<tr>
<td>65</td>
<td>10</td>
<td>11</td>
<td>8</td>
<td>4</td>
<td>32</td>
<td>6.657</td>
</tr>
<tr>
<td>70</td>
<td>9</td>
<td>10</td>
<td>7</td>
<td>4</td>
<td>31</td>
<td>6.312</td>
</tr>
<tr>
<td>75</td>
<td>7</td>
<td>9</td>
<td>6</td>
<td>4</td>
<td>25</td>
<td>5.662</td>
</tr>
<tr>
<td>80</td>
<td>7</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>24</td>
<td>5.319</td>
</tr>
<tr>
<td>85</td>
<td>7</td>
<td>8</td>
<td>6</td>
<td>1</td>
<td>24</td>
<td>4.876</td>
</tr>
<tr>
<td>90</td>
<td>6</td>
<td>7</td>
<td>4</td>
<td>1</td>
<td>21</td>
<td>5.129</td>
</tr>
<tr>
<td>95</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>19</td>
<td>5.019</td>
</tr>
</tbody>
</table>
Figure H.19: Number of updates per different threshold values for *relative threshold-based* update policy based on changes of a data center’s RAM capacity.

Figure H.20: Data center sample RAM (GHz) capacity per second
Figure H.21: How cloud management system views RAM resources with a \textit{relative} threshold value 5, the updates points are plotted a circles.

Figure H.22: How cloud management system views RAM resources with a \textit{relative} threshold value 10, the updates points are plotted a circles.
Figure H.23: How cloud management system views RAM resources with a \textit{relative} threshold value 15, the updates points are plotted a circles.

Figure H.24: How cloud management system views RAM resources with a \textit{relative} threshold value 20, the updates points are plotted a circles.
Figure H.25: How cloud management system views RAM resources with a relative threshold value 25, the updates points are plotted circles.

Figure H.26: How cloud management system views RAM resources with a relative threshold value 30, the updates points are plotted circles.
Figure H.27: How cloud management system views RAM resources with a \textit{relative} threshold value 35, the updates points are plotted a circles.

Figure H.28: How cloud management system views RAM resources with a \textit{relative} threshold value 40, the updates points are plotted a circles.
Figure H.29: How cloud management system views RAM resources with a relative threshold value 45, the updates points are plotted a circles.

Figure H.30: How cloud management system views RAM resources with a relative threshold value 50, the updates points are plotted a circles.
Figure H.31: How cloud management system views RAM resources with a relative threshold value 55, the updates points are plotted a circles.

Figure H.32: How cloud management system views RAM resources with a relative threshold value 60, the updates points are plotted a circles.
Figure H.33: How cloud management system views RAM resources with a relative threshold value 65, the updates points are plotted a circles.

Figure H.34: How cloud management system views RAM resources with a relative threshold value 70, the updates points are plotted a circles.
H.2. DATA CENTER’S RAM

Figure H.35: How cloud management system views RAM resources with a *relative* threshold value 75, the updates points are plotted a circles.

Figure H.36: How cloud management system views RAM resources with a *relative* threshold value 80, the updates points are plotted a circles.
Figure H.37: How cloud management system views RAM resources with a relative threshold value 85, the updates points are plotted a circles.

Figure H.38: How cloud management system views RAM resources with a relative threshold value 90, the updates points are plotted a circles.
H.3 Data center’s storage

Figure H.39: How cloud management system views RAM resources with a relative threshold value 95, the updates points are plotted a circles.

Figure H.40: Number of updates per different threshold values for relative threshold-based update policy based on changes of a data center’s storage capacity.
Table H.3: Relative threshold update policy. Number of Cloud LSA updates based on changes in proposed data center’s storage. In this Table "Thr" refers to a “Threshold value”, "LB" refers to a “95% confidence interval Lower Bound”, "UP" refers to a “95% confidence interval Upper Bound”, and "Std." refers to a “Standard Deviation”.

<table>
<thead>
<tr>
<th>Thr (%)</th>
<th>Mean</th>
<th>UB</th>
<th>LB</th>
<th>Min</th>
<th>Max</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>42</td>
<td>43</td>
<td>42</td>
<td>33</td>
<td>52</td>
<td>4.239</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>15</td>
<td>24</td>
<td>2.229</td>
</tr>
<tr>
<td>15</td>
<td>12</td>
<td>13</td>
<td>12</td>
<td>9</td>
<td>16</td>
<td>1.235</td>
</tr>
<tr>
<td>20</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>7</td>
<td>12</td>
<td>0.953</td>
</tr>
<tr>
<td>25</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>7</td>
<td>0.438</td>
</tr>
<tr>
<td>30</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>8</td>
<td>1.343</td>
</tr>
<tr>
<td>35</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>0.438</td>
</tr>
<tr>
<td>40</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>6</td>
<td>1.477</td>
</tr>
<tr>
<td>45</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0.000</td>
</tr>
<tr>
<td>50</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0.000</td>
</tr>
<tr>
<td>55</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>0.200</td>
</tr>
<tr>
<td>60</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>0.736</td>
</tr>
<tr>
<td>65</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>1.417</td>
</tr>
<tr>
<td>70</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>80</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>85</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>90</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>95</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.000</td>
</tr>
</tbody>
</table>
Figure H.41: Data center sample storage (GB) capacity per second.

Figure H.42: How cloud management system views storage resources with a relative threshold value 5, the updates points are plotted a circles.
Figure H.43: How cloud management system views storage resources with a *relative* threshold value 10, the updates points are plotted a circles.

Figure H.44: How cloud management system views storage resources with a *relative* threshold value 15, the updates points are plotted a circles.
Figure H.45: How cloud management system views storage resources with a relative threshold value 20, the updates points are plotted a circles.

Figure H.46: How cloud management system views storage resources with a relative threshold value 25, the updates points are plotted a circles.
Figure H.47: How cloud management system views storage resources with a relative threshold value 30, the updates points are plotted a circles.

Figure H.48: How cloud management system views storage resources with a relative threshold value 35, the updates points are plotted a circles.
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Figure H.49: How cloud management system views storage resources with a relative threshold value 40, the updates points are plotted a circles.

Figure H.50: How cloud management system views storage resources with a relative threshold value 45, the updates points are plotted a circles.
Figure H.51: How cloud management system views storage resources with a *relative* threshold value 50, the updates points are plotted a circles.

Figure H.52: How cloud management system views storage resources with a *relative* threshold value 55, the updates points are plotted a circles.
Figure H.53: How cloud management system views storage resources with a *relative* threshold value 60, the updates points are plotted a circles.

Figure H.54: How cloud management system views storage resources with a *relative* threshold value 65, the updates points are plotted a circles.
Figure H.55: How cloud management system views storage resources with a relative threshold value 70, the updates points are plotted a circles.

Figure H.56: How cloud management system views storage resources with a relative threshold value 75, the updates points are plotted a circles.
Appendix I

Relative threshold update policy experiments (2)

This Appendix provides complete set of results when a relative threshold update policy with different threshold values (e.g., 5, 10, 15, 20, and etc) was applied on a proposed simulated data center’s resources (see section 5.4.2). It is worth mentioning that in this Appendix we assumes the update generates when changes in each of data center’s resources (i.e., CPU, RAM, and storage) exceed the relative threshold value, as discussed in algorithm 1 on page 90. Table I.1 and Figure I.1 show the relation between the relative threshold value and number of updates.

![Figure I.1: Number of updates per different threshold values for relative threshold-based update policy based on changes of a data center’s capacity.](image-url)
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Table I.1: Relative threshold update policy. Number of Cloud LSA updates based on changes in proposed data center’s resource. In this Table "Thr" refers to a "Threshold value", "LB" refers to a "95% confidence interval Lower Bound", "UP" refers to a "95% confidence interval Upper Bound", and "Std." refers to a "Standard Deviation". The updates are trigger as discussed in algorithm 1 on page 90.

<table>
<thead>
<tr>
<th>Thr (%)</th>
<th>Mean</th>
<th>UB</th>
<th>LB</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>169</td>
<td>187</td>
<td>151</td>
<td>76</td>
<td>539</td>
<td>91.700</td>
</tr>
<tr>
<td>10</td>
<td>81</td>
<td>90</td>
<td>71</td>
<td>36</td>
<td>281</td>
<td>46.746</td>
</tr>
<tr>
<td>15</td>
<td>53</td>
<td>59</td>
<td>46</td>
<td>22</td>
<td>173</td>
<td>31.364</td>
</tr>
<tr>
<td>20</td>
<td>39</td>
<td>43</td>
<td>34</td>
<td>16</td>
<td>145</td>
<td>23.975</td>
</tr>
<tr>
<td>25</td>
<td>30</td>
<td>34</td>
<td>26</td>
<td>12</td>
<td>105</td>
<td>18.917</td>
</tr>
<tr>
<td>30</td>
<td>25</td>
<td>28</td>
<td>22</td>
<td>10</td>
<td>92</td>
<td>16.425</td>
</tr>
<tr>
<td>35</td>
<td>21</td>
<td>24</td>
<td>18</td>
<td>8</td>
<td>80</td>
<td>13.943</td>
</tr>
<tr>
<td>40</td>
<td>18</td>
<td>21</td>
<td>16</td>
<td>8</td>
<td>72</td>
<td>12.329</td>
</tr>
<tr>
<td>45</td>
<td>16</td>
<td>18</td>
<td>14</td>
<td>6</td>
<td>64</td>
<td>11.414</td>
</tr>
<tr>
<td>50</td>
<td>14</td>
<td>16</td>
<td>12</td>
<td>6</td>
<td>54</td>
<td>10.241</td>
</tr>
<tr>
<td>55</td>
<td>13</td>
<td>15</td>
<td>11</td>
<td>6</td>
<td>48</td>
<td>9.182</td>
</tr>
<tr>
<td>60</td>
<td>11</td>
<td>13</td>
<td>10</td>
<td>3</td>
<td>44</td>
<td>8.517</td>
</tr>
<tr>
<td>65</td>
<td>11</td>
<td>12</td>
<td>9</td>
<td>4</td>
<td>40</td>
<td>7.747</td>
</tr>
<tr>
<td>70</td>
<td>10</td>
<td>11</td>
<td>8</td>
<td>4</td>
<td>36</td>
<td>7.292</td>
</tr>
<tr>
<td>75</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>4</td>
<td>29</td>
<td>6.569</td>
</tr>
<tr>
<td>80</td>
<td>8</td>
<td>9</td>
<td>6</td>
<td>4</td>
<td>30</td>
<td>6.338</td>
</tr>
<tr>
<td>85</td>
<td>8</td>
<td>9</td>
<td>6</td>
<td>1</td>
<td>29</td>
<td>5.733</td>
</tr>
<tr>
<td>90</td>
<td>7</td>
<td>8</td>
<td>5</td>
<td>1</td>
<td>26</td>
<td>5.859</td>
</tr>
<tr>
<td>95</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>24</td>
<td>5.836</td>
</tr>
</tbody>
</table>

Additionally, section I.1, section I.2, and section I.3 show how the receiver node(s) views data center’s resources (i.e., CPU, RAM, and storage) with different relative threshold values when an algorithm 1 is used for triggering a new Cloud LSA update. The points that shown in circle in these graphs depict the time that the link-state update is sent out into the network. These Figures provide an overview to help to understand how other node(s) in the network views the data center's resources based on each threshold value.
I.1 Data center’s CPU

Figure I.2: Data center sample CPU (GHz) capacity per second

Figure I.3: How a cloud management system views CPU resources with a relative threshold value 5, the updates points are plotted a circles.
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Figure I.4: How a cloud management system views CPU resources with a relative threshold value 10, the updates points are plotted a circles.

Figure I.5: How a cloud management system views CPU resources with a relative threshold value 15, the updates points are plotted a circles.
I.1. DATA CENTER’S CPU

Figure I.6: How a cloud management system views CPU resources with a relative threshold value 20, the updates points are plotted a circles.

Figure I.7: How a cloud management system views CPU resources with a relative threshold value 25, the updates points are plotted a circles.
Figure I.8: How a cloud management system views CPU resources with a relative threshold value 30, the updates points are plotted a circles.

Figure I.9: How a cloud management system views CPU resources with a relative threshold value 35, the updates points are plotted a circles.
Figure I.10: How a cloud management system views CPU resources with a \textit{relative} threshold value 40, the updates points are plotted a circles.

Figure I.11: How a cloud management system views CPU resources with a \textit{relative} threshold value 45, the updates points are plotted a circles.
Figure I.12: How a cloud management system views CPU resources with a *relative* threshold value 50, the updates points are plotted a circles.

Figure I.13: How a cloud management system views CPU resources with a *relative* threshold value 55, the updates points are plotted a circles.
I.1. DATA CENTER’S CPU

Figure I.14: How a cloud management system views CPU resources with a relative threshold value 60, the updates points are plotted a circles.

Figure I.15: How a cloud management system views CPU resources with a relative threshold value 65, the updates points are plotted a circles.
Figure I.16: How a cloud management system views CPU resources with a relative threshold value 70, the updates points are plotted a circles.

Figure I.17: How a cloud management system views CPU resources with a relative threshold value 75, the updates points are plotted a circles.
Figure I.18: How a cloud management system views CPU resources with a \textit{relative} threshold value 80, the updates points are plotted a circles.

Figure I.19: How a cloud management system views CPU resources with a \textit{relative} threshold value 85, the updates points are plotted a circles.

I.2 Data center’s RAM
Figure I.20: How a cloud management system views CPU resources with a relative threshold value 90, the updates points are plotted a circles.

Figure I.21: Data center sample RAM (GB) capacity per second
I.2. DATA CENTER’S RAM

Figure I.22: How a cloud management system views RAM resources with a *relative* threshold value 5, the updates points are plotted as circles.

Figure I.23: How a cloud management system views RAM resources with a *relative* threshold value 10, the updates points are plotted as circles.
Figure I.24: How a cloud management system views RAM resources with a relative threshold value 15, the updates points are plotted a circles.

Figure I.25: How a cloud management system views RAM resources with a relative threshold value 20, the updates points are plotted a circles.
Figure I.26: How a cloud management system views RAM resources with a *relative* threshold value 25, the updates points are plotted a circles.

Figure I.27: How a cloud management system views RAM resources with a *relative* threshold value 30, the updates points are plotted a circles.
Figure I.28: How a cloud management system views RAM resources with a *relative* threshold value 35, the updates points are plotted a circles.

Figure I.29: How a cloud management system views RAM resources with a *relative* threshold value 40, the updates points are plotted a circles.
Figure I.30: How a cloud management system views RAM resources with a relative threshold value 45, the updates points are plotted a circles.

Figure I.31: How a cloud management system views RAM resources with a relative threshold value 50, the updates points are plotted a circles.
Figure I.32: How a cloud management system views RAM resources with a *relative* threshold value 55, the updates points are plotted as circles.

Figure I.33: How a cloud management system views RAM resources with a *relative* threshold value 60, the updates points are plotted as circles.
Figure I.34: How a cloud management system views RAM resources with a relative threshold value 65, the updates points are plotted a circles.

Figure I.35: How a cloud management system views RAM resources with a relative threshold value 70, the updates points are plotted a circles.
Figure I.36: How a cloud management system views RAM resources with a relative threshold value 75, the updates points are plotted as circles.

Figure I.37: How a cloud management system views RAM resources with a relative threshold value 80, the updates points are plotted as circles.
Figure I.38: How a cloud management system views RAM resources with a *relative* threshold value 85, the updates points are plotted a circles.

Figure I.39: How a cloud management system views RAM resources with a *relative* threshold value 90, the updates points are plotted a circles.
Figure I.40: How a cloud management system views RAM resources with a relative threshold value 95, the updates points are plotted as circles.
I.3 Data center’s storage

Figure I.41: Data center sample storage (GB) capacity per second

Figure I.42: How a cloud management system views storage resources with a *relative* threshold value 5, the updates points are plotted a circles.
Figure I.43: How a cloud management system views storage resources with a relative threshold value 10, the updates points are plotted a circles.

Figure I.44: How a cloud management system views storage resources with a relative threshold value 15, the updates points are plotted a circles.
Figure I.45: How a cloud management system views storage resources with a *relative* threshold value 20, the updates points are plotted a circles.

Figure I.46: How a cloud management system views storage resources with a *relative* threshold value 25, the updates points are plotted a circles.
Figure I.47: How a cloud management system views storage resources with a relative threshold value 30, the updates points are plotted a circles.

Figure I.48: How a cloud management system views storage resources with a relative threshold value 35, the updates points are plotted a circles.
I.3. DATA CENTER’S STORAGE

Figure I.49: How a cloud management system views storage resources with a relative threshold value 40, the updates points are plotted a circles.

Figure I.50: How a cloud management system views storage resources with a relative threshold value 45, the updates points are plotted a circles.
Figure I.51: How a cloud management system views storage resources with a \textit{relative} threshold value 50, the updates points are plotted a circles.

Figure I.52: How a cloud management system views storage resources with a \textit{relative} threshold value 55, the updates points are plotted a circles.
Figure I.53: How a cloud management system views storage resources with a relative threshold value 60, the updates points are plotted a circles.

Figure I.54: How a cloud management system views storage resources with a relative threshold value 65, the updates points are plotted a circles.
Figure I.55: How a cloud management system views storage resources with a relative threshold value 70, the updates points are plotted as circles.

Figure I.56: How a cloud management system views storage resources with a relative threshold value 75, the updates points are plotted as circles.
Figure I.57: How a cloud management system views storage resources with a *relative* threshold value 80, the updates points are plotted a circles.

Figure I.58: How a cloud management system views storage resources with a *relative* threshold value 85, the updates points are plotted a circles.
Figure I.59: How a cloud management system views storage resources with a relative threshold value 90, the updates points are plotted a circles.

Figure I.60: How a cloud management system views storage resources with a relative threshold value 95, the updates points are plotted a circles.
Appendix J

Test results

In this appendix the results with a scale of bytes per minute for one round of test scenarios are given.
Figure J.1: The OSPF protocol traffic - bytes per 10 minute. First test scenario: One embedded data center in network. Protocol traffic for OSPF without Cloud LSA, OSPF with Cloud LSA, and the Cloud LSA traffic.
Figure J.2: The OSPF protocol traffic - bytes per 10 minute. Third test scenario: Six embedded data center in network. protocol traffic for OSPF without Cloud LSA, OSPF with Cloud LSA, and the Cloud LSA traffic.
Figure J.3: The OSPF protocol traffic - Byte per minute. Test scenario one - one embedded data center in network. protocol traffic for OSPF without Cloud LSA, OSPF with Cloud LSA, and the Cloud LSA traffic.
Figure J.4: The OSPF protocol traffic - Byte per minute. Test scenario two - tree embedded data center in network. protocol traffic for OSPF without Cloud LSA, OSPF with Cloud LSA, and the Cloud LSA traffic.
Figure J.5: The OSPF protocol traffic - Byte per minute. Test scenario tree - six embedded data center in network. protocol traffic for OSPF without Cloud LSA, OSPF with Cloud LSA, and the Cloud LSA traffic.