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Abstract

Distributed storage services form the backbone of modern large-scale applications and data processing solutions. In this integral role they have to provide a scalable, reliable and performant service. One of the major challenges any distributed storage system has to address is skew in the data load, which can either be in the distribution of data items or data access over the nodes in the system. One widespread approach to deal with skewed load is data assignment based on uniform consistent hashing. However, there is an opposing desire to optimise and exploit data-locality. That is to say, it is advantageous to collocate items that are typically accessed together. Often this locality property can be achieved by storing keys in an ordered fashion and using application level knowledge to construct keys in such a way that items accessed together will end up very close together in the key space. It can easily be seen, however, that this behaviour exacerbates the load skew issue. A different approach to load balancing is partitioning the data into small subsets which can be relocated independently. These subsets may be known as partitions, tablets or virtual nodes, for example.

In this thesis we present the design of CaracalDB, a distributed key-value store which provides automatic load-balancing and data-locality, as well as fast re-replication after node failures, while remaining flexible enough to support different consistency levels to choose from. We also evaluate an early prototype of the system, and show that the approach is viable.
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Chapter 1

Introduction

At a time where global data storage requirements have passed the zettabyte (i.e. $10^{21}$ bytes) mark, the development of ever larger storage systems is not just a necessity but also a challenge. Even a very dense storage medium like deoxyribonucleic acid (DNA) has so far been shown to hold no more than 700 terabytes per gram [1]. Considering that storing a zettabyte of information in DNA in this way would require more than a ton of genetic material, the argument can safely be made that data storage needs to be distributed for quantitative reasons alone. Of course, among the qualitative arguments for distributed storage systems are reliability and availability. This is to say that distribution, possibly at geographically remote locations, and concurrent accessibility by anything from tens to billions of users are just as important as raw storage capacity.

And as such, distributed storage systems have become widespread in basically any industry that uses storage systems at all. The largest of these systems are likely being employed by web giants like Google, Amazon, Facebook and Apple. But research organisations like CERN produce and store tens of petabytes per year, as well. And not only has all this data to be stored somewhere, it also needs to be located, accessed, processed and maybe even modified.

All these requirements imply the necessity for storage solutions that provide massive scalability, working on single rack installations just as well as on globally distributed multi-datacenter deployments with thousands of servers. This also implies that system management should be federated in some way to avoid bottlenecks or lack of availability. Furthermore, on these scales failures, be they in software or in hardware, cease to be an exception and become the rule. Even if any given component has a minuscule probability of error, the sum of all the components permanently operating for years at a time makes failures a given. And thus they need to be considered during planning of solutions and handled in implementations.

In addition to all the inherent challenges to distributed large scale storage, there is also a concern about the kind of data being stored and the way it is accessed. A typical concept here is called *big data*. And despite there being no clear definition as to what data actually qualifies, the idea to be considered is that *big data* is so huge it’s
challenging to handle with the available resources or naïve solutions. When it comes to access, workloads are typically being categorised as online transaction processing (OLTP) for transaction based data entry and retrieval, and online analytical processing (OLAP) for analytical loads. These concepts are mostly used for relational database systems, though, and modern applications require more flexible solutions for processing. This trend is well exemplified by the MapReduce [2] pattern which was originally implemented by Google but today is the base for many open source systems, like Apache’s Hadoop framework. The important consideration for these processing frameworks is that they deal with large datasets and long running tasks, where placement decisions for operations in relation to the data they are working on are crucial for feasibility. This is opposed to a service that only queries in the kilobyte range, but needs to minimise the latency of such requests, possibly because a (human) user is waiting for the reply and humans are not generally known for their patience. Additionally, streaming applications that require medium sized chunks of data in a specific order are common today. Consider Spotify or YouTube as examples. Either of these access patterns might deal with huge amounts of data, but a storage solution would be hard pressed to cater efficiently to all of them while treating their data undifferentiated.

1.1 Motivation

It is clear from the elaborations above that the development of flexible, scalable and reliable distributed storage solutions is a necessity. Of course there is a large number of products already available today. Among them are relational database management systems (RDBMSs) like MySQL, which may be deployed in a distributed way with replication and sharded or as MySQL Cluster. Their limiting factor is usually scalability, and companies have to expend great effort to make their large-scale deployment feasible, as Facebook has done [3], for example.

In the NoSQL world there are systems like Amazon’s Dynamo [4], Apache’s Cassandra [5], Google’s BigTable [6] or Riak. These systems scale very well and provide a range of options when it comes to consistency, availability and partition tolerance (CAP) trade-offs [7]. Generally, they don’t provide transaction support like classical RDBMSs, though.

When it comes to the storage of large data blobs there are Amazon’s simple storage service (S3), the Google file system (GFS) [8], Apache’s Hadoop distributed file system (HDFS) [9] or the approach of Nightingale et al. [10]. These systems are basically distributed filesystems, intended for batch processing applications. Yet, projects like Apache’s Hive [11] or Cloudera’s Impala [12] strive to provide ad-hoc services on top of these distributed filesystems.

However, what is very rare is a system that provides support for small low-latency queries as well as long running batch processing tasks or streaming applications. One example of something similar is Yahoo!’s Walnut [13] system, which aims to provide a combined storage layer for PNUTS [14], a key-value store for small data
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under 100kB, MObStor, an object store for unstructured medium sized data, and HDFS [9]. Walnut does not provide RDBMS-like transactional operations with atomicity, consistency, isolation and durability properties (ACID), though. On the front of HDFS there is another problem which concerns metadata storage. In HDFS metadata is stored at a special node (or a group of nodes) called namenode. While work has been done to improve reliability of the namenode, like adding fail-over nodes, the actual problem is limited storage space of a single node, consequently limiting the capacity of the whole Hadoop cluster. From these examples follows the need for a system that addresses their shortcomings, providing ACID low-latency access to small data, and (quasi-)unlimited storage capacity for big data as well as support for flexible processing solutions. And at the core of these requirements is a scalable and fast consistent key-value store with transaction support.

1.2 Contributions

In this thesis we present the design and an early prototype implementation of CaracalDB, a distributed key-value store for datacenter or cloud use with deployments of a few thousand servers. CaracalDB is designed to be flexible and cater to a variety of use-cases in the small data area, and also to serve as part of a future database system, that would allow for big and small data handling. With this in mind the contributions of this thesis are:

• The design and architecture of a distributed key-value store called CaracalDB as a base for future research.
• An evaluation of an early prototype state of the implementation of CaracalDB in Java using the Kompics [15] message-passing concurrency component framework.

1.3 Related Work

1.3.1 Walnut and PNUTS

Yahoo!'s PNUTS [14] is a geographically distributed database system by Yahoo!. It uses hashed or ordered tables for data storage and has provides a set of per-record consistency guarantees to choose from. PNUTS provides load balancing on two forms: For hashed tables it is inherent, due to the uniform random distribution of hashed keys. In addition to this PNUTS balances the number of tablets per storage unit. It does not take actual load, i.e. popularity, of a tablet into account, though. As mentioned before Walnut [13] is an object store by Yahoo! that acts as a unified low-level storage layer for PNUTS, MObStor, and HDFS, providing support for a wide variety of storage needs and workloads. A Walnut cluster manages different types of data in a number of collections which are divided into partitions that form
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the unit of replication. Walnut load balancing is done through partition placement decisions by a dedicated, centralised partition manager node, that has data like storage node topology, per-collection policies and per-partition, per-device and per-node statistics available to it.

1.3.2 Cassandra

Facebook’s Cassandra [5] is a distributed storage system for structured objects indexed by a row key. Additionally, Cassandra’s data model includes tables, basically distributed multi dimensional maps, which are also indexed by a key, and column families which are sets of columns in a fashion similar to BigTable [6]. Cassandra provides atomic per-replica operation on a single row key. To address data partitioning Cassandra uses order-preserving consistent hashing [16] to map keys to nodes in a fashion similar to the Chord distributed hash table (DHT) and also uses Stoica et al.’s system of moving nodes on the ring in order to facilitate load balancing [17].

1.3.3 Dynamo

Amazon’s Dynamo [4] is a highly-available distributed key-value store that sacrifices consistency guarantees for availability and scalability. Dynamo provides eventual consistency only, which allows it to return an operation to a client and apply it to other replicas asynchronously. It uses a similar scheme for partitioning as Cassandra but does not utilise ordered hashes. Furthermore, Dynamo addresses non-uniformity of node distribution in the ring with virtual nodes (vnodes) and provides a slightly different partition-to-vnode assignment strategy which achieves better distribution of load across the vnodes and thus over the physical nodes.

1.3.4 Scatter

Scatter [18] is a distributed consistent key-value store. Scatter is highly decentralised and provides linearisable consistency in the face of (some) failures. In Scatter the DHT overlay is formed not on single nodes, but instead on node groups which also form the replication groups for a specific key range. This model is similar to ID-Replication [19]. In addition to the uniform key distribution through consistent hashing typical for DHTs, there are two mechanisms for load balancing in Scatter. The first policy directs a node that newly joins the system to randomly sample $k$ groups and then join the one handling the largest number of operations. The second policy allows neighbouring groups to trade off their responsibility ranges based on load distribution.

1.3.5 CATS

CATS [20, 21, 15, 19], like Scatter, is a distributed scalable key-value store that provides linearisable consistency. It is very Chord-like [17] in its usage of periodic
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Stabilisation and successor list replication (sl-replication) in a ring-based key space on which nodes are randomly distributed. CATS uses an order-preserving hash function for the consistent hashing based data partitioning of Chord and stores its data in memory. To provide this high a level of consistency CATS introduces so called consistent quorums. A quorum is consistent if all members share the same view of the group. Arad, Shafaat and Haridi extend the ABD algorithm by Attiya et al. [22] with support for reconfiguration and consistent quorums.
CATS has also been extended to provide support for range queries [23] and persistence to stable storage [24].

1.3.6 Kompics

The only system in this list that is not designed for storage, Kompics [15] is a message-passing concurrency and component-based programming model designed to facilitate the development of distributed systems. It has implementations in multiple programming languages, but in this document we only consider the Java reference implementation. The implementation provides library and a domain specific language (DSL) for programming and testing component-based systems.

The basic building block of Kompics is the component, a reactive state-machine which can execute concurrently to other components. A component provides and requires a number of ports which specify an interface by declaring typed events that can be triggered on it. A port also defines the direction in which events can be triggered, thus separating its events into indications and requests. Internally a component subscribes a number of handlers to its ports which represent its procedures. A handler for a specific event type executes reactively when such an event is triggered on a port it is subscribed to. Externally the ports of different components are connected via channels, whereby a channel always connects the required port of one component to the provided port of another. A port can have an arbitrary number of channels connected to it. A channel forwards events that are triggered on one of its ports to the other, possibly filtering some out along the way.
The Kompics framework also provides support for whole-system repeatable simulations.

1.4 Report Outline

In the next chapter, chapter 2, we will provide some background for the work, formalising properties and presenting existing solutions that are relevant to our work. Chapter 3 explains the design and architecture of the CaracalDB distributed key-value store. Following that, chapter 4 will first elaborate on the current state of the CaracalDB prototype and then present an experiment and its results to validate the feasibility of the system. Finally, chapter 5 will have some concluding remarks as well as future work to be done.
Chapter 2

Background

2.1 Distributed Systems Properties

2.1.1 Consistency

In distributed storage systems, or more formally distributed shared memory systems, we commonly see three basic levels of consistency guarantees. These properties are specified for a single register or key in case of key-value stores. A register is atomic or linearisable if and only if despite the possibility of multiple clients issuing concurrent operations which could reach different replicas in different orders, each operation appears to take effect instantaneously at some point between its invocation and its response [25]. That is to say, a read will always return the latest write in a globally observable sequence. Linearisability or atomic consistency is the strongest property for a register. Since linearisability is a so called local property [25] it can be extended to refer to a whole storage system by saying that a storage system is atomically consistent if and only if all its registers are atomically consistent. Or stating the same for key-value stores: A key-value store is atomically consistent if and only if all operations on all of its keys are atomically consistent.

A weaker property called sequential consistency was introduced by Leslie Lamport [26] in 1979. It is very similar to atomic consistency, but only requires operations on a register to appear atomic from the point of view of a single process, while atomic consistency requires this property globally for all processes. A register is called eventually consistent [27] when after a time of no writes eventually all reads return the latest value. Eventually consistency is a weaker property than sequential or linearisable consistency for a distributed storage system.

A bit apart stands a fourth notion of consistency, which was defined by Yahoo! for records in a distributed storage system, called per-record timeline consistency [14]. This property guarantees that all replicas apply all updates to a record $r$ in the same order, increasing the version $v^*_r$ of $r$ every time. A read of $r$ on any replica $p$ will always return a consistent version $v^*_p$ from this timeline, though there might exist a replica $o \neq p$ with $v^*_o > v^*_p$. This model allows PNUTS to give different
guarantees on the recency of a read per operation, by deciding how many replicas to read from.

2.1.2 Consistent Quorums

There is a somewhat related notion of consistency for quorums. A quorum is subset of nodes in a replication group $G$ of size $n$, chosen such that for any two consecutive operations $a, b$ on the same register (or key) and their respective quorums $q_a, q_b$ the relation $\text{size}(q_a) + \text{size}(q_b) > n$ always holds [28]. Let a view $v$ over $G$ be a tuple that defines important information for a replication group, identified by a view id $i_v \in \mathbb{N}$. Certainly $v$ will contain a list of nodes that currently (i.e. in $v$) make up $G$, but depending on the algorithm it could also include other information such as the range that is being replicated. A quorum $Q$ over $G$ is called a consistent quorum if and only if for all $n, m \in Q$ with respective views $v_n, v_m$ the property $v_n = v_m$ holds [20, 21, 15, 19].

2.2 Systems and Algorithms

2.2.1 Key-Value Stores

As amply demonstrated in 1.3 there is a huge variety of storage systems with vastly different application programming interfaces (APIs) out there. There is, however, a very simple API that is often used as a reference, which defines the following operations on a key $k \in K$ with a key space$^1 K$ and a value $v \in V$ for a value set $V$.

- $\emptyset \text{ put}(k, v)$
- $V \text{ get}(k)$

We shall call a system that provides a form of this API a key-value store. Sometimes an additional command $\emptyset \text{ delete}(k)$ is given, but many authors simply replace it by $\text{ delete}(k) = \text{ put}(k, \bot)$ where $\bot$ represents a special null value. For real systems, this definition is somewhat questionable as it brings some garbage collection issues with it$^2$, but for an abstract description it should be adequate.

2.2.2 ABD

In 1995 Attiya, Bar-Noy, and Dolev provided a message passing algorithm that implements an atomic shared $(1, N)$-register for static groups, that is a register with 1 dedicated write and $N$ readers [22]. This algorithm was later extended for an $(M, N)$-register, using two phases for read and write operations by Lynch.

---

$^1$The term space does not necessarily refer here to a specific one of the mathematical constructs. The set of keys should probably provide an associated distance metric, though. Technically, total order relations should suffice.

$^2$Consider a system that stores timestamps with its values. When should a $(ts, v)$ tuple be entirely removed from the underlying storage?
and Shvartsman [29]. Furthermore, this algorithm was augmented for decentralised dynamic reconfiguration using consistent quorums in [20, 21, 15, 19]. It is this reconfigurable version that is going to be referred to as ABD for the remainder of this document.

2.2.3 The Paxos Family

In the 1990s Leslie Lamport came up with a two phase protocol algorithm that solves uniform consensus for systems with eventual leader election. In this algorithm he divided the participants of the protocol into three groups: Proposers, acceptors and learners. In phase one proposers try to get a quorum of promises from the acceptors for a specific ballot number. Once a proposer has gathered such a quorum, it enters phase two by sending accept messages for a value to the acceptors. If there are no collisions the acceptors will vote on that value and send an accepted message to the learners, which again try to gather a quorum of these messages. If this is successful the value is decided.

L. Lamport wrote a paper packing this algorithm into an elaborate parable about greek politicians in the parliament on the island of Paxos [30]. Tragically, this paper was badly understood and it took another 22 years for its full significance to be officially recognised with an ACM SIGOPS Hall of Fame Award in 2012.

Today there is a large family of Paxos-based and Paxos-like algorithms, among them Multi-Paxos [30] which runs multiple instances of the Paxos protocol in parallel and Fast-Paxos [31] which aims to reduce the end to end message latency in the stable state. Furthermore, an implementation of the atomic broadcast abstraction [32], using a variant of Paxos to decide on the order of operations, might be called Paxos as well. Lastly, Paxos is used for replication in a replicated state machines (RSM) system in a similar fashion to the atomic broadcast abstraction. This can for example be seen in Google’s Megastore [33] or in Scatter [18] where it is combined with a two phase commit protocol. Since the term Paxos is so ambiguous the following algorithm shall be referred to as Paxos or Paxos state machine replication (SMR) for the remainder of this document:

A RSM implementation which changes its state \( s_i \in S \) (\( S \) being the set of possible states) to \( s_{i+1} \in S \) by applying the command \( c_i : S \rightarrow S \), that was decided in instance \( i \in N \) of an underlying Multi-Paxos uniform consensus implementation, to \( s_i \), or in short \( s_{i+1} = c_i(s_i) \). The implementation shall also be reconfigurable by passing a special \( \text{reconfigure}_v : S \rightarrow S \) command to the consensus protocol, which upon application changes the view \( v_i \) of state \( s_i \) to \( v_{i+1} = v \) in \( s_{i+1} \). State transfer during reconfiguration is not included in this protocol but it is certainly necessary and can be considered an extension.

2.3 Load Balancing

In order to be able to reason about the problem of load balancing later, it is necessary to define the problem and associated terms first. We use vocabulary that is close
[34], since we are facing a similar problem.

### 2.3.1 Terms

For every data item \( v \in \mathcal{V} \) where \( \mathcal{V} \) is the set of all possible data items, we define a number of load types, the set of which is \( \mathcal{T} \). For the remainder of this work \( \mathcal{T} = \{ \text{size, accesses/s} \} \) shall be considered. The load \( l_t : \mathcal{V} \rightarrow \mathbb{R}, t \in \mathcal{T} \) is a function that assigns each item in \( \mathcal{V} \) its associated load of type \( t \). For every unit of replication \( U \in \mathcal{V} \), there is an associated value \( l_t^U = \sum_{v \in U} l_t(v) \) called the load of \( U \). And for any node \( H \) in the system there is a set \( U_H \) containing all units of replication at that node, and an associated value \( l_t^H = \sum_{U \in U_H} l_t^U \) called the load of \( H \). Nodes also have a capacity \( c_t^H \in \mathbb{R} \) of each type \( t \in \mathcal{T} \) that limits the load they can handle of \( t \). Thus the equation \( l_t^H < c_t^H \) must be maintained as invariant, as violation would result in failure of \( H \). A node also has a utilisation \( u_t^H = \frac{l_t^U}{c_t^U} \) of a \( t \in \mathcal{T} \). Furthermore, a set \( S \) of nodes in the system has a utilisation \( \mu_t^S \) and an average utilisation \( \hat{\mu}^S_t \) of \( t \in \mathcal{T} \), given as:

\[
\mu_t^S = \frac{\sum_{H \in S} l_t^H}{\sum_{H \in S} c_t^H}, \quad \hat{\mu}^S_t = \frac{1}{|S|} \sum_{H \in S} u_t^H
\]  

(2.1)

In a similar way \( \max_t^S \) and \( \min_t^S \) are defined as the maximum and minimum utilisation of a node in \( S \). In addition to the above a third parameter \( \rho_U : S \times S \rightarrow \mathbb{R} \) is considered, which represents the cost of moving a replication unit \( U \) from one host in \( S \) to another. For most systems \( \rho_U \) will depend linearly on \( \frac{l_U^v}{\text{size}} \). If the system is considered uniform in the sense that for all \( H, H', H'' \in S, U \in H \rho_U(H, H') = \rho_U(H, H'') \) then the model can be simplified to \( \rho_U \in \mathbb{R} \) constant.

Let \( L^H_S = \{ l_t^U \mid t \in \mathcal{T}, U \in H \} \), \( C_H = \{ c_t^H \mid t \in \mathcal{T} \} \), \( L_H = \{ l_t^H \mid t \in \mathcal{T} \} \) and \( L_S = \{ (C_H, L_H, L_S) \mid H \in S \} \) and we call \( L_S \) the system statistics for \( S \).

The set of actions \( \mathcal{A} \) contains at the very least \( \bot \), which is equivalent to “do nothing”, and \( \text{MOVE}(U, H) \) for a unit of replication \( U \) and a host \( H \). In our example we shall also consider an additional operation \( \text{SPLIT}(U, U_1, U_2) \), that splits \( U \) into \( U_1 \) and \( U_2 \) such that \( U_1 \cup U_2 = U \).

### 2.3.2 The Load Balancer

A load balancer is an algorithm that takes tuples \((S, L_S)\) as input and produces \( A \in \mathcal{A} \) as output. Since it might be desirable that a load balancer also keeps some internal state \( \mathcal{P} \), we amend the definition to taking triples \((S, L_S, \mathcal{P})\) as input and producing output tuples \((A, \mathcal{P}')\) with \( A \in \mathcal{A} \) and \( \mathcal{P}' \) a new state. And since load balancing is an ongoing (hopefully) converging process the algorithm should execute in rounds with a constant\(^3\) time interval between successive invocations.

Any such load balancing algorithm should strive for the following two conflicting load balancing goals (LBGs):

\(^3\) arguably
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1) Minimise the load imbalance in the system, that is minimise $max_i^S - \hat{\mu}_i^S$.

2) Minimise the sum of transfer costs $\rho$ incurred for load balancing actions in the system.

Technically, LBG.1 could also be achieved by padding all nodes $H$ with $l_H^I < max_i^S$ with extra load until all nodes have $max_i^S$. Since this is somewhat contra-productive, LBG.1 should be amended by saying that any attempt to change $max_i^S - \hat{\mu}_i^S$ should not influence $\mu_i^S$.

Since LBG.2 is clearly in conflict with LBG.1, it is necessary to define a gain function $g: A \rightarrow \mathbb{R}$ that can be weighted against the cost $\rho: A \rightarrow \mathbb{R}$, that is the cost $\rho$ of any transfer involved in $A \in A$. Such a function is very specific to a load balancing algorithm, but any algorithm should strive to maximise $w: A \rightarrow \mathbb{R}, A \mapsto 2(A) / \rho(A)$ for all possible actions for an input tuple, but at least it should not output any $A \in A$ with $w(A) \leq 0$. Furthermore, the choice of $g$ should be such, that the system does not fall into an endless loop of moving some data from one host to the next, in response to minor imbalances. In order to achieve this gain-threshold might be considered, below which no actions are decided.

Another conflict in LBG.1 can occur when load balancing over different $t, t' \in T$. This is conceptually similar to the problem of multi-resource allocation considered in [35], and might be approached in a similar way by a load balancing algorithm.
Chapter 3

CaracalDB Design and System Architecture

We have outlined a number of existing distributed storage solutions in chapter 1, and it has hopefully become clear that there is a great variety in the types of APIs and consistency guarantees provided by the presented systems and these chosen trade-offs are reflected in the respective systems’ performance under different conditions. However, it is clear that there will never be a single system that is optimal for every application. Yet, many problems are a shared concern between all of these systems. Foremost among these are bootstraping, i.e. starting up the system, lookup, that is locating of data on the nodes, and load balancing for access and storage distribution. We shall consider data partitioning to be part of lookup and load balancing.

To address this issue, we present CaracalDB, a distributed storage framework that provides solutions for bootstrapping, lookup, and load balancing, while remaining flexible on the choice of replication algorithm and underlying local storage.

3.1 Concepts

CaracalDB is basically a key-value store (s. 2.2.1) offering put and get operations, but the exact semantics of operations it can support depend mostly on the choice of replication algorithm and local storage. For example, with Paxos SMR CaracalDB could easily provide a compare-and-swap (CAS) operation.

CaracalDB has the concept of a schema, which is similar to a collection in Walnut [13]. A schema contains policies for the replication algorithm, the size of the replication group, the quorum size in that group, and the underlying storage implementation. It is likely that it will be extended in the future to also include information about the structure of values.

For every schema there exist one or more partitions in the system which have a maximum size of data they are responsible for. We call this limit the capacity of the partition and the exact value is configurable for the system. Realistic values are probably between 100MB and and 1GB, but there are no inherent assumptions on
this. A partition is uniquely identified by an id from the key space (s. below). In CaracalDB partitions are the unit of replication.
Each partition is mapped to exactly one replication group that has the correct number of nodes for the partition’s schema in it. Multiple partitions can be assigned to the same replication group.

3.2 Key Space

CaracalDB is not a DHT since it does not hash its keys. Also its key space is not circular as in systems like Chord [17] or CATS [20, 21, 15, 19], but linear. It is defined herein:

Let $B$ be the set of byte values. For ease of use we shall represent them in hexadecimal notation, hence $B = \{00, 01, \ldots, FF\}$. A finite sequence over $B$ is a function $s : \mathbb{N} \to B$ where $\mathbb{N} \subset \mathbb{N}$ finite, such that either $1 \in \mathbb{N}$ or $\mathbb{N} = \emptyset$ and $\mathbb{N}$ forms a ring under modulo-$|\mathbb{N}|$ arithmetic. Or in other words $\mathbb{N}$ is a gap-free prefix of $\mathbb{N}$. The set of all such sequences we shall call $K$ and this is the key space of CaracalDB.

3.2.1 Topology

It will be necessary for our purposes that $K$ has the topology of a totally ordered metric space. One example of such a space is $\left(\mathbb{R}, d\right)$ with the metric $d : \mathbb{R} \times \mathbb{R} \to \mathbb{R}, (x, y) \mapsto |x - y|$. Since this is very straightforward, one approach to applying a similar topology to $K$ is to find an injective map $\kappa : K \to \mathbb{R}$ and use the ordering and metric induced in this way.

So let the function $len : K \to \mathbb{N}$ be defined as $len : s \mapsto |\text{dom}(s)|$ and give the length of a sequence $s$. Further let $\hat{B} = B \cup \{\emptyset\}$ and $\text{val}_B : \hat{B} \to \mathbb{N}$ such that $\emptyset \mapsto 0$ and all $b \in B$ are mapped to their integer equivalents plus one. That is $\text{val}_B(00) = 1, \text{val}_B(01) = 2, \ldots, \text{val}_B(FF) = 256$. Let further for any $s \in K$ be $\hat{s} : \mathbb{N} \to \hat{B}$ the function that maps an $i \in \text{dom}(s)$ to $s(i)$ and for any $i \in \mathbb{N} \setminus \text{dom}(s)$ to $\emptyset$. Clearly this $\hat{\cdot} : K \to \hat{K}$ function is bijective, hence the preimage of any $\hat{s} \in \hat{K}$ is $s \in K$.

Finally, let $\kappa : K \to \mathbb{R}$ be defined as:

$$\kappa(s) = \sum_{i=1}^{\infty} \text{val}_B(\hat{s}(i)) \cdot 257^{-i}$$  \hspace{1cm} (3.1)

Theorem 1 (Injectivity). $\kappa$ is injective.

Proof. We have to show that for all $x, y \in K$ the expression $\kappa(x) = \kappa(y) \Rightarrow x = y$ holds. So let $x, y \in K$ such that $\kappa(x) = \kappa(y)$. We shall provide a proof by contradiction.
So assume $x \neq y$, and without loss of generality $x(1) \neq y(1)$. Suppose $\text{val}_B(\hat{x}(1)) < \text{val}_B(\hat{y}(1))$. Then $\kappa(x)$ and $\kappa(y)$ differ in the first digit, which contradicts the injectivity of $\kappa$. Therefore, $x = y$. 
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$\text{val}_B(\hat{y}(1))$ (the opposite case is equivalent). Then we can see that

$$
\kappa(x) = \sum_{i=1}^{\infty} \text{val}_B(\hat{x}(i)) \cdot 257^{-i}
$$

$$
= \text{val}_B(\hat{x}(1)) \cdot \sum_{i=2}^{\infty} \text{val}_B(\hat{x}(i)) \cdot 257^{-i}
$$

$$
\leq \text{val}_B(\hat{x}(1)) \cdot \sum_{i=2}^{\infty} 256 \cdot 257^{-i}
$$

$$
= \text{val}_B(\hat{x}(1)) \cdot 256 \cdot \sum_{i=2}^{\infty} 257^{-i}
$$

$$
= \text{val}_B(\hat{x}(1)) \cdot 256 \cdot \sum_{i=2}^{n+2} 257^{-i}
$$

$$
< \text{val}_B(\hat{y}(1)) \cdot 256 \cdot \sum_{i=2}^{n+2} 257^{-i}
$$

$$
= \text{val}_B(\hat{y}(1)) \cdot 256 \cdot \sum_{i=2}^{n} 257^{-i-2}
$$

$$
= \text{val}_B(\hat{y}(1)) \cdot \frac{256}{257^2} \cdot \sum_{i=0}^{n} \left( \frac{1}{257} \right)^i
$$

$$
= \text{val}_B(\hat{y}(1)) \cdot \frac{256}{257^2} \cdot \frac{1 - \left( \frac{1}{257} \right)^n}{1 - \frac{1}{257}}
$$

$$
= \text{val}_B(\hat{y}(1)) \cdot \frac{256}{257^2} \cdot \frac{1 - \left( \frac{1}{257} \right)^n}{256}
$$

$$
< \text{val}_B(\hat{y}(1)) \cdot \frac{256}{257^2} \cdot \frac{1}{256}
$$

$$
= \text{val}_B(\hat{y}(1)) \cdot \frac{1}{257}
$$

$$
< \text{val}_B(\hat{y}(1)) < \sum_{i=1}^{\infty} \text{val}_B(\hat{y}(i)) \cdot 257^{-i}
$$

$$
= \kappa(y)
$$

This is a contradiction to $\kappa(x) = \kappa(y)$. \[\Box\]

Now that we have shown that $\kappa$ is injective, it remains to define the ordering relation and the metric. So let $\prec_K \subseteq \mathcal{K} \times \mathcal{K}$ be relation such that for all $x, y \in \mathcal{K}$ the expression $x \prec_K y \iff \kappa(x) < \kappa(y)$ holds. Since $\kappa$ is injective and $<$ is a total ordering on $\mathbb{R}$, $\prec_K$ imposes a total ordering on $\mathcal{K}$. The minimum of $\mathcal{K}$ is $s_0 : \emptyset \rightarrow \{\emptyset\}$ and the supremum of $\mathcal{K}$ is given by $s_\infty : \mathbb{N} \rightarrow \{FF\}$. For the remainder of this document whenever two keys in $\mathcal{K}$ are compared with $<, >, \leq, \geq$, min or max the usage of $\prec_K$ is implied.

In the same way we define the induced metric $d : \mathcal{K} \times \mathcal{K} \rightarrow \mathbb{R}, (x, y) \mapsto |\kappa(x) - \kappa(y)|$. 
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Since $\mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$, $\langle a, b \rangle \mapsto |a - b|$ is a metric in $\mathbb{R}$ and $\kappa$ is injective, it follows that $(\mathcal{K}, d)$ is a metric space. Consequently for the remainder of the document when we say that $\mathcal{K}$ is a key space, we mean that $\mathcal{K}$ is the set of keys and $(\mathcal{K}, d)$ forms a metric space.

### 3.2.2 Conventions

To make writing about elements of $\mathcal{K}$ easier the following convention shall be observed: For any $k \in \mathcal{K}$ with $n = \text{len}(k) > 0$ let $k_i = k(i), 0 \leq i < n$ and we can write $k = (k_0, \ldots, k_{n-1})$.

Furthermore, we define the concatenate operation $\varpi : \mathcal{K} \times \mathcal{K} \rightarrow \mathcal{K}$ such that for two keys $k, k' \in \mathcal{K}$ with $n = \text{len}(k), m = \text{len}(k'), n, m > 0$, using infix notation, $k \varpi k' = (k_0, \ldots, k_{n-1}, k'_0, \ldots, k'_{m-1})$. Trivially for any $k \in \mathcal{K}$ it holds that $k \varpi \emptyset = k$ and $\emptyset \varpi k = k$.

Finally, we define $\wedge : \mathcal{K} \times \mathcal{K} \rightarrow \mathcal{K}$ as the longest shared prefix function such that $p = k \wedge k' \iff \exists_{l \in \mathcal{K}} k \varpi l = k'$.

### 3.3 Virtual Nodes

CaracalDB employs the concept of vnodes, which are globally uniquely addressable entities that share a network port on a certain physical node, which we shall henceforth call a host to avoid confusion between the terms. A vnode is assigned a key $k \in \mathcal{K}$ upon creation, which will not be changed over the lifetime of the vnode. Both hosts and vnodes are addressable over the network, with hosts having an address of the form $(\text{ip}, \text{port}, \bot) = (\text{ip}, \text{port})$ while vnodes’ addresses are $(\text{ip}, \text{port}, k)$. Please note that, while $k$ will not usually be globally unique, the triples $(\text{ip}, \text{port}, \bot)$ and $(\text{ip}, \text{port}, k)$ will be.

In Kompics terms a vnode represents a subtree of the full component tree, connected to the common network port via a channel filtered on the vnode’s id. It may also share other components from the host, but generally those connections won’t be filtered but either be a one-way communication from vnode to host, or utilise a request-response-pattern which keeps track of the exact path an event traveled.

In CaracalDB a partition $p$ with key $k_p \in \mathcal{K}$ of schema $s$ with replication degree $\text{deg}_s$ will be assigned to at least $\text{deg}_s$ vnodes on different hosts with addresses of the form $(\text{ip}, \text{port}, k_p)$. This assignment makes all the vnodes with $k_p$ members of $p$, call them $m_p$, and the hosts of $m_p$ the replication group of $p$. Recall that multiple partitions might be assigned to a single replication group. However, the members of $p$ are only responsible for $p$ and will never be changed to another partition.

There are three main reasons for the usage of vnodes in CaracalDB. Firstly, we can start a different set of components on a per-vnode basis. This is the reason
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that CaracalDB can support different replication algorithms and operations per collection.
Secondly, vnodes allow us to distribute the load better over the available hosts in the system and also give us a unit that we can move around in the cluster to change the current load distribution.
And lastly, we can use clever vnodes assignments to replication groups to improve the re-replication time in case of host failures. This is an idea that was exploited to an extreme in [10], but it also applies on our coarser partitioned case. To exemplify the problem, we consider a system where each host stores a single dataset which is replicated at two other nodes. Let hosts $a$, $b$, $c$ form a replication group and consider what happens when $a$ dies. Since the data that was on $a$ needs to be re-replicated to preserve the replication degree a new node $d$ is commissioned into the replication group ($d$ could have been a standby node, or carry data in another overlay, it makes little difference). Since the data $d$ needs is only available at $b$, $c$ it needs to be copied from there making the disk speeds of $b$, $c$, $d$ a re-replication performance bottleneck. In this model it could take hours to re-replicate large amounts of data, leaving the system in a state where a single failure of $b$ or $c$ could leave it unable to take decisions on that group or a failure of both hosts could even result in data loss. During all this time the other hosts in the system are sitting idle in terms of re-replication of the data from $a$. They might of course be running normal operations or re-replication from another failure.

As opposed to this consider a system where data is partitioned and partitions are mapped to a number of different replication groups. If there are $p$ partitions all with replication degree $deg$ over $h$ hosts that means there will be $avg_p = \frac{p \cdot deg}{h}$ vnodes on average per host, if the system is in a well balanced state. Now consider if a single host $a$ fails. If $p$ is large enough there is a good chance that every other host in the system has some replication group in common with $a$. If this system re-replicates by assigning the failed vnode for every partition to a random other host that doesn’t already have a replica of the data, for example, the result will be that re-replication is done using all available disks in the cluster. Every host will most likely be transferring data to and from a number of different hosts. This will be much faster than the previous solution. Of course, it also means that normal operations for all partitions in the cluster are affected. Yet, we argue that it is preferable to have a latency increase on all operations in the cluster for a relatively short time, than to have a latency increase in only a small subset but for a very long time with the added higher possibility for data loss.

3.4 Data Partitioning

As explained CaracalDB provides schemas and splits their data into partitions. However, we have not yet shown how the full key-space $K$ is split up into the partitions. To see this, first of all note that from a key space perspective a schema is nothing more but a prefix on all keys in all partitions of the schema. This prefix
is at the same time the schema id, so if we want a schema for users we could simply give it the id \((75, 73, 65, 72, 73) \in \mathcal{K}\) (ASCII for “users”). This is certainly a valid schema id, however, one should be careful that different schemas don’t have ids that are prefixes of each other. A safer solution would be to hash schema names to obtain their ids, resulting in equal length ids, which clearly can’t be prefixes of each other. CaracalDB makes no assumptions on how schema ids are created, though, and developers are free to choose them by whatever means seem appropriate.

It was already mentioned that partitions are also assigned an id from \(\mathcal{K}\) and now it is clear that for any schema \(s\) with id \(k_s \in \mathcal{K}\) and partition \(p\) of \(s\) with key \(k_p \in \mathcal{K}\) \(k_s\) must be a prefix of \(k_p\). In fact there will always be exactly one partition with \(k_s = k_p\), so that the layout of schemas on the key space is clearly delimited and no vnode can end up being responsible for data from more than one schema. We call this property alignment, named after the way structs are laid out in memory by languages like C and C++. Let \(\mathcal{P} \subset \mathcal{K}\) be the set of all partition ids in the system at any particular point in time. \(\mathcal{P}\) is still totally ordered by restricting \(<_\mathcal{K}\) to \(\mathcal{P}\). With this in mind let \(\text{succ} : \mathcal{P} \to \mathcal{P} \cup \{s_\infty\}\) be the function that maps each \(k \in \mathcal{P}\) to the smallest value \(k' \in \mathcal{P}\) with \(k < k'\) or to \(s_\infty\) if \(k\) is the maximum of \(\mathcal{P}\). We then define the responsibility \(R_p\) of a partition \(p\) with key \(k_p \in \mathcal{P}\) as \(R_p \subseteq \mathcal{K}, R_p = [k_p, \text{succ}(k_p))\). This is opposed to the way Chord and CATS handle this where a node with id \(n\) is responsible for the range \((\text{pred}(n), n]\) [17, 20, 21, 15, 19]. The reason for our decision to diverge from the well established pattern, is that in our linear, lexicographically sorted key space it is more intuitive if a partition is responsible for any key of which its own id is a prefix, up to the id of its successor. Furthermore, this system allows us to have the very intuitive alignment property presented above.

### 3.5 Lookup and the Global View

#### 3.5.1 Locating Data

There are many solutions for locating data in a distributed storage system. Most of them involve assigning data and hosts into a bucket, for example by using a hash function. And then using a routing scheme to locate the host with the right bucket, and thus the desired data. Chord [17] for example hashes keys and assigns nodes ids in the same key space. A key will then be stored at the node with next greater id on the modulo ring. To route a request to that node Chord maintains a number of fingers to other nodes in the ring, such that whenever a finger is followed the distance to the target node is at least halved. In this way Chord can locate a key in \(O(\log N)\) messages.

An alternative approach to this is keeping a full view of the system membership and responsibilities at every node in the system and maybe even distribute this view to clients outside the storage system, as Nightingale et al. are doing for example [10]. Such a system can guarantee \(O(1)\) routing and is aimed at reducing the latency
of operations by avoiding as many network trips as possible. Depending on how current this global view is kept at different locations, such a system can do single-hop lookup, by sending the request directly from a client to the responsible system node. It could also implement two-hop lookup, by sending the request from client to a random node in the system and forwarding from there to the responsible node. If views can be outdated at the system’s nodes some bounded multi-hop lookup can be implemented, whereby the client sends to a random node in the system and that node forwards to the node its current view of the system (which might be outdated) suggests is responsible and so on, until the an up-to-date view is found and the right node located. Clearly the space requirements for such a full view increase linearly with the number of nodes in the system, making it very difficult to scale to very large cluster sizes. Despite this fact, CaracalDB uses exactly such a full view system with possibly outdated views which can optionally be installed at clients. We simply want to provide the fastest possible steady state lookup, even if we might pay for this during high-churn episodes. In this sense CaracalDB provides all three full view lookup versions described above. It provides single-hop lookup if the system is in a steady state and a client has a recent version of the global lookup table (LUT) (s. below) installed. If the client is thin we provide two-hop lookup in the steady state. And if the system is undergoing churn CaracalDB provides multi-hop lookup with a configurable bound $\epsilon$.

### 3.5.2 The Lookup Table

The LUT is a data structure that maintains the current view of the CaracalDB system. It provides four types of information:

1. A mapping from four byte integer ids, call them host ids for short, to host addresses.
2. A mapping from four byte integer ids, call them replication group ids, to lists of host ids and an eight byte version number.
3. An ordered mapping from partition ids ($\in \mathcal{K}$) to replication group ids.
4. A mapping from schema ids ($\in \mathcal{K}$) to associated schema information (s. 3.1).

The first two are not a major size problem. Even for large systems with $n = 10000$ nodes, (1) will be around 120kB. For (2) we assume an average replication group size of three and also $3n$ replication groups and get 600kB. Note that systems like [10] use $n^2$ replication groups for this table, but their load distribution is dependent on the size of the table, while ours is not or at least to a lesser degree. Thus, 3 seems to be an amply large factor, which can of course be adapted if necessary. The larger this factor, the more even will be the distribution of vnodes over hosts and the larger the diversity of replication groups per host. Furthermore, (4) will likely not be an issue since it only grows in the number of schemas, which is probably
Clearly the major issues are with (3). Consider a system where each host has a 1TB hard disk drive (HDD) and partitions have a maximum size of 100MB (after this they get split). If this system is fully loaded that means there will be 10000 vnodes per host, so 100 million vnodes in the system and with the average replication degree of 3 this means there will be over 33 million partitions in the cluster. Each such partition is mapped to a four byte integer in (3) resulting in 132 MB of data for the replication groups ids alone. This is, however, still bearable for a node that is member of the system or even a thick client like an application server for example. But this figure does not include the size of the partition keys in the map itself. If these keys are naïvely stored, even a conservative estimate of 20 bytes per key brings the total size of (3) up to 660MB plus the 132MB from above makes almost 800MB. This is close to 1GB of LUT data. A new node joining the system would spend quite some time just getting a current copy of this LUT.

3.5.3 Space Optimisations for the LUT

However, there is a better way of storing (3). In their paper for a solid state disk (SSD) optimised local key value store called SILT, Lim et al. found a very space efficient way of storing huge key to inode mappings in memory [36]. They keep the keys in a sorted prefix tree, also called a trie. This is a tree data structure that stores a mapping of keys to values where each leaf node represents one key in the array plus its value, and each internal node represents the longest common prefix of the keys represented by its descendants. However, most common trie implementations use pointers, thus ruining their space advantage. Lim et al., however, came up with a pointer-free representation that takes full advantage of the space saving capability of “sharing” prefixes. This representation has one disadvantage, though: It is immutable. Whenever changes are made to the mapping the whole structure has to be rewritten. To make their system viable despite this, they proposed two additional solutions. Firstly, they use two intermediate stores with lower space efficiency but better write performance. And secondly, they partition the actual store into a number of sub-stores, so that when data is actually written to the trie, only a certain range is affected as opposed to the whole store.

Thus, our proposition for CaracalDB’s LUT is as follows: Use a modified version of SILT for (3), such that it supports ceiling and floor operations as well as a serialisation protocol that includes first merging the intermediate stores into the trie, then exporting the whole prefix tree plus data (the replication groups ids) in exactly the in-memory representation proposed by Lim et al.. This blob of data can be compressed for further size reduction during transfer. Furthermore, the store for (3) shall be split into 256 sub-stores based on the first byte of the key. These sub-stores can be serialised and transferred independently allowing clients, for example, to lazily fetch only ranges of the LUT they are actually interested in. Furthermore it is not necessary to store the full key in-memory in the trie (SILT does not do this either [36]). The shortest prefix that makes a key unique in the
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store at the time of insert is sufficient. However, in this case the full key needs to be stored on disk somewhere, so that it can be fetched during lookup in order to construct complete vnode addresses. Each of the sub-stores shall additionally be assigned an eight byte version number, so that clients and even servers can identify if they have an outdated version of it, and request specific LUT updates. The space savings gained by employing the described method are very hard to predict as they depend strongly on how long prefixes are on average between keys. Lim et al. report storage requirements of as little 0.4 bytes/key with fixed size\(^1\) keys and entropy encoded storage. Since we have variable length keys and can’t use hashing or entropy encoding on them, as this would make the necessary ceiling and floor operations impossible, the gains will likely be smaller. To offset this, however, our keys are in no way uniformly distributed over the key space, since we specifically use prefixes to build them, which in turn works in our favour in the trie representation. From very quick and superficial experiments with a similar data representation we estimate a key size reduction to 20%. This would bring our LUT size down to around 250MB which remains manageable for a system of that size.

3.5.4 Managing the LUT

In order to make a global LUT viable and also to allow for a bound \(\epsilon\) on the multi-hop lookup scheme described above there should be an always current canonical version of the LUT maintained somewhere in the system. CaracalDB uses a special partition for this, called the zero partition and depicted as \(0_P\). The range \(R_0\) of \(0_P\) is \([0_K, (00, 00, 00, 01)]\) and this range is also reserved in CaracalDB for maintenance information, in a similar fashion to the usage of directories in [34]. Additionally, \(0_P\) is always assigned to the replication group with id 0, which always contains exactly three hosts. The replication protocol for \(0_P\) is Paxos SMR.

In order to avoid superfluous changes in the LUT, which might involve expensive operations such as data transfer, only the member of \(0_P\) that currently considers itself the leader (using the same leader detection component as the Paxos implementation) proposes new changes to the LUT. However, during periods of churn or network partitions, the Paxos algorithm still guarantees orderly transitions from one LUT version to the next, even if they might be based on false suspicions. Additionally, to ensure that hosts and vnodes at least have current information about themselves (i.e. their assigned partitions, their current view, their current range), for every decision that changes the LUT a secondary Paxos instance is run, which includes all hosts that are affected by the change (even the ones suspected to have failed) in addition to the members of \(0_P\) and requires a majority quorum to succeed. To ensure that this majority can be achieved a proposed change should not include more than one host that is suspected to have failed.

For all non-affected hosts the changes to the LUT can be either simply broadcasted or gossiped. Nodes should take care, however, to apply changes always from one

\(^1\)They neglect to mention the original size of the keys, though.
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LUT version to the next without skipping. If a node finds that an update is missing in between its current state and an update that it got, it can request the missing update(s) from one of the member of $0_P$.

3.5.5 $\epsilon$-bounded Multi-Hop Lookup

It has been referred to a few times already that it is possible to bound the number of hops needed for lookup under churn to a specified maximum value $\epsilon$ in CaracalDB. The mechanism for this is really straightforward. Let us take any $\epsilon \geq 3$ (s. below for the reason for this lower bound). Now consider that for every message $m$ that needs to be routed to a vnode that is responsible for a specific key $k_m$, call it $n_r$, we add a value $f_m \in \mathbb{N}$ to $m$ that gets incremented by 1 every time the message is forwarded. After this increment happens, the forwarding node $n$ checks whether or not $f_m + 2 = \epsilon$ holds. Should this not be the case, the message is forwarded normally to the address $n$ thinks is responsible for $k_m$. However, should the property hold, then instead $n$ forwards the message to any member $n_0$ of $0_P$. As described in section 3.5.4 the members of $0_P$ provide a canonical version of the LUT. Hence after incrementing $f_m$ to $\epsilon - 1$, $n_0$ can directly forward $m$ to the currently responsible node $n_r$. In this way $m$ will have been received by $n_r$ in at most $\epsilon$ hops. Clearly the choice of $\epsilon$ influences the load on the members of $0_P$, with larger $\epsilon$ values resulting in lower load. To see why $\epsilon$ should be at least 3, consider this: It takes two hops from the host that fulfils the $f_m + 2 = \epsilon$ condition to reach $n_r$ (unless it happens to be a member of $0_P$ by chance). But this nodes should not be origin of the message, since all clients sending their requests through members of $0_P$ will result in system throughput bottlenecks on three hosts. Thus $\epsilon \geq 2 + 1$ for the hop from client to any host in the system.

3.6 Bootstrapping and Churn

In distributed systems node failures are common place. The larger the system, the greater the likelihood of such failures. Additionally, for a long running system failed nodes will need to be replaced by new nodes, or nodes might simply join to extend the system’s capacity. These join and leave events of nodes are commonly referred to as churn events. Churn is a matter of fact for distributed systems and must be handled.

In distributed (storage) systems that are started by simply creating the required number of nodes and relying on the normal node join handling to converge into a single system in, extended startup times of multiple minutes or even hours are not uncommon, due to the rate of node joins being limited [37]. Hence many systems, like CATS for example [20, 21, 15, 19], provide a separate bootstrapping protocol that is run once at the start of the system. In CATS all nodes report to the bootstrap server, and when a certain threshold in the number of nodes is reached the bootstrap server locally generates a converged view of the ring topology and imposes it on the system’s nodes, in order to avoid running many iterations of the
3.6. BOOTSTRAPPING AND CHURN

periodic stabilisation protocol.
CaracalDB provides services for bootstrapping even large deployments of over 1000 nodes in a coordinated manner, and handles the joining and leaving of hosts during runtime. However, it should be kept in mind that CaracalDB is aimed at datacenter deployments and is not meant to cope the with the levels of churn typically seen in large internet deployments of peer-to-peer (P2P) protocols like BitTorrent [38], for example.

3.6.1 The Bootstrap Protocol

CaracalDB uses a rather straighforward protocol for bootstrapping, which is also conceptually similar to the one employed in CATS [20, 21, 15, 19]. When CaracalDB is started all nodes enter in a bootstrapping phase. In this phase the only available services are network and timers. A single machine is declared to be the Bootstrapping Server by an administrator, and all other hosts will act as Bootstrap Clients. The clients will need to be given the address of the server somehow. This could be done by the administrator or using a network service discovery protocol. The actual bootstrap protocol consists of three phases. In the first phase the server tries to collect a large enough number of hosts to pass a preconfigured threshold $\gamma$. The minimum value for $\gamma$ is 3 since the replication group for $0_P$ is required to contain exactly three hosts. Clients regularly send BootstrapRequest messages, which for one serves to avoid problems caused by server and clients starting in the wrong order and more importantly is used by the server to keep track of who is actually alive. This is important in case nodes already fail during the collection phase. If the server fails at any time during bootstrapping, the process needs to be started anew, though.

Once the currently alive number of nodes that have registered at the server (counting the server itself as well) reaches or surpasses $\gamma$, that set of node becomes the boot set. The server proceeds into the second phase called seeding by generating an initial LUT using the boot set. This initial LUT contains in addition to the hosts of the boot set, a replication group mapping that is randomly generated from the boot set, such that all replication groups are of size 3 and no group contains a host more than once. As alluded to before it is desirable for this mapping to be as random as possible as it will affect the inherent load balancing and re-replication speed of the system later. However, since the mapping is not static, this property is not as crucial as in [10], for example. Additionally, a configurable number of initial partitions (in addition to $0_P$) is more or less evenly distributed over the subspace $K_4$ of four byte keys of $K$. This is done so that in a schema-less system there will be some initial distribution of partitions. When schemas are added later during the runtime of the system, additional aligned partitions will be created.

Once the LUT generation is completed it is serialised and distributed to all hosts in the boot set. This can be done either via direct server to client transfer, or more efficiently using a gossiping broadcast algorithm. Additionally, if the server receives BootstrapRequest messages from new nodes during the seeding phase, it
will respond by sending them the initial LUT immediately. Upon reception of a complete LUT clients stop sending BootstrapRequest messages and instead start to periodically send Ready messages. Once the server is aware that all nodes from the boot set that are still alive are also ready it broadcasts a Boot message to all alive nodes. Locally the server also triggers a Bootstrapped event that in addition to the LUT contains a list of hosts that failed and joined since the creation of the initial LUT. These nodes will be added/removed to/from the system via normal join/leave procedures.

When nodes receive the Boot message, they switch from bootstrapping to normal operations, by using the LUT to find their assigned vnodes and starting them up. After at least enough hosts have started such that every partition in the system can form a majority for its replication algorithm (the standard is Paxos SMR) the system is ready for operation.

During normal operations the LUT manager component of $0_P$ takes the responsibilities of the BootstrapServer.

### 3.6.2 Node Join

If a new node wants to join into an existing CaracalDB cluster, it starts in the same way as during bootstrapping. It could contact any node in the cluster to be routed to the members of $0_P$, but usually an administrator will configure it with the correct address during start.

For the LUT manager component the work is somewhat different than during bootstrapping, though. Instead of generating a totally new LUT it needs to alter the replication groups in such a way that the mapping preserves its properties and the data movement involved is reasonable. Nightingale et al. have a very good approach in their Flat Datacenter Storage (FDS) system, which keeps the table size constant [10]. While this is required by their modulo based key to host mapping, for us it is neither necessary nor desirable to keep the number of replication groups constant. It is however desirable, yet not necessary, to keep the ratio of hosts to replication groups $\tau$ approximately constant. Also each host should be a member of $\tau \cdot \text{avg}_{\text{deg}}$ replication groups on average, since there are $\tau \cdot n$ groups, each with $\text{avg}_{\text{deg}}$ members, meaning $\tau \cdot n \cdot \text{avg}_{\text{deg}}$ entries in the mapping. Hence, for each joining node $n$ the replication group mapping should be extended by $\tau$ rows, and from $\tau \cdot \text{avg}_{\text{deg}}$ random existing replication groups one node each is entered into those new rows and replaced by $n$ in its original location. The amount of data $n$ will receive by this method depends on how uniformly the load was distributed over the replication groups prior to its joining. It is however of no great concern, since mis-distributions can be corrected at a later time by the load balancing algorithm.

After the decisions are made the changes to the LUT are propagated in the manner described in section 3.5.4. The actual data transfer, however, is handled by the individual replication protocol for each partition $n$ joins into. While CaracalDB

---

\(^2\text{avg}_{\text{deg}}\) is the average replication degree in the system.
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provides a general mechanism for transfer of large amounts of data, the correctness of some replication protocols depends on how data transfer is handled while normal operations are ongoing in parallel. Thus, we cannot take this responsibility away from the replication component. The same argument holds for the actual view change of the replication group.

3.6.3 Node Failure

In CaracalDB we assume that vnodes can not fail without their host failing as well. They can be stopped and started individually, but a crash of any vnode will take down its host and all other vnodes on it as well.

Hence, it is sufficient for us to provide failure detection on a per-host basis. Any vnode can subscribe to the state of any other vnode by using an eventual failure detector service provided by its host. If a host suspects another host to have failed it will inform all its vnodes that are subscribed to vnodes on that host. However, that is all that happens. Hosts are not responsible for the decision to replace another host, they merely take note of its (possible) failure and inform their subscribers.

In addition to this normal P2P like monitoring, hosts also regularly send heartbeats to the LUT manager. The timeouts for these should have a somewhat longer period in order to provide fewer false positives. If the LUT manager finally considers a host to have failed, it will replace all it’s occurrences in the replication group mapping by another random node (without violating the no duplicates rule, of course). Should a series of failures reduce the number of hosts in the system to one, the last one simply shuts down, as is cannot provide any service anymore.

The application of the new LUT works exactly as for node joins.

3.7 Load Balancing

CaracalDB provides the setting for load balancing as discussed in section 2.3. Here again CaracalDB is very flexible and is not limited to one specific load balancing algorithm. It could use anything from a simple preprogrammed reactive state machine, to a complicated machine learning based implementation, that supports proactive behaviour based on learned patterns. Hence, we will not give any specific algorithm for load balancing in CaracalDB here, but instead point out, where decisions need to be made and what data is available to base those decisions on. Load balancing decisions in CaracalDB are federated to different levels, to reduce work for the LUT manager.

3.7.1 Global Level

Each host in CaracalDB periodically writes its current CPU, and disk space usage into a set of special keys in the reserved range $R_0$ of $K$. For every load balancing period $\delta$ the LUT manager reads that range (which is local for all member of $0_P$) and uses its data as input for the load balancing system. The pos-
possible actions of the global level load balancing algorithm in CaracalDB are \( \mathcal{A} = \{1, \text{MOVEANY}(H), \text{MOVE}(U, H, H')\} \) for hosts \( H, H' \) and \( U \in H \) a partition of \( H \). If the algorithm produces an output \( A \in \mathcal{A} \setminus \{1\} \) the following two cases can occur:

\[ \text{MOVEANY}(H) \] Send a request to \( H \) to propose some partition \( U \in H \) for being relocated to another host.

\[ \text{MOVE}(U, H, H') \] Instructs the LUT manager to move \( U \) from \( H \) to \( H' \). This is done by changing the LUT accordingly and then following the normal procedure for LUT changes as in node joins and node fails.

No other decisions will be taken on global level in CaracalDB and the MOVE decision is usually preceded by the response to the MOVEANY decision.

### 3.7.2 Host Level

In a similar fashion to how hosts write statistics into \( R_0 \), vnodes periodically inform their hosts of their current size and the number of operations they handled per second on average since the last report. Whenever a host received a MOVEANY message, the host level load balancing implementation can use this information to decide which partition it should report for movement. This could for example be the one with highest op/s to size ratio. The host level load balancer does not take any action on its own.

### 3.7.3 Vnode Level

Vnodes need to keep track of some statistics about the data they are responsible for as well. They need to know the cumulative size of all their key value pairs, the number of op/s they handle and the access frequency of their top-\( k \) [39] keys for a certain interval in a fashion similar to [40]. In addition to this vnodes have two threshold values \( \theta_s, \theta_f \) that are constant for the whole system and configured by an administrator prior to startup. \( \theta_s \) defines the maximum size of a partition before it needs to be split into two, and \( \theta_f \) maximum load (in op/s) a single vnode can handle, before its partition should be split.

This information is available to the vnode level load balancer, that has the action set \( \mathcal{A}_v = \{1, \text{SPLIT}(k_a)\} \) where \( k_a \in K \) is the id of the new partition. Such an algorithm can decide whether to split based on size, access frequency or a combination of both, by deciding on \( k_a \) such that by removing all data with keys \( k_d \geq k_a \) from its own responsibility it achieves its target load.

If a vnode of partition \( P \) decided on a SPLIT operation it sends this recommendation to the LUT manager, which is then responsible for ensuring that it is executed and has to avoid executing similar decisions from other vnodes of \( P \) (that are likely to have come to the same or a similar conclusion and made a proposition to that end).
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3.7.4 Data-locality Concerns

From the elaborations above it should be clear that placing data close together in the key space, that is with long shared prefixes, will often result in the data being placed in the same partition and thus on the same host. The only exception to this rule are partition boundaries which leads us to the following proposal concerning partition splits.

Instead of deciding a split on a single key $k_s$ from the partition’s store $S_p \subset \mathcal{K}$, it is advantageous for the load balancing algorithm to decide a range $R_s = [k_{\text{min}}, k_{\text{max}}]$, such that $k_{\text{min}}, k_{\text{max}} \in S_p$ and any $k_s \in R_s$ will lead to a ‘well balanced’ split according to the criteria of the algorithm. From $R_s \cap S_p$ we then calculate for all adjacent (in an ordered representation) keys $k, k'$ the longest shared prefix $k_x = k \wedge k'$ and call the set of all such prefixes $S_x$. Let now $S_{lx} = \text{len}(S_x)$, that is the image of $S_x$ under the $\text{len}$ function, be the length set of $S_x$. Finally, we split $S_p$ such that $k_s$ is an element of the preimage $\text{len}^{-1}(\min S_{lx})$.

This approach does not only influence the data-locality of a partitions, but the choice of partition ids also influences the size of the LUT, hence choosing shorter ids is preferred and should be attempted whenever possible.

3.8 Replication

While CaracalDB is not limited to a specific replication algorithm, it does provide some and also has some requirements on others’ implementations. The algorithms that are part of CaracalDB are:

Async Replication is an algorithm that provides eventual consistency and is used in Dynamo [4]. This algorithm is very fast and highly available, but it requires the application layer to be able to reconcile conflicting versions of data in the system.

ABD has been described in section 2.2.2 and provides atomic consistency. It provides very high throughput as operations on different keys are completely independent. However, it supports only simple put and get operations.

Paxos SMR has been explained in 2.2.3 and also provides atomic consistency. It enforces a total order on all operations in a partition and allows for more powerful operations like CAS, for example. It sacrifices throughput compared to ABD but has basically the same latency in a stable state.

For custom algorithms it is required that they implement a reconfiguration protocol that includes decisions about when and how data transfer has to take place. CaracalDB provides a component that can handle data transfer and report its status on request, but replication algorithms need to decide when to initialise data transfer in relation to the time they get a reconfiguration message, and also how to handle normal operations during this syncing phase.
Furthermore, replication components are directly connected to a storage component and need to issue the required commands to it in response to operation requests that are routed to them. Whether or not these commands are issues before or after replication depends on the algorithm.

### 3.9 Storage

Just as replication, storage implementations are pluggable. However, they are not handled on a per-vnode basis, but on a per-host basis. The reason for this is the circumstance that some databases are optimised to minimise seeks on HDDs [41] and having one of those for each vnode would defeat that purpose. For the same reason one should be careful not to locate two different databases on the same HDD. For SSDs this problem is not as pronounced.

CaracalDB is designed with the following four storage implementations in mind, but really any engine that provides operations for put, get, iterate and batch write can be used.

- **InMemory** provides non persistent, fast, but also very limited storage capabilities. Since the size of RAM is limited and the speed is so much superior to network, the actual implementation of this engine does not make a huge difference. It needs to be lexicographically sorted, though, ruling out hash maps, for example.

- **SILT** is a SSD optimised store [36] and should be used if such a disk is available. It is probably the next best choice if RAM is not sufficient anymore.

- **bLSM** is a fast engine based on log structured merge trees and bloom filters [41]. Due to its superior performance and avoidance of major write lag induced by the merge operation, bLSM is the preferred choice for HDDs. bLSM is also used as part of Walnut [13] for objects below 1MB.

- **LevelDB** [42] is similar to bLSM and much more mature and in widespread use. CATS for example has a persistence layer using LevelDB [43]. However it performs worse, especially for object larger than 100kB and it also has the aforementioned problem of write pauses during merge operations.

### 3.10 Networking

CaracalDB is not bound to a specific networking protocol stack. It was designed with the transmission control protocol (TCP)/internet protocol suite (IP) stack in mind, but could technically be used with any stack that provides reliable, ordered channels.

There is, however, one very specific networking concern that was addressed during the conception of CaracalDB. To understand the problem, consider the second
re-replication example from section 3.3 again, where a large number of 100MB partitions are distributed over vnodes in the cluster, such that every host shares a replication group with (almost) every other host. In that section we argued that re-replication would greatly benefit from this scenario, because almost every disk in the cluster would be utilised. Of course, any network engineer will immediately notice that all we have achieved here is moving the bottleneck from disk speed to the core switch in a hierarchical network layout. While TCP’s flow control mechanism will assure that this scenario still performs better than the original, it will not be as fast as the elaborations in section 3.3 might have initially suggested.

There is, however, another type of networking architecture under which this kind of re-replication can realise its full potential. Such a network is called a full bisection bandwidth CLOS network [44, 45, 10]. In a CLOS network, instead of a single core switch bottlenecking the whole system, we see a number of smaller commodity switches with redundant interconnections and some clever routing algorithms providing, if set up appropriately, full end to end bandwidth between any pair of nodes, making any considerations of network topology in storage systems redundant. While Nightingale et al. note that the hardware for such a cluster is about 30% more expensive [10] than a hierarchical cluster of similar size, we are convinced that datacenter deployments of CLOS networks are the future. Hence, our optimisation for such a networking architecture.

With full bisection bandwidth CLOS networks, however, there is a new bottleneck appearing. Consider again the same scenario from above, and note that the data transfers involved might not all be of equal size. Since TCP’s flow control is reactive it might happen that temporarily more bandwidth is used between two specific nodes than between others. If these occurrences coincide between multiple hosts trying to stream data to a single target host it may happen that the network interface card (NIC) of the target host gets overloaded and starts to drop packages. This problem is known as incast [46]. To counter the incast issue, Nightingale et al. have implemented a request-to-send/clear-to-send (RTS/CTS) side flow control mechanism similar to what is used in wireless networks [10]. With this mechanism large data transfer messages are queued at the sender, and the receiver is notified with an RTS. The receiver provides a limited number of ‘virtual channels’ for which it provides CTSs to one sender at a time, thus limiting the number of senders competing for its receive bandwidth and colliding at its switch port.

We use a similar approach in CaracalDB, but we even go one step further. Instead of simply queuing a potentially large number of messages at the sender, we forward the CTS messages to higher level components connected to the network layer. These messages define a number of messages (with a maximum size) the component is allowed to send on the assigned channel. The idea is, that only as much data is actually read up from the storage as the component has been cleared to send. The data transfer component provided by CaracalDB implements this pattern in an easy to use, black-box way.

An alternative to the RTS/CTS mechanism we considered is the low extra delay
background transport (LEDBAT) protocol [47]. LEDBAT provides low-priority flows that exhaust available network bandwidth, but yield to TCP’s more aggressive algorithm. Since LEDBAT is specifically designed for background bulk transfer applications, it is a noteworthy alternative for our system. However, if this is applicable and which system provides better performance is subject to future research.
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Experimental Evaluation

In order to show that our basic approach in CaracalDB is practical and competitive performance-wise, we present a small experimental performance evaluation of an early state of the CaracalDB Java implementation. We report latencies and throughput for different workloads in a small cluster.

4.1 Implementation

CaracalDB is at the time of writing being developed at the Swedish Institute of Computer Science (SICS) in Stockholm, using the Java programming language and the Kompics [15] framework. As this is ongoing work, the experiments in this chapter were done on an early prototype that is strongly limited in the features it provides. The following lists the status of CaracalDB’s features when the experimental results were gathered:

**Bootstrapping Protocol** was implemented, with the exception of handling nodes that joined or failed after LUT generation.

**Churn Handling** was not implemented at all.

**Automatic Load Balancing** was not implemented at all.

**Replication** The only algorithm for replication that was provided was a custom implementation of Paxos SMR and that might have had a few minor issues, as well.

**Storage** Only InMemory storage was available.

**Lookup** Routing and data assignment was fully implemented, however since the LUT was basically static, no LUT management was implemented. Furthermore, the LUT was still using the naïve layout for the partition to replication group mapping.

**Client** was only available in ‘thin’, hence all lookups were two-hop.
**Schemas**  The implementation was schema-free and provided the whole key space $\mathcal{K}$ to write into (even the reserved range $R_0$).

**Operations**  that were supported were simple put and get on a single key at a time.

### 4.1.1 YCSB

To apply the workload to the prototype system and collect the results we used the well known Yahoo! Cloud Serving Benchmark (YCSB) [48]. We combined the asynchronous CaracalDB thin client implementation with a blocking interface that was in turn used by the YCSB DB engine. However, we also had to make a small modification to YCSB’s CoreWorkload generator, as the provided implementation prepended the string “user” to every key it created. Since CaracalDB does not hash keys and we didn’t have support for schemas or load balancing, yet, this would have resulted in all requests ending up on the same partition. So instead of measuring the performance of the whole cluster, we would only have measured the performance a single partition. In order to avoid this problem we decided to simply remove this prefix.

### 4.2 Evaluation Setting

#### 4.2.1 Hardware and Software

The experiments presented in the next section were run on SICS’ internal cluster using seven homogenous servers in a rack. Each node had two 6-core AMD Opteron 2.5GHz processors and 32GB of RAM, as well as Gbit/s-ethernet connectivity. The machines were running a 64-bit Debian with Linux kernel 2.6.38 and we used Oracle’s Java 64-BitHotSpot™ Server VM 1.6.0 for the experiments. Of these seven nodes, six were used for running the CaracalDB storage system, and one was dedicated as a YCSB client running workloads with 24 threads in parallel.

#### 4.2.2 Workloads

YCSB comes with a number of workloads predefined and allows users to customise things like read/write ratio, key distribution and of course number of keys and number of operations. We decided to use two similar workloads $A$ and $B$. For both of them we first introduced 10000 keys into the storage, without measuring performance. Then each workload would run 100000 operations, with $A$ having 50% updates and 50% reads, while $B$ was doing only 5% updates and 95% reads. Both workloads used a uniform key distribution over an eight byte long key space. These keys were translated into string representations of the numbers by YCSB and those strings in turn were translated into a UTF-8 based byte sequence, forming a key in $\mathcal{K}$.
4.3 Performance

The results reported by YCSB after running the workloads include for each type (read or update) the exact number of operations executed, the average latency (µs), the 95th percentile latency (µs), the maximum and minimum latency (µs) and a latency distribution with ms steps. Additionally, for each experiment YCSB reported the overall throughput (op/s).

Since in absence of automatic load balancing the only parameter that allowed us to tune the load distribution was the number of partitions per host \( n_v \) created during LUT generation, we ran two series of experiments that were identical except for the value of \( n_v \). The first case with \( n_v = 1 \) is basically equivalent to sl-replication in CATS [20, 21, 15, 19] and was meant to be a direct comparison to their results. Here there are six partitions in the whole system, all of which are triple replicated, such that every host runs 3 vnodes on average. For the second case we increased \( n_v \) to 20 in order to show the improvement of better load distribution. With this scenario there are 360 vnodes in the whole system, coming down to 60 per host.

4.3.1 The Felines

For workload \( A \) and \( n_v = 1 \) CaracalDB provided a throughput of a little over 800 op/s. However, as can be seen in figure 4.1 the tail for the latency distribution of updates and reads in this scenario is very short, with barely any values over 10ms and a 95th percentile of 1ms for updates and reads alike and a minimum read latency of under 400µs while minimum write latency was just over 400µs. This would usually suggest that the system is not saturated, yet. It should be noted,
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Figure 4.2. Operation performance in CATS with a workload similar to A.

Figure 4.3. Operation latency distribution with $n_v = 1$ in workload B.
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![Graph showing latency and throughput for different server configurations.](image)

Figure 4.4. Operation performance in CATS with a workload similar to B.

Though, that in addition to the shown values there was about 1% of operations that experienced a timeout, which was set to 1s for all scenarios, hence the average latency in the experiments is somewhat distorted and will not be reported. If the system were to be subjected to higher load by adding more threads to YCSB the number of timeouts increased dramatically, so 24 threads was found to be a good value for sustained load. If we compare the latency to that of CATS at a comparable load of around 1000 ops/s it can be extrapolated from figure 4.2 from the technical report [20] that their performance is quite similar. However, due to using ABD in favour of Paxos SMR CATS can sustain higher throughput, since it can perform operations on different keys in parallel. It should also be noted that the difference between read and update latency is negligible, owing to the fact that they are treated the same by the replication algorithm. This is also clearly expressed in the similarity of the results for A and B scenarios. B has basically the same throughput as A and the same 95th percentile of 1ms for either operation. The only difference are in exact numbers of each operation, of course, which is somewhat striking in figure 4.3, and the fact that updates had a slightly higher minimum latency of almost 500µs, not significant in any way. As CATS’ ABD has the same property that reads and writes are treated almost the same, at least when it comes to number of network trips, figure [20] shows the same similarity in results for workload B or the read-heavy load as before for workload A.
4.3.2 Virtualisation

Figure 4.5. Operation latency distribution with $n_v = 20$ in workload $A$.

For the experiments with more vnodes and $n_v = 20$ some improvement can be seen. The throughput for both workloads has gone up to around $1000op/s$, but all $95^{th}$ percentiles have stayed at 1ms and the minimum latencies for all runs have also stayed between $300\mu s$ and $400\mu s$. If we compare the latency distributions between...
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figures 4.1 and 4.5 the latter shows about five times the number of update operations in the under-1ms-bar, which have mostly come out of the 1ms-bar. We observe the same trend comparing figures 4.3 and 4.6 on read operations. This indicates that there is a small but noticeable latency reduction in addition to the increased throughput. It is likely that most of these gains are not only due to improved load distribution, but also reflect the fact that there are more Paxos SMR instances running in the service that can decide operations independently in parallel, bringing the state closer to ABD in CATS.
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Conclusions and Future Work

Modern large-scale applications and data processing solutions depend heavily on the availability of scalable, reliable and performant distributed storage systems. There is a number of issues that need to be solved by any such system and among them the handling of skew in the distribution of data items and data access is one of the most prominent. We have presented the design of CaracalDB, a distributed key-value store tackling these issues and providing automatic load-balancing and data-locality, as well as fast re-replication after node failures. Yet, CaracalDB remains flexible enough to provide different replication algorithms and storage solutions, giving application developers their choice of consistency vs. performance trade-offs. Additionally, we have evaluated an early prototype of CaracalDB and shown that the approach is comparable with similar systems, specifically CATS [20, 21, 15, 19], in terms of latency, even when using a replication algorithm that supports more advanced features. In the experiments we paid for this with reduced system throughput, however.

5.1 Conclusions

We have shown that it is possible to design a very flexible system without sacrificing performance. If this is not clear, yet, consider the latencies presented in chapter 4 again. If there is little contention over 95% of operations complete in under 2ms. About 25% even under 1ms. And this with a replication algorithm that provides total ordering of operations per partition, allowing for example to provide CAS or increment/decrement semantics in addition to simple put and get operations. In an exemplary scenario where a small number of application server executes sequential operations, but tries to minimise overall latency of their runs, this is a perfect match. Should, however, a more parallel approach with more throughput be needed, CaracalDB can provide that just as well. Replacing Paxos SMR with ABD CaracalDB should be able to provide the same throughput as CATS, if not better. Should even more throughput be needed, but consistency be not much of an issue, asynchronous replication like in Dynamo [4] can likely provide. And when
we consider custom algorithms that can be plugged in, the possibilities are literally endless.

5.2 Future Work

It goes without saying that the most important work still to be done on CaracalDB is the completion of a reference implementation and a full evaluation, including behaviour under churn, comparison of different replication algorithms and the results of different load balancing algorithms. However, there are a number of other ideas and alternatives that were considered during the conception of the presented system. Some of these are interesting enough to warrant additional research work.

5.2.1 Decentralisation

While technically there is no special snowflake node\textsuperscript{1} in CaracalDB that should under no circumstances die, it is also not a truly decentralised system, relying on the replication group of a special partition \(0_P\) and especially its leader to take decisions that affect the whole system. While this is unlikely to become a bottleneck in the targeted single-datacenter deployment, it makes CaracalDB unusable for really massive-scale multi-datacenter or open internet deployments. Hence, there will always be a desire for a decentralised solution with similar capabilities. One idea that was considered while designing the system, was using a ring of replication groups that perform periodic stabilisation with their neighbours as is done in Scatter \cite{scatter} or ID-replication \cite{id-replication}, for example. Since there would not be a single point to store system statistics in this setting, we considered using a gradient topology overlay \cite{gradient-overlay} based on the current load of a host\textsuperscript{2}. However, the choice of metric for the overlay makes it inherently very unstable, and the behaviour of the overall system particularly difficult to predict. Thus further research with such a system is needed to ascertain whether or not it is a viable model and under which conditions this is the case.

5.2.2 Anti-Entropy

Under churn it may happen, depending on the replication protocol, that replicas of partitions get out of sync. In order to counter this behaviour storage systems like Dynamo \cite{dynamo} and Cassandra \cite{cassandra} use so called Merkle \cite{merkle-tree} trees to form a multi-round protocol that allows replicas to locate and reconcile differences. If this will be necessary for CaracalDB remains to be seen, but the usage of Dynamo’s replication protocol makes this a likely extension.

\textsuperscript{1}Even BootstrapServer failures can be handled if there is a way for an administrator to figure out the address of any other live node in the system.

\textsuperscript{2}Or multiple such overlays to deal with multiple load types.
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5.2.3 Proactive Load Balancing

As was already alluded to in section 3.7 it may be desirable for storage system which runs for months or years without pause to learn repetitive behaviour and adapt the system proactively. To consider a powerful example that is a little over CaracalDB’s current capabilities, take a cloud deployment the storage system, such that there exists an interface to the cloud API, giving a managing component of the system the ability to increase its capacity when this is deemed necessary. An outline of such a system, called SLastic, in a very general sense, is presented in [51]. This is also called a self-adaptive system. If such a system is combined with a manager component that employs machine learning techniques in order to apply measures that it had to do reactively in the past in response to load imbalances or general system overload, proactively instead it could predict future load changes based on repeating load cycles or extrapolation of short term load slopes. Such a system could be very useful when a service provider aims at minimising its costs by providing only enough capacity to meet the current demand, but on the other hand has to adhere to strict service level agreements (SLAs).

5.2.4 Richer Semantics and the Object Model

There is currently ongoing research at SICS on adding a richer set of operations, like a subset of SQL, to CATS. This is conceptually similar to Impala [12], HIVE [11] or Pig Latin [52]. It is very desirable that this project be ported to CaracalDB, as the acceptance among enterprise Java developers for such higher level query languages appears to be much better than for the simpler put-get-API.

5.2.5 Higher-dimensional Key Spaces

During the somewhat digressive contemplations of CaracalDB’s key space $\mathcal{K}$ in section 3.2 it occurred to us that if we could provide the necessary properties of a metric and a total ordering in a 1-dimensional, linear key space and this is sufficient for our system to work, then it should be possible to use an $n$-dimensional key space, if we can provide the same properties. There are already distributed storage systems that use a multi-dimensional key space in order to index multiple fields of an object [53]. This is especially interesting in combination with the ideas of section 5.2.4.

5.2.6 Distributed Transactions

Another important feature that would improve the system in section 5.2.4 tremendously is support for distributed, cross-partition transactions. Those are provided by systems like Google’s Spanner [54], for example. Any system that implements fast, distributed transactions opens up multitude of new possibilities with respect to consistent operations on complex, structured objects.
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5.2.7 Geo-replication

In order to deal with catastrophic datacenter-scale failure scenarios, or simply reducing end-to-end latency when dealing with globally distributed requests, it could be desirable or even necessary to provide support for geo-replication [55, 54] of partitions in CaracalDB.

5.2.8 Column-oriented Schemas

For OLAP focused systems column-oriented storage formats can vastly outperform row-oriented formats for certain operations [56, 57]. Since the interpretations of the data stored in a CaracalDB schema is up to the application and maybe the storage engine, it is conceivable that it should be possible to mix row-oriented and column-oriented schemas in the same CaracalDB cluster.

5.2.9 Full-system shutdown

Sometimes it might be necessary to shut down a whole storage cluster, without losing any data in the process, for example for maintenance work. With a pure InMemory store, this is obviously impossible. But if data is also persisted to disk, and especially if the host state can be persisted to disk, the full cluster could be shut down and rebooted into the same state it was before the shutdown. This requires additional protocols as well as state persistence for all algorithms that require it, though.

In addition to this, if CaracalDB were to support a fail-recovery model, instead of the current fail-stop mode, then some algorithms like Paxos would actually require their state to be persisted to disk on failures and reloaded during reboots.

5.2.10 The Big Picture

Finally, we come back to section 1.1, where we said that the overall goal should be a system that provides ACID low-latency access to small data, and (quasi-)unlimited storage capacity for big data as well as support for flexible processing solutions. CaracalDB represents a first step into this direction, by providing a very general framework, with flexible semantics and the option to add transaction support (s. section 5.2.6). While one path in this direction would be to use CaracalDB to implement a new, more scalable and more powerful HDFS name node, another more interesting path would be to design a new API for medium and big data storage, that is aimed at future usage. Either path is open with CaracalDB.
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