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Abstract

CRAFTERS (Constraint and Application Driven Framework for Tailoring Embedded Real-time System) project aims to address the problem of uncertainty and heterogeneity in a distributed system by providing seamless, portable connectivity and middleware.

This thesis contributes to the project by investigating the techniques that can be used in a distributed real-time embedded system. The conclusion is that, there is a list of specifications to be meet in order to provide a transparent and real-time distributed system.

This thesis has implemented a basic system that provides support of scalability, accessibility, fault tolerant and consistency. The system is tested in different areas and it shows its potentials to be a well transparent real-time system. This built the basis for further development.
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Chapter 1

Introduction

1.1 Background

There is an increasing demand of higher performance in embedded system. The system development trend is therefore shifting from centralized embedded systems to distributed embedded systems, motivated, in addition, by the reason that distributed systems generally have higher scalabilities, reliabilities and flexibilities than centralized systems. Embedded systems in, for example, brake-by-wire system and aircraft system require both high-processing performance as well as to meet the time constraint and it leads to a rising of importance of Distributed Real-time Embedded (DRE) system.

A distributed real-time embedded system works similar to other real-time embedded systems, but with a high degree of heterogeneity. The heterogeneity allows the system to perform parallel tasks that have different requirements on the hardware, which in terms benefit the functionality of the system. A DRE system is heterogeneous in many aspects, from hardware structures and software components to the scheduling policies, communication protocols and memory managements. The processing performance and flexibility of the system can benefit from the complexity of the heterogeneity. Such complexity, however, introduces new challenges in maintaining and coordinating the system. It also increases the difficulties for developers to program parallel applications that can fully utilize the processing potential of the system.

The communication across nodes and the scheduling and mapping of tasks in a DRE system can be complicated. A middleware is often used in such system to maintain the coordination and to allow the different independent hardware components of the network work as a whole system. Apart from the communication and dispatching of tasks, the system also needs to meet the real-time constraint as well as other constraints for an embedded system. This raises the challenge for designing a middleware for a DRE system.
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1.2 Problem statement

There are a lot of aspects to be considered when constructing a middleware and the focus of this thesis is to serve as a study of essential components needed in a distributed real-time embedded system. It is going to exploit how developer can handle the complexity by adopting protocols and techniques that are suitable for such a system in the middleware. The thesis is going to answer the following questions:

- What structure and components are required in a distributed real-time embedded system?
- What different protocols and techniques can be used to develop a DRE system?
- How does the middleware handle the coordination of the system?
- How should the middleware be constructed in order to maintain high scalability and transparency?

1.3 Team goal

This work contributes to a project that builds up a distributed real-time embedded system, which is used as a brake-by-wire system in automobile. The contribution of this work provides a middleware and design of the architecture of a distributed embedded system. The goal of the project is to achieve real-time performance with low power consumption and maintain the transparency of a distributed system. It also aims to maximize the performance on real-time and safety-critical aspects.

1.4 Method

1.4.1 Theoretical study

In the theoretical study, an in-depth study of distributed real-time embedded system should be done. Different architectures, protocols and topologies of DRE system will be studied and investigated.

1.4.2 Implementation

In the implementation phase, the control logic of a middleware is defined and the middleware is implemented to manage a distributed real-time embedded system that demonstrates the coordination within the network.

1.5 Delimitations

The support of real-time performance requires OS and hardware support. In this project, deterministic communication platform and real-time constraint are ad-
dressed in best effort but is not solved in this project as providing the solution for real-time support from OS and hardware is not in the scope of this work. The distributed real-time embedded system, therefore, does not suppose to be completed in this project, but the core functionalities of the system should be constructed through this project.
Chapter 2

Requirements of the system

2.1 Overview of the requirements

To help defining a clearer goal for the work, the system designed in this work should be able to fulfill the following requirements:

**SW_REQ_1** For hard deadline tasks, the system must always meet the deadlines.

**SW_REQ_2** For soft deadline and firm deadline tasks, the deadlines must be met in majority of the time.

**SW_REQ_3** The system must have small memory footprint and can be mapped to small devices.

**SW_REQ_4** Scaling up of the system must not result in severe deterioration of performance.

**SW_REQ_5** The middleware shall be able to control the system regardless the diversity of the hardware and the operating system.

**SW_REQ_6** Tasks in the system shall be able to handle hardware failure without interference from the user.

**SW_REQ_7** The DRE system shall guarantee an end-to-end quality of service.

**SW_REQ_8** Task in the system shall be able to interact with other tasks in same manner regardless where and how the target task is.

**SW_REQ_9** The communication and resource accessing in the system must be reliable and data consistency must be preserved throughout the system.

In this chapter, the explanations of these requirements are discussed.
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2.2 Explanations of the requirements

**SW_REQ_1** For hard deadline tasks, the system must always meet the deadlines.

**SW_REQ_2** For soft deadline and firm deadline tasks, the deadlines must be met in majority of the time.

The system is designed for distributed real-time embedded system, therefore, the real-time constraints have to be fulfilled. The system should therefore provide the support for handling real-time tasks. Consider this system would be tested with a brake-by-wire system, which is a hard real-time system, the system should provide real-time support for handling hard deadline tasks, soft deadline tasks and firm deadline tasks. The distinctions between these three types of real-time requirements are further explained in section 3.2.1.

**SW_REQ_3** The system must have small memory footprint and can be mapped to small devices.

As an embedded system, the memory usage of the system should not be high and should be kept as minimal, due to the fact that an embedded system usually provides limited resources. The use of resources for communication should be designed to be efficient and the system should be able to run on embedded system smoothly.

**SW_REQ_4** Scaling up of the system must not result in severe deterioration of performance.

The system should be designed to handle different scale of hardware. The system should be performing as deterministic as possible regardless the scale of the hardware.

**SW_REQ_5** The middleware shall be able to control the system regardless the diversity of the hardware and the operating system.

As a distributed system, the hardware structures between each node can be different. The middleware should be handling the system in a general method instead of giving specific solution to just a certain type of hardware or operating system.

**SW_REQ_6** Tasks in the system shall be able to handle hardware failure without interference from the user.

The distributed property of the system means that the system contains many different parts of hardware. This nature can increase the risk of hardware. In order not to corrupt the whole system because of any non-crucial failure in hardware, the system should be decided to handle these problems.
SW_REQ_7 The DRE system shall guarantee an end-to-end quality of service.

This system is targeting real-time tasks and it involves a lot of communications. The quality of service, especially, the communication latency, should be guaranteed to provide basic support of solving the real-time problem.

SW_REQ_8 Task in the system shall be able to interact with other tasks in same manner regardless where and how the target task is.

Since the system is running on different targets, a common interface should be developed such that the development of tasks can be done in a same style regardless how the system structure is and what different hardware it is using. The tasks should be able to assign to run on different node without changing of interfaces.

SW_REQ_9 The communication and resource accessing in the system must be reliable and data consistency must be preserved throughout the system.

A common resource is accessible throughout the system, policies need to set up to guarantee there is no conflicts in accessing resources, such that the system give a more deterministic behavior.
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Distributed Real-time Embedded System

3.1 Motivation on distributed system

The traditional systems are constructed in the way of centralized system. Besides this traditional approach, some other approaches like decentralized system and distributed system are also often used. The trend of constructing a system is shifting from centralized system to distributed system. In the following, these three approaches are introduced and compared.

3.1.1 Centralized system

Embedded systems are traditionally centralized systems. The structure of a centralized system can be conceived as in Figure 3.1. Such system has one controller that coordinates different component units in a system. The component units, including sensors and actuators, are often located closely and linked directly to the controller.

In system that is small-scaled, this kind of systems can easily be implemented. Without a hierarchical controlling structure, the controlling of sensors and actuators is direct and fast, and therefore, it is very suitable for small system that requires high performance. As the communication cost between sensors and controller is low, such system is also a good candidate of implementing real-time system.

Centralized system does not scale well though. An increase of component units not only would result in an increasing number of connections, but also would increase the complexity of handling the control of the units. The communication demand would require the controller to have a high bandwidth and a high performance to process all the operations. On top of that, central control unit would confine the physical routing and layout of the sensors and actuators.
3.1.2 Decentralized system

Decentralized system suggests the moving of sensors and actuators away from the controlling unit. Instead of directly connecting to the control unit, the component units connect to the control unit through a connection network or a communication medium[1]. Figure 3.2 shows the general structure of a decentralized system.

Because of the support of communication network, the sensors and actuators can be located further away from the controlling unit. However, as the component units are sharing the same medium, additional hardware logic, like an arbiter, has to be implemented to take care of the communication between component units and the control unit. Policies and protocols are also needed to determine which component is allowed to use the common network, or else, conflicts may occur in the network and it may result in loss of data or faulty packet.

This kind of systems allows easier routing and to layout the system. With the communicating medium, it scales better than the traditional centralized system. However, like the centralized system, there exists only a single controller that handles the operations. The performance requirement is therefore still very high and the control logic would become very complex when the system scales.
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3.1.3 Distributed system

To put the decentralization further, distributed system introduces more control units into the system. Each of the control unit is directly connected to the sensors and the actuators that are local to the control unit. This kind of sub-network is referred to a “node” in a distributed system. Each of the control unit handles the local sensors and the local actuators. The whole system is constructed by connecting these nodes together. The nodes cooperate with each other and each node provides services for other nodes to use the local sensors and local actuators as well as other resources.

The structure a distributed system is shown in Figure 3.3. The hierarchical architecture of the system allows the system to have a better scalability. Since each of the control unit is connected directly to the local component units, there is no need for a complicated routing in the system view and the physical constraints is no longer a problem. With the direct connection to sensors and actuators, the operation can be done with higher performance and security.

When the system scales, additional control units can be added to handle the additional component units. This property also allow a more flexible system as the reconfiguration of the system is done by simple addition of hardware units. However, sophisticated software, known as middleware, has to be developed to handle the interaction between each node[2]. Comparing to centralized system and decentralized system, distributed system also provides a much higher degree of transparency. The transparency of the system is discussed in section 3.3.4.

3.2 Background of Distributed Real-time Embedded System

A distributed real-time embedded system falls into real-time system domain, embedded system domain and distributed system domain. The distributed system is introduced in the previous section. In this section, the other two domains are introduced and the challenges in all of the three domains are discussed.
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3.2.1 Real-time system

A real-time system does not only require the operations are rightly performed. It also requires the results to be delivered within a physical time[3]. The system has to be able to handle the tasks that are running in the system with concern of timing. The period of tasks, execution time of the tasks and the deadline of the tasks need to be considered when the system schedules the execution sequence of the tasks. Real-time systems often involve interaction with the surrounding environment and give responses to the environment according to the status of the surrounding. Real-time system can be categorized into three groups regarding the timing constraints, which are soft real-time, hard real-time and firm real-time.

Soft real-time

Soft real-time system is a system that the operations are required to be executed within time requirements. However, if the operations are not completed within the time limit, the system does not create harmful consequence. Therefore infrequent missing of deadlines is tolerated.

Hard real-time

Hard real-time system meaning that missing of deadlines of the operations of the systems would result in a catastrophic consequence in terms of life and death. A hard real-time system should be safety-critical and the system should fulfill all the timing requirements.

Firm real-time

A firm real-time operation requires the execution of it to be completed before the deadline. If the deadline is missed, the results of the operation are no longer useful to the system, and the operation should be aborted. Missing deadlines in such system would affect the Quality of Service (QoS) of the system.

3.2.2 Embedded system

Distributed real-time embedded system is a distributed approach to implement a real-time system with embedded constraints. An embedded system is a system that is usually designed for a particular task. The functions of an embedded system should not change during its lifetime. It should be a low-cost and power-effective system with a low memory requirement[4].

Some common uses of DRE system are the supporting system of aircraft configuration management, brake-by-wire automobile system and autonomous system used in modern building. Different DRE systems, depending on the usage, would have different real-time constraints.
3.3 Challenges in distributed real-time embedded system

A distributed real-time embedded system has to fulfill the requirements for embedded system, distributed system and real-time system. In this section, the concerns on each of the domains are discussed.

3.3.1 Embedded concerns

The shifting from centralized system to a distributed system requires extra hardware in supporting the system, and the large scale of system may result in a need of large middleware to take care of the system. This may result in a middleware that is large in size or consume too much power for the use of an embedded system[5]. The complexity may also lead to a risen demand of higher performance processing units, which, for an embedded system, is not preferable. Building a DRE can be time-consuming as the distribution of components result in a complicated controlling and communicating logic.

To address these concerns, the middleware needs to be designed with only the crucial functions to minimize the memory footprint. A well-structured system should be designed to minimize the complexity within the network but with the possibility of scaling up. Also, in order to shorten the time-to-market, the system should be designed such that it can easily be reused.

3.3.2 Distributed concerns

Due to the hierarchical approach, the communication and the connection between nodes can be complicated[5]. Since there is no shared memory pool between them, often the communication is done by message passing and the choice of tools that can be used would be limited by this restriction. Each of the subsystems may have a different protocol supported for communicating, and in addition, as each of the nodes may be running in different operating system, the coordination done by middleware can become complicated.

To tackle these problems, choosing of communication tool should be made carefully for the targeted platforms. To solve the heterogeneity, APIs of the middleware may need to be implemented to achieve the communication and to monitor and control each of the nodes.

3.3.3 Real-time concerns

The maintaining of predictability for the whole system is far more complicated than that for a multi-core system. It involves in the real-time capability of the underneath system, and to maintain the real-time property, it may induce a large traffic in the network. If the system is a hard real-time system, meaning that the missing of task deadline would result in a catastrophic consequence, the communication protocol and scheduling of tasks should be made fault-tolerant.
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The subsystems must therefore be real-time systems and provide enough timing information such as execution time and communication time needed, so the middleware can schedule tasks accordingly. The services within the system should also provide and guarantee the QoS. In addition, the system should also be tested for the security and fault-tolerant to ensure it can handle a hard real-time application.

3.3.4 Dimensions of middleware

As discussed in section 3.1.3, a middleware is often used to maintain the coordination between each node in a distributed system. Middleware is software that enables communications and interactions between executing applications, hardware component, resources and operating system[6]. It should provide basic functional units that assist the tasks to perform successfully in the system and at the same time hides the heterogeneity of the implementations and the system structure from the applications[7].

To have a sustainable middleware, it should be designed to be transparent. The users of the middleware should not need to consider the hardware structure of the system and still be able to program it and the system should work as it is. By transparent, it means that the implementation of interactive mechanism should be invisible to and not concern about the software. The quality of a middleware is determined by its transparency and level of abstraction. In the followings, the different dimensions of transparency are discussed. The dimensions on transparency are based on [8].

Accessibility

Transparent in accessing means that an application should have the same accessing method to a target component regardless of the physical location of that target component[8]. The application, with the help of the middleware, should be able to address the remote component without knowing the physical address. In addition, all open resources within the system network should be accessible by any applications running in the system no matter it is located in the node locally to the application or in a remote node. This type of transparency hides the locality of the targeting component and thus the programmer of the application does not need to take the structure of the system into concerns during coding. The whole system can be treated as a pool of resources and they can be used to perform tasks interactively.

Migratability

If a component can be migrated and relocated from one node to another and the application that requires the component does not need to know the transition nor locating the new address of the component, the system can be said to be transparent in migration. In order to achieve this transparency, the original component and the newly migrated component should be synchronized such that all the status of the
original component is reflected by the migrated component. With this transparency, the system can have a higher flexibility in specifying where the tasks should be executed without disturbing the applications. Once the connection between the applications and the target components is established, the migration of the target components should not affect the linkage. This allows the system to lower the power consumption by having a high degree of freedom in scheduling of tasks. It also provides a safety measure such that when a node fails, the component can migrate to another node and continuous working instead of shutting down the whole system.

**Concurrency**

The system is concurrency transparent to the users if the mechanism of concurrency handling is hiding from the users. This implies that a user does not need to take care of the concurrency conflicts if there is more than one application accessing the same shared resources in the system. The middleware should resolve such conflicts. If a system is concurrency transparent, the application does not need to know how many applications are sharing the same resources. By this transparency, the system also protects itself from illegal access of resources made by application, as the application should have no control on direct accessing and locking of the resources. The concurrency conflicts should be handled by the middleware but not the application.

**Scalability**

A good middleware should have scalability transparent to users. It means that the scaling of the system should not be reflected to the users and the mechanism of the scaling should not be a concern to the user and the application. When the system scales up, the performance should not be deteriorated and communication overhead should not be increased significantly. In order to achieve this type of transparency, the middleware should be able to allocate new resources to handle the demand of newly added units to the system as well as the original units. How the components are mapped should be hidden from the users.

**Failure**

Failure transparency is to hide the recovery from failure of the system from users. The system should be able to maintain the operation even after a node failed. With the migratability and concurrency of the system, the middleware should be able to direct resources from other part of the system to continue with the job of the failed node. The users should not need to take care of how the system handles the failure and the applications should run as it is without getting affected by the failed node. The measures in identifying and handling the failures should be done by the middleware.
Configurability

Configurability refers to the possibility of the system to be re-designed without large portion of changes.

3.4 Summary of the distributed real-time embedded system

This project is going to focus on building a system that is using the distributed approach and the system should also be a real-time embedded system. The system, therefore, should be able to address the problems that is commonly faced in real-time system, embedded system and distributed system, while the middleware of the DRE system is to be designed to demonstrate the ability in providing different aspects of transparency.
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Middleware Architecture

4.1 Structure of a middleware

The middleware is the backbone of a distributed system. A middleware handles the coordination of the system resources, communications among different components, scheduling and guarantee the quality of service. There are various different approaches to construct a middleware, the functionalities, however, can be summarized into several categories. In the following, the basic functionalities of middleware and their motivations are presented. These functionalities are based on [8] and [3]. Then some implementations of the functionalities that are used in related middleware are studied. This section answers the first question stated in chapter 1:

What structure and components are required in a distributed real-time embedded system?

4.1.1 Communication within the system

Communication unit is one of the most important parts of the middleware. It should be able to handle different communication protocols across the nodes within the network of the system. The unit that handles the communication may or may not include the data transition, but it should provide mechanism in creating and connecting sockets and to allocate buffers. The communication unit usually works together with the unit that helps locating the target object and the controlling units that guard the components. Communications in a network are done commonly in two ways, through shared memory or by message passing.

Shared memory

Communication in shared memory is storing and loading of a memory section that is commonly accessible in the network. The communication needs to be monitored carefully for possible concurrent accessing to the shared memory [9]. This communication scheme is generally faster than the message passing and requires only one single copy of the data, and therefore has a lower memory footprint.
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Figure 4.1. Synchronous Communication

Message passing
Sending and receiving data across the communicating parties do communication through message passing. This often requires the communication to have some protocols supported and also requires some common tools that can be used by both ends of the communication[9]. This approach is in general not as fast as using shared memory but it allows the message passing across the boundary of operating system. Due to the differences of the subsystem structure of each of the node, communicating through shared memory is normally not possible in a DRE system and therefore message passing is used.

4.1.2 Synchronous protocol within the system
How the communication is done is governed by the synchronous protocol. A middleware usually defines and handles the protocol that is used within the system such that the application developer needs not to take care of the synchronization between the sender and the receiver in a communication.

In general, there are two basic types of synchronous protocols, synchronous communication and asynchronous communication[8].

Synchronous communication
Synchronous communication ensures the receiver get the message. The idea of this principle is to stall the sender of the message and wait until the receiver receives the message, and sends a reply after the message is processed. Since the sender is on hold by the transporting and processing of the message, it cannot be used to continue with the rest of the tasks or even cannot perform other tasks. Figure 4.1 shows that the sender is always occupied or blocked during the communication. In this figures and the other figures in this document that show the communication policies, the colored areas represent the time that the units are performing communication, during these time slots, the units are not able to perform other tasks.

In synchronous communication, the message guarantees to be received by the receiver. The blocking time for the sender depends on the processing time of the
message and also how many other applications are accessing or waiting for accessing the receiver. Therefore, such principle is not recommended for applications that require high level of safety or have a hard or firm deadline. This principle is used in calling of short function and when the rest of the operation requires the results from the receiver.

**Asynchronous communication**

Asynchronous communication leaves the synchronization to be taken care of by the receiving end of the message. The message from the sender is sent to the receiver. After the receiver has process the message, the results is sent back from the receiver by using the callback function of the sender. Figure 4.2 illustrates such communication.

It can be seen that the communication does not occupy the sender. The synchronization relies on the receiver instead of the sender and the sender is allowed to perform other operations during the receiver is processing the message. Asynchronous gives a shortest response time for sending the results back to the sender, and at the same time, does not requires the sender to be blocked from operating. Therefore, this principle is suitable for safety-critical applications. However, the sender has to be able to provide a callback function for the receiver to return the results.

### 4.1.3 QoS support

Guaranteeing the Quality of Service (QoS) is very important for a real-time system especially for hard real-time system. A real-time middleware should provide mechanisms in providing timing-related information for the developer and should be able to maintain the QoS throughout the operation of the system[3]. QoS support acts as the contract of the system to guarantee the timing performance to the application, and in general, the QoS contract contains information on:

- Best Case Execution Time (BCET)
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- Worst Case Execution Time (WCET)
- Best Case Communication Time (BCCT)
- Worst Case Communication Time (WCCT)

These bits of information are needed for the system to guarantee an end-to-end latency. They act as the constraints to the developer and the basis of the system specification.

4.1.4 Transparent to applications and system

To increase the transparency of the middleware, interfaces are used in constructing the distributed real-time embedded system. In this section, the two types of interface are introduced and how they can make the system transparent is discussed.

Interfacing between middleware and nodes

One of the functionalities of the middleware is to hide the heterogeneity of the distributed system. In a distributed system, each of the nodes is running their own version of subsystem and operating system. The coordination among them can be complicated. The middleware would become complex if it handles the operations for each of the individual operation system and allow them to cooperate with each other directly. Therefore, interfaces need to be implemented to allow different operating system have the same mechanism in using the middleware and hide the complexity of the system[10].

In addition, the interface increases the usability of the middleware. The middleware software can be reused in different systems by implementing an interface to the hardware of the new systems. This eliminates the problem of reconstructing of middleware and reduces the time-to-market of the system. Having an interface also allow a higher flexibility and scalability of the middleware.

This type of interface allows a same piece of middleware to take control of the different systems that run on different nodes. The interface acts as the adapter of the nodes, which means that with this layer of the interface, the method that the middleware uses to handle each of the nodes would be the same. The interface act as a translating tool and provide access for the middleware to control the resources throughout the network.

Application programming interface

Application programming interface (API) is the interface between the middleware and the application, it simplifies the complexity of the system for the user applications. API provides services on the system to the applications and the applications do not need to care about the implementation behind each operation[10]. For example, if an application needs to find the target in communication, what it needs to
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do is to use a command that is specified in the API. How the API triggers the operation in middleware and how the middleware locates the target does not concern the application.

API usually provides a set of instructions for the application to access the resources in the network. Through the API, the application can register the services that it provides to the network and use the services that are provided by other components and applications. User applications need not to be programmed according to the complexity of the middleware. Instead, they use the API to trigger the operation of the middleware. This implies that the user applications can be easily ported to other system without large portion of change of code.

4.1.5 Fault-tolerant

Middleware should be able to provide mechanism that allows the system to run and hide the failure in case of some of the components are failing. For a distributed system, the numbers of components and nodes are generally large. A component failure can easily occur in the system. The system should not sacrifice all the operations just because of a single operation done by the failing component. A successful middleware should cope with the system and avoid single point of failure in the system. General approach in tackling the fault-tolerant is to use replications of the component.

4.1.6 Consistency control

A distributed system consists of multiple nodes concurrently running in the system, the resources are shared and can be accessed by more than one component. The concurrency access of the resources can be problematic if it is not controlled. In results, lost update and inconsistent analysis can occur. Lost update means that the update done with an operation is overwritten by another and results in logical error. Inconsistent analysis means that the value of a component read by another component may not be most updated when there is another component at the same time writing to the component. Therefore, there is a need of adopting protocol to deal with the concurrency problem and thus increases the reliability of the system.

4.1.7 Other coordinating units

Apart from the functionalities that are listed above, there are other functionalities that are needed within the middleware to coordinate the interaction of the systems, like locating the receiving component, clock synchronization among the network, tracing and recording the status of the system, etc.

Locating the receiving component

In order to provide user applications the access of the remote component within the system while maintaining the transparency of accessibility, mechanisms in finding
and addressing the target component should be provided. Usually a naming unit or a trading unit is used. Naming is to search the target component by name or ID and trading is finding of targeting component by specifying the functionalities and the QoS of the component[11].

Clock synchronization

Clock synchronization is needed to support the timing performance of a real-time system. Since the distributed system consists of individual nodes, each having the own clock, the “time” of the system is not commonly understood by all the components without the help of clock synchronization. Therefore there is a need of clock synchronization.

Tracing the status of the system

Tracing of a system is usually not for functional consideration. The tracing of the system is usually used for debugging or checking the behavior of the system during designing. However, with the increasing demand on QoS in a real-time system, tracing is also used for the specification of the timing performance of the system. Tracing can be done by internal or by extending the middleware with tracing tools.

4.2 Related work: TAO

The Adaptive Communication Environment ORB (TAO)[12] is an open source implementation of Real-time Common Object Request Architecture (RT CORBA)[13]. It is aiming at providing a middleware for a distributed real-time system. As in RT CORBA, it provides some degree in controlling the resources to provide a better QoS and, therefore, a better real-time performance. It uses an object-oriented approach meaning that the functionalities are provided by objects and the components inside the system can be able to use the functionalities.

4.2.1 Object-oriented middleware

Object-oriented approach allows the functionalities of an object to be seen by the rest of the network. The object registers its functionalities and variables that are allowed to be call and read[14]. If a client wants to use the functionalities, it has to create an interface object that has the same type of the interface provided by the object, and then bind it to locate the server that contains the object. The functions and parameters can then be used and read through the bounded reference.

This approach allows the client to use the object like a local object within the client. And the programmer can write the code in a usual way without need to know where to find the object as the binding is done by the middleware. It also provide the system a high portability and adding new component to the system can be done easily.
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4.2.2 TAO Structure

The structure of the TAO CORBA system is shown in figure 4.3. As shown in this figure, the ORB core of each nodes work together to form a platform. The client core can then see the object in the server core. An object needs to provide the interface for client to use it. In CORBA, the interface provided is called “skeleton”, which is like a header such that the client can follow the format and use the object by filling in the content “Stubs”. TAO does not give a uniform system. The operating system is not wrapped and acts like any other service.

The object adapter shown in the figure is used to receive the requests sent by clients. It provides the mechanism for the communication between the client and object. The details are discussed in the section 4.2.3. The ORB cores are running on top of the operating system.

4.2.3 Communication in TAO

The communication between client and object is done in the ORB core. In order to send a message, the client needs to know where the object is. The ORB core uses name, functionality or specific QoS to find an object for the transaction. The ORB core then connects to the server, the object provider, using a socket-based connection and allocates memory for transaction. After the connection is done, it would send the parameter from the client to the server[16]. Note that since the data representation in the client end and the server end may be different, the ORB core
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Figure 4.4. Middle-tier Server Blocking Protocol

Figure 4.5. Asynchronous Method Handling Synchronization Protocol

would handle the conflict and translate the data to the format used by the targeting object.

At the server end, the object adapter allocates memory and receives the message and it would locate the object that handles the functionality. It passes the message to the object and locates the client that sends the request for the reply message. In addition, it maintains the concurrency of the server core. After the transaction is done, the memory is then de-allocated by the object adapter.

In TAO, the broadcasting and group request are supported.

4.2.4 Synchronization Protocol in TAO

In CORBA implementation, the synchronization protocol is done with a middle-tier server blocking protocol as shown in Figure 4.4[17]. The step of such synchronization protocol is that the client application sends a request to the middleware. The middleware then re-direct the request to the server that handles the operation of the request. When the operation is done, the server returns the data to the middleware and then to the client application. This method is said to be a synchronous handling method and each of the server thread can handle one communication in this protocol.

M. Desgoande et al introduced asynchronous method handling synchronization protocol in TAO[18]. The motivation of this approach is to allow more concurrent tasks that can be handled by the same thread instead of handling only one like
the conventional CORBA implementation does. The approach of this protocol is illustrated in Figure 4.5. The step in this protocol is that the client application sends a request to the middleware. The middleware then stores the information of the request in a handler and re-directs the operation to the server and at the same time takes back the control. The server then processes the operation and returns the results to the middleware. The middleware uses the information stored in the handler and returns the results to the client application.

From the simulation of [18], it shows that using the asynchronous method handling protocol, the middleware can maintain a higher throughput than a normal CORBA implementation in heavy load and when the blocking time is increased, asynchronous method handling gives a higher throughput then conventional implementation.

4.2.5 QoS support in TAO

Static scheduling suffers from disadvantage in handling aperiodic task and limited guaranteed utilization of the system, therefore, C. Gill, D. Levine and D. Schmidt[19] implement a dynamic scheduling service in TAO to resolve the problem. The scheduling service supports Rate Monotonic Scheduling (RMS), Earliest Deadline First (EDF), Minimum Laxity First (MLF) and Maximum Urgency First (MUF) scheduling scheme.

The service is divided into static part and dynamic part. In the static part, the scheduling service first tries to construct a feasible schedule by analyzing the QoS information that the application specified and then assigns the priorities to the tasks. These configurations are then supplied to the middleware core for the dispatching in runtime. In the dynamic part, the core configures the dynamic queue based on the queue configuration set by static part in runtime.

The simulation results from [19] shows that such service allows a more dynamic scheduling and with an acceptable overhead. However, the configuration under EDF and MUL is efficient when the load is moderate but not in heavy load.

4.2.6 Interface in TAO

The application interface in TAO follows the Interface Definition Language (IDL) in CORBA specification[20]. This approach aims to allow the objects and applications to have a high flexibility in the language they can be written and allow a unified standard so that the middleware core can understand the objects and the applications.

IDL is a strongly typed language that creates the interface to encapsulate the implementation and the data structure of an object in CORBA architecture. The type of the interface is defined by the IDL and this interface provides information on the operations that the object can handle and the variable within the object that can be read publicly. This interface type is independent to the language that the object is written.
The object in CORBA architecture is defined with a type that is the same as the interface type. The object provides the implementation of the operations listed in the interface. A more detailed structure of the CORBA interface is shown in Figure 4.6. When the client wants to trigger an operation of the object, it would use the Dynamic Invocation Interface (DII) to invoke an object if the type of interface of object is unknown prior runtime, or use the IDL stub that is corresponding to the interface type that the object is defined. The object receives the request through the interface skeleton or the Dynamic Skeleton Interface (DSI) and provides the implementation with the support of object adapter.

The object adapter is the interface layer between the object and the core of the CORBA. It is a set of standard that guides how the object should look like and, therefore, can attach to the CORBA. IDL has been mapped to commonly-used programming language including C, C++, Java, ADA, Python, etc. This allows the object to be written in different languages and provide a higher heterogeneity to the system[21]. In addition, A. Gokhale and D. Schmidt suggests using active demultiplexing in locating the operation instead of traditional way of layered demultiplexing[22] to lower the overhead of going through stub interface and skeleton interface creates a large overhead, especially when going through dynamic skeleton interface and dynamic invocation interface, due to the data copying[23].

4.2.7 Fault-tolerant in TAO

TAO adopt the Fault Tolerant (FT) CORBA service[24]. This service provides measures in supporting fault-tolerant, which includes replication management and fault management. The objective of this service is to provide replica to server objects so that a failure in a core can be recovered by using the replica of the objects of that core to continue with the operation.

The concept of this service is that by using replication management, the replicas of an objects can maintain consistency and by using fault management, the system
can keep track of whether or not there is a fault occurred in the system[25]. The infrastructure of the fault-tolerant service is shown in Figure 4.7.

A request to the replication manager on replicating an object can be made by an application. The replication manager reads the request and the fault tolerance properties of the object and invokes factories of the nodes to create the object replicas. The fault tolerant properties include replication style, consistency style, factories, etc. FT CORBA maintains a strong replica consistency[26], which means that the states of the group of replicas should be the same at the end of a method or a state transfer, depending on its replication style.

The fault detection is done by fault detectors. A fault detector acts like a watchdog and monitors a replica of an object by periodically sending request to the replica. If the replica fails to respond to the fault detector, the fault detector would then report to the fault notifier and the resource manager can add a new replica or invoke a replica to take over the job.

The specification[25] states the limitation of the FT CORBA that the replication of an object can only be done within a common infrastructure and FT CORBA requires the objects to have a deterministic behavior to achieve fault-tolerant.

4.2.8 Consistency control in TAO

The consistency in TAO follows the concurrency control service[27] from CORBA. The concurrency control is a hierarchical lock based protocol that guard the resources. Hierarchical locking is a protocol that aiming to solve the problem that cannot be solved by the two-phase locking protocol[28]. The idea of hierarchical locking is to lock all the resources that are within a composite resource at a single time using a single lock. Since some of the resources within the composite resource can be locked individually, this locking protocol introduces three other locking operation, which are intention read, intention write and upgrade.
Table 4.1. Resolution Table for Hierarchical Locking in TAO

<table>
<thead>
<tr>
<th>Request</th>
<th>Intention Read</th>
<th>Read</th>
<th>Upgrade</th>
<th>Intention Write</th>
<th>Write</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intention Read</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✗</td>
</tr>
<tr>
<td>Read</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Upgrade</td>
<td>✔</td>
<td>✔</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Intention Write</td>
<td>✔</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
<td>✗</td>
</tr>
<tr>
<td>Write</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>

Intention read and intention write means that there is reading and writing operation about to take action to the resources within the composite resource, and upgrade are used if a component need to do read operation to the resource and then wants to upgrade from reading to writing later. Table 4.1 is the resolution table of hierarchical locking protocol. In this table, each row represents the current state of the lock and the column represents the operation required. Intension write and intension read are compatible with each other since they are not the actual read and write operation, they are just trying to acquire the lock. Same idea applies to intention write and intention write. Two upgrades are not compatible, because this would lead to a deadlock, and it is the same reason of why intention write and write are not compatible with upgrade.

In [29], N. Sharifimehr and S. Sadaoui point out that the concurrency control service of CORBA are not fault-tolerant in acquiring the lock and the service cannot deal with deadlock situation.

4.2.9 Additional feature in TAO

The concurrency model used in TAO is to use a leader/followers thread pool server concurrency model[30] compared to a server queue-based worker thread pool concurrency model that is used in CORBA standard. The idea of the model that TAO used is illustrated in Figure 4.9. This model is motivated by the reasons that the model used by the CORBA standard increases locking overhead due to context switch and synchronization and can result in unbounded blocking due to priority inversion[31].

Instead of using a I/O thread that selects and reads the requests and passes the requests to a queue and which is handled by some worker threads which is used in server queue-based worker thread pool as shown in Figure 4.8, in this model, every threads can be a leader thread or a followers thread. The leader thread selects and reads a request from the thread queues and then gives up the identity of leader and
handles the communication with the server of the request. A follower thread can then becomes a leader and read from the thread queues.

This model is implemented and simulated in [30]. The results shows that the performance of this model in handling application workload is around 8% compared with the concurrency model that is used by original CORBA standard.

4.3 Related work: AUTOSAR

Automotive Open System Architecture (AUTOSAR)[32] is an architecture standard used in automobile. In this section, the Run-time Environment (RTE), which is the middleware of AUTOSAR, is discussed.

AUTOSAR is an architecture that is commonly used in the automobile industry. It tackles the embedded constraints, distributed constraints and real-time con-
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Instead of building a universal RTE to be used for any system, AUTOSAR provide a RTE generator that generate a middleware for the system by specifying what runnable entities there is in the system and the hardware connection of each of the Engine Control Unit (ECU).

4.3.1 Component-based middleware

AUTOSAR is a component-based middleware. A component-based middleware groups the functionalities and the data into components such that within a component, the data and the functionalities are highly interdependent. The components have low dependencies with each other. Components are usually reusable in systems as they are usually encapsulated in specific styles[33].

Accessing and communicating to a component is done through an interface. The implementation of the functionalities of a component is transparent to the middleware and other components in the network. This approach increases the reusability of the components and the operations of the system are more intuitive as it is well structured and the heterogeneity can be easily hidden[34].

4.3.2 AUTOSAR Structure

The architecture of AUTOSAR is shown in figure 4.10. In the figure, it can be seen that there are three parts within an AUTOSAR system, which are AUTOSAR software, basic software and AUTOSAR middleware. The AUTOSAR middleware is done by the RTE with the help of interfaces. The software components are classified by their nature into two categories.

AUTOSAR software

AUTOSAR software, which is also known as software component is the application software that running on the system. The software components are accessible throughout the network. It can be further divided into two categories, application software and actuator/sensor software. An application software component is hardware independent and can be relocated on any of the ECU in the system without change of code. Actuator/sensor software, however, is needed to stay with the same ECU. This is because of this type of software component can only interact with the hardware locally within the ECU. If it needs to access to hardware on other ECU node, it has to be done with the help of intermediate software component.

Basic software

Basic software is hardware dependent and can never be relocated to another node. a basic software can interact with the hardware that is locally located through the ECU abstraction layer. Some of the basic software, like operating system, services and communication are fixed, which means that they require a interface to become usable in the node as each node has different hardware component.
4.3.3 Communication in AUTOSAR

All communications that involve software component is handled by the RTE. A software component can be communicating with another software component located within the nodes or in the global network. But a software component can only access to the local basic software that has ports and runnable entities. The communication can be intra-task, inter-task, inter-partition or inter-ECU[32]. The higher level of communication may involve context switch or affect memory protection. In inter-ECU communication, it may even be unreliable. The communications need to be done through ports, which is static and connected through the RTE. Communication can be categorized into sender-receiver type or client-server type. The AUTOSAR RTE from all the nodes works together and forms a Virtual Functional Bus (VFB) that handles the communications.
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4.3.4 Synchronization Protocol in AUTOSAR

The sender-receiver interface of AUTOSAR aims to allow a software component to transmit or broadcast data or information. This type of communication acts like a message passing communication. It supports both one-to-many and many-to-one communication[32]. The approach of this protocol is illustrated in Figure 4.11. In this graph, different colors represent the instance of communication of different data. From the figure, it can be seen that the AUTOSAR VFB is asynchronously communicating with the sender and the receiver and can receive concurrent requests from the sender instead of handling one data transfer at a time. D. Wang et al.[35] point out that the VFB reserves the history order of a data but not the order of requests. J. Hyun et al.[36] also state that AUTOSAR does not guarantee that the messages sent in many-to-one communication are distributed at the same time, and it does not guarantee that the messages received at the same time by receivers in one-to-many communication.

The client-server interface is aiming to allow software component to call for remote operation that is provided by another software component. Client-server communication acts like a function call. Unlike sender-receiver, this protocol supports only many-to-one communication[32], many different clients can call meaning a function at the same time. An illustration of this protocol is shown in Figure 4.12.
It can be seen that this protocol requires AUTOSAR VFB to have synchronous communication with the server, but not the client. And as stated in [35], it does not reserve the order of the operation.

4.3.5 QoS support in AUTOSAR

R. Ernst[37] state that AUTOSAR use mainly client-server communication, which would create a hidden timing dependencies. Figure 4.13 shows the example of data flow in a sensing to actuating operation. The data flows from a sensor to a sensor software component, then to the software component that handles the operation and finally to the actuator software component and the related actuator. Such data flow can be seen easily in automobile, like sensing of brake paddle (sensor) to control the brake (actuator).

The timing chain of the example can be unfolded as shown in Figure 4.14. It is seen that the end-to-end timing chain is composited with different sub-timing chain. It can result in a low predictability of the timing, and thus a poor guarantee of QoS. To address this problem, AUTOSAR introduced timing extensions[38] in AUTOSAR 4.0 that provides timing models to allow specifying the timing constrain of the system in the start of the project, and the timing specification then act as timing requirement for the developer. AUTOSAR can then guarantee the real-time performance.
4.3.6 Interface in AUTOSAR

To separate the infrastructure of the system and the software application, AUTOSAR uses software component to construct the application. It is aiming to increase the independent of the software to the structure of the system\cite{32}. The software component has to be designed based on the software component template\cite{39}.

A software component template encapsulates the software component and it provides standard port prototypes for the software component to connect to the AUTOSAR RTE and other software component. The connections are further supported through interfaces to specify the type. A software component with the connection ports is shown in Figure 4.15. Basically, there are two basic types of the port prototypes for the software component, which handles the provided communication and required communication respectively, and there are interfaces for either client-server communication or send-receiver communication to specify the type of the communication that can be done in the port.

Each software component is defined with a type. The type specifies the port setting of a software component. Developer can make use of the types or define own types to encapsulate the software component and use as a reference for other components that it communicates with.

The AUTOSAR has been mapped to support C, C++ and Java at the moment\cite{40}, and a software component is transparent to the type of the ECU, and the location of the component software that it communicates with\cite{39}.

4.3.7 Fault-tolerant in AUTOSAR

AUTOSAR uses a redundant activation approach to guarantee fault-tolerant\cite{41}. Figure 4.16 shows the mechanism of the redundant activation. It is basically a voting scheme that monitors the results of replicated software running on different ECU, the end result is the majority of the common value. Since the change for more than half of the software components fail are low, the results are expected to be right.

This approach can act as the monitoring of the status of the component too. When there is a software component not agreeing to the end result, the system can isolate that component and do correction on it.
Besides that, J. Kim et al. [42] implement a fault-tolerance algorithm into AUTOSAR. The software component template is reconstructed to include an Automotive Safety Integrity Level (ASIL) that is used to state the degree of safety that the software component should be maintained. This ASIL determines the replication policy used for the component.

The software component, including the runnable entity as a whole, is replicated. The tasks that run on the ECU that is corresponding to the software component need also to be duplicated to the ECU that the replica resides. The replica of the component would maintain the data and state synchronized using a cold standby approach, meaning that the replica of the component is powered off with only the memory part is active to achieve data consistency.

In additional to that, a health statues module is added to the ECU to report the status of the ECU to the system. The health statues module report any failure of ECU and AUTOSAR can then activate the replica of the runnable in the software component.

Such implementation is tested and simulated in [42] that the replicas can save more than 60% of processors and, therefore, give a satisfying reliability and fault-tolerance to AUTOSAR.

### 4.3.8 Consistency control in AUTOSAR

Data consistency mechanisms in AUTOSAR can be derived from the software component template [39]. There are many strategies to maintain the consistency of data suggested in [32] that can be derived in AUTOSAR, including sequential scheduling, interrupt blocking, copy strategy, cooperative runnable placement etc. Here, the cooperative runnable placement strategy is discussed.

Cooperative runnable placement strategy is to allow a runnable to specify the cooperative restriction, such that a task containing the runnable that is marked as protected under this strategy cannot preempt another task that has a protected runnable. But all other tasks without protected runnable can preempt them as in a normal priority scheduling algorithm. In short, in this strategy, the tasks are executed according to the priority, but tasks that are having runnables that are
4.3.9 Additional feature in AUTOSAR

Unlike most of the middleware, Run-time Environment (RTE), which is the middleware of AUTOSAR is specific for the system, and cannot be reused in systems that have different structure and software components. Which mean that the RTE has to be generated every time the system changes. To address this problem, AUTOSAR provides a RTE generator [32]. The developer has to specify the system and ECU configuration, constraints, software component, hardware, etc., and the generator would then generate the RTE accordingly.

4.4 Related work: DySCAS

DySCAS[43] is an autonomic middleware framework targeting to automotive systems. It uses policy-based configurations and provides a high degree of flexibility and reconfigurability to the system.

4.4.1 Policy-based middleware

Policy-based configuration aims to provide a versatile system that provides dynamic reconfiguring according to the context in the system. The behavior of the software component in the system can be changed during runtime. Figure 4.17 shows an example of how a component can be constructed under policy-based configuration[44].
From the figure, it can be seen that two basic blocks, which are static function block and decision point, compose each software component. A software component uses the status of the environment and resources to make decisions. In each of the decision point, the context act as the variants that determine which branch the component should execute next according to the decision. In policy-based configuration, software components are constructed in static structures. The function blocks are static, but the policy in the decision point can be dynamically changed, making a higher flexibility to the system. To fault-prove the system, a default control route can be set in the software component, such that in case of failure, the software execute the default control route and return to default outcome.

4.4.2 DySCAS Structure

The structure of the DySCAS structure is shown in Figure 4.18[43]. The middleware is consists of two categories of services, which is core services and interface services. Core service is the six service blocks that operate in task level, elementary operation level and primitive operation level. They are the backbone of policy-based configuration and QoS support. The services in the portability layer are interface services. They are not mandatory, but they support the interaction for the system to the hardware structure.

The task level in DySCAS handles the request of configuration change. In this level, the impact to the system is evaluated, and if the change is valid, it would create a scheme and configure the software component. Services in elementary
operation level monitor the QoS of the system and determine if there is a need of configuration. And in primitive operation level, the services allocate the resources for supporting the monitoring and configuring and they also receive the feedback from the hardware and the application and report as exception.

In addition, DySCAS can run side-by-side with other independent applications and legacy solutions and they can access to the hardware structure directly without passing through DySCAS.

4.4.3 Communication in DySCAS

The communication of DySCAS is done by LINX\[45\], which is a communicating protocol that is independent to the hardware, operating system and the network connection of the system. In LINX, the communication is done directly from the sender to the receiver. Currently, LINX supports the communication protocol of Ethernet, TCP/IP for communication across machine and, in addition, shared memory across CPU within a node.

In LINX, the connections are dynamically created during runtime. LINX hunt for the targeting communication by the Communicator ID (CID) and the name of the communicator to establish connection. The receiver can filter the message that it wants to receive by specifying the message ID that it intends to receive in a specific time. The actions on handling the received message can be determined by the type of the signal in the message. M. Christofferson\[46\] states that this allows the receiver to be designed in a finite state-machine approach.

4.4.4 Synchronization Protocol in DySCAS

LINX protocol supports a non-blocking send and both blocking and non-blocking receive\[45\], which means that the system support asynchronous send and receive and non-blocking send and receive. The non-blocking send and receive protocol does not guarantee the message is sent, but it can avoid deadlock or blocking due to waiting for the receiving end. LINX is a direct message-passing tool, it does not go through middleware and therefore protocols like the middle-tier server blocking protocol that is used in TAO cannot be implemented directly. However, the direct point-to-point communication this can reduce the latency of the communication.

4.4.5 QoS support in DySCAS

The Quality of Service (QoS) of the DySCAS is supported by feedback of Dependability and Quality Management Service (DQMS)\[44\]. The idea of this approach is to choose the QoS level and to migrate the function according to the statues of the resources. DQMS are distributed over the network, each of the node have a local DQMS that can handle the optimization of the resources in that node. When the local DQMS fails to allocate resources to a task, it would file a load balance request to the global DQMS in the master node. The global DQMS can choose to relocate the task or redeploy the task to the same node.
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Figure 4.19. Operation Flow of DQMS

Figure 4.20. Example of Change in QoS Levels

DQMS can dynamically manage the resources to applications. The tasks need to be able to run in different levels of QoS in order to be supported. The local DQMS uses a feed forward loop to measure the runtime resource usage and thus adjust the QoS[43]. The operation flow of the DQMS is shown in Figure 4.19. The admission control decides if a feasible schedule is possible if there is a task. DQMS then either rejects the task or chooses the optimal allocation according to the current resources usage of the node. It keeps monitoring the usage and controls the QoS of the running tasks by a feedback adjustment. An example of the QoS level for tasks running on the system is shown in Figure 4.20. It can be seen that some tasks are running in a higher QoS comparing to other tasks. This decision is made by the importance of the task to the system. When a failure occurs, like at the 3rd second in the Figure, the DQMS would lower the level of QoS of tasks to an utilization that is affordable by the node. When the system recovers at the 8th second, DQMS then assigns a higher QoS to the tasks and back to the usual operation.
4.4.6 Interface in DySCAS

The policies in DySCAS are written in Agile policy expression language[47]. The idea of Agile is to put the decision of the behavior of the system to as late as possible. This is the backbone of the policy-based configuration. Agile policy script is written in an XML format. It supports self-adaptive policy behavior, which means that policies with different configurations of the same type are handling the behavior of the application depending on the current behavior of the system.

An example on the self-adaptive policy behavior is shown in Figure 4.21[48]. The current behavior of the system is monitored by a meta-policy, and depending on the behavior, the meta-policy determines the policy to be used in the next time instance. Agile uses dead-zones that avoid the policy changing rapidly when the behavior is at the border of the thresholds. In this example, four different policies are possible, depending on the two conditions that it is monitoring.

R. Anthony[48] states that the self-adaptive policy behavior brings in great flexibility and a better control over a complex hierarchical system.

4.4.7 Fault-tolerant in DySCAS

The fault-tolerant in DySCAS is built on the self-adaptability of the system. As mentioned in the QoS support, DySCAS can dynamically relocate the tasks running on a node. The relocation of the tasks is done by a load balancer and a resource manager[43].

In case of failure, the component that detects failure will trigger an event to the load balancer. The load balancer would gather the information on the resources and then send a request to the resource manager. The resource manager would calculate all the possible schedules and return the information of the resources. The load balancer then decides how the tasks should be assigned to other nodes base on the information on schedule and the information on resources.

4.4.8 Consistency control in DySCAS

The concurrency control design in DySCAS shares the same concept as CORBA and TAO. For details, please refer to Section 4.2.8.
4.4.9 Additional feature in DySCAS

Because of the flexibility given by the policy-base configuration, DySCAS provides many autonomic features, including self-configuration, self-healing, self-optimization, self-protection and self-defining[44], which lower the need of involvement from users.

4.5 Summary of middleware architecture

The three middleware each have different focus. TAO is aiming at to provide a general solution to distributed system. It tries to balance all the different aspects of the middleware and to tackle all the areas. AUTOSAR is focusing on automobile platform. To increase the real-time performance of the system and to have a better control over hardware components, AUTOSAR generates a specific system structure for each individual system. DySCAS focuses on providing autonomous ability, and the architecture and the functionalities of the middleware are built on the flexibility of the autonomous of the system.
Chapter 5

Discussions on the Middleware

5.1 Summary of architecture comparison

In the previous chapter, the three related architectures of middleware are studied. Table 5.1 gives a general summary of the architectures of the three middleware: TAO, AUTOSAR and DySCAS. In the following sections, the middleware are compared in different perspective. This chapter answers the second question in the thesis:

*What different protocols and techniques can be used to develop a DRE system?*

5.2 Embedded concerns

TAO supports both minimum CORBA\(^{[49]}\) and TAO subsetting\(^{[50]}\) that can effectively reduce the memory footprint for the embedded system. By minimum CORBA, some features can be removed from the specification. They include dynamic skeleton interface, dynamic invocation interface, repository and other none crucial functionalities. TAO optimized the IDL compiler and, with TAO subsetting, it is shown that the overall footprint is reduced by more than 10\% and the compilation time is reduced by 50\%\(^{[51]}\). The principle of the IDL compiler is to try actively finding common features and build a single binary for common ones, avoid heap memory allocation and breaks the source code into smaller pieces and uses static link of the object.

AUTOSAR does not originally optimized in size. Though it is supported by project COMPASS\(^{[52]}\), which the project is a cooperation of Decomsys GmbH, University of Technology Vienna and University of Applied Sciences Technikum Wien. The project is aiming to extend the component-based architecture of AUTOSAR by applying the component paradigm to the middleware itself through defining standards\(^{[33]}\). This approach encapsulates and transforms the communications into predefined communication primitives and further unifies the system and can successfully reduce the memory footprint of the system by 30\%\(^{[33]}\).

DyLite is an implementation of DySCAS aim to reduce the footprint of the mid-
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Table 5.1. Architecture of TAO, AUTOSAR and DySCAS

<table>
<thead>
<tr>
<th>Aspect</th>
<th>TAO</th>
<th>AUTOSAR</th>
<th>DySCAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach</td>
<td>Object-oriented</td>
<td>Component-based</td>
<td>Policy-based</td>
</tr>
<tr>
<td>Synchronization</td>
<td>Asynchronous Method</td>
<td>Client-Server and Sender-Receiver</td>
<td>Asynchronous communication and non-blocking send and receive</td>
</tr>
<tr>
<td>Protocol</td>
<td>Asynchronous Method</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QoS Support</td>
<td>Dynamic Scheduling</td>
<td>Timing Extension</td>
<td>DQMS</td>
</tr>
<tr>
<td>Interface</td>
<td>IDL</td>
<td>Software Component Template</td>
<td>Agile</td>
</tr>
<tr>
<td>Fault-tolerant</td>
<td>Replication Manager</td>
<td>Redundant activation, Automotive Safety Integrity Level</td>
<td>Self-Adaptability</td>
</tr>
<tr>
<td>Consistency Control</td>
<td>Hierarchical Locking</td>
<td>Cooperative Runnable Placement Strategy</td>
<td>Hierarchical Locking</td>
</tr>
<tr>
<td>Additional Features</td>
<td>Leader/Followers Thread Pool Server</td>
<td>RTE Generator</td>
<td>Autonomous</td>
</tr>
</tbody>
</table>

Middleware. It further simplified the reconfiguration and Quality of Service (QoS)[44]. When there is an additional application to start, DyLite remove the applications by the order of increasing resources efficiency until there is sufficient resource. It then removes the applications that have dependencies with the applications removed in previous stage and finishes with assign the QoS level of the new application[53]. This method allows reconfiguration under limited memory and resources and is proved that the functionalities of QoS optimization, fault-tolerant and load balancing in DySCAS can be preserved.
5.3 Real-time performance

Dynamic scheduling in TAO allows a high flexibility in scheduling. Developer can choose different scheduling algorithms for scheduling of tasks. On top of that, the asynchronous method handling, the communication protocol that is used by TAO allows the middleware not to be blocked by the client, which gives a higher QoS to the system. In addition, the leader/followers thread pool approach used in TAO tackles the priority inversion problem that can cause missing of deadlines for higher priority tasks by reducing the locking overhead and the hierarchical locking can help avoiding deadlock comparing to simple locking mechanism. It can be seen that TAO have lots of measures to ensuring the real-time performance to be met.

AUTOSAR uses timing extension as the specification to the QoS and allow the end-to-end latency of the system to be more predictable and therefore provide a better QoS. Also, AUTOSAR supports priority ceiling protocol, which avoids priority inversion and deadlocks and gives a better real-time performance. However, AUTOSAR does not have an active approach in guaranteeing QoS. Comparing to AUTOSAR, TAO and DySCAS have more optimizations that can be done in runtime.

DySCAS has a good QoS control that is done by dependability and quality management service. It monitors on the resources available and manage the QoS and function migration accordingly. The real-time property is supported by load balancing such that the load is not exceeding the capability of the available resource. Like TAO, the hierarchical locking can avoid deadlock occurs. The QoS provided in a DySCAS is dynamic and can be adapted to different situations. The acceptance of tasks provides the basis of tackling hard real-time tasks.

5.4 Accessibility transparent

The objects in TAO are addressed as an object through the IDL stub and IDL skeleton. On top of that, TAO provides naming and trading service to let the applications to locate the remote object. The dynamic skeleton interface and dynamic invocation interface also allows the client to invoke the remote object without knowing the exact configuration of the object. All these give a good support on accessibility of the system.

AUTOSAR uses a flat design in both application software and the basic software. The communications and locating of components are done in a unified way. And the software components are all encapsulated by using the software component template, such that the components can interact with each other always in the same manner.

LINX in DySCAS provide some degree of accessibility transparency to the system. The users need to specify the IP address or the hardware address of the target node, LINX would then search through the network and locate target. Comparing the three, AUTOSAR and TAO give better accessibility transparencies, as DySCAS
is limited by the functionality provided by LINX and the communications need to be handled by the users.

5.5 Migratability transparent

In TAO, the migration of functionalities is done by disabling and enabling the object replicas, and the whole process is handled by replication manager. The object replicas are consistent under strong replica consistency, which the frequency of consistency can be configured by specifying the replication style and can be as frequent as every method done. This means that migrating from one node to another can be done in a fine-grained manner. In theory, any tasks in TAO can be migrated into any other nodes as long as there is a factory in that node that can create the object replicas.

The fault algorithm constructed by J.Kim et al. in AUTOSAR can also be used as a base for task migration. The replicas of the runnable entity synchronized in a cold standby approach, like in TAO, the replication policy in AUTOSAR can be specified. However, limited by the hardware, not all the AUTOSAR software can be migrated to another ECU since components like sensor/actuator software components are hardware-dependent, this gives a lower migratability.

DySCAS uses self-adaptability for load balancing and task migration. DySCAS actively monitor the status of the system and apply load balancing to the system, which requires low human interference to the system. On top of that, the QoS level of each tasks can be changed to adopt a new task, which makes the migration become more possible if it is needed.

Moreover, TAO, AUTOSAR and DySCAS are all having certain degree of migratability transparency. The applications need not to know or direct the migration. Task migration is done in the system without influencing other applications running in the system.

5.6 Concurrency transparent

TAO uses asynchronous method handling, such that the sender and the middleware itself would not be blocked when waiting for the results from the server. This protocol provides a better concurrency transparent, as the applications are unaware of the number of concurrent tasks running in the system. The request sent by a sender to the middleware would not be stalled and there is no need of waiting for the whole communication is completed to send another message. When there is conflicting access to common resources, TAO protected the resources by hierarchical locking which can reduce the overhead of locking a composite object, and therefore to resolve the conflict of two concurrent requests would be faster.

AUTOSAR uses client-server and sender-receiver approaches for communication. For client-server communication, the middleware need to communicate with the server synchronously. Which means that the tread handling the communication
need to wait for the reply from the server. In heavy load situation, requests from clients may be unable to be handled as the threads in middleware are handling other communications, which results in either lost packet or blocking of the client application. AUTOSAR uses cooperative runnable placement strategy to avoid the conflicts by specifying the protected resource of a task. This can preserve partially the priority of the task without sacrificing the consistency of the resource.

DySCAS uses LINX as communication tool. The communication does not involve the middleware, which in this way, can greatly reduce the overhead for communication and the traffic in middleware does not affect the performance of the communication. However, this leaves the responsibility to the programmer to take care of the synchronization between client and server. The capacity for the server to handle requested tasks is supported by creating buffer instead of by the middleware but the linking and connecting the communication sockets need to be taken care of by the programmer.

Among these three, TAO gives a better support for concurrency. The synchronization protocol is more sophisticated. DySCAS gives more flexibility to the user. However, it means that the involvement needed from the developer is higher.

5.7 Scalability transparent

All of the three middleware can be configured to suit on smaller systems as discussed in Section 5.2.

TAO optimized the communication throughput and adopted asynchronous method handling and demultiplexing in locating operations. The lower of these overheads can benefit the scalability of the system such that when the system scales, the applications would not be suffered from large overhead due to the summation of each of the overhead.

AUTOSAR is generally scalable to different sizes of the system. However, the synchronization protocol used in AUTOSAR somehow lower its scalability, as when the system scales, the communication can be blocked much more easily.

DySCAS bypasses the middleware in case of actual data transfer. As the handling of communication is done directly in client and in the server, if multiple clients request the server, the blocking time would increase greatly. In AUTOSAR and TAO, the communications are done through middleware, when the system scales up. There are more resources to handle the communications. However, in DySCAS, scaling up would only results in more traffic to the servers, the buffer can easily be full and the performance of the system would be deteriorated. So by comparison, TAO is the most optimized for scalability transparency.

5.8 Failure transparent

Replication manager, fault detector and fault notifier support the failure transparency of TAO. The fault detector actively checks the status of the object replicas
and report fault if there is any. The strong replication consistency can guarantee the object replica can take over the job in case of the original object fails without larger overhead to resume the job. In addition, as an object-oriented middleware, the failure of an object can notify the system and the nodes by exception[8]. So the client can be notified and take actions accordingly in case there is no resources for running certain operation.

AUTOSAR uses replication and redundancy activation for maintaining failure transparent. The safely level of a software component can be specified using ASIL and the system is monitored by a health statues modules.

In DySCAS, on top of replication, it uses self-adaptability for handling failure. DySCAS can dynamically change the level of QoS of a task during runtime. The system is monitored and the trends of availabilities of resources are tracked, and the configurations and the QoS levels of tasks can then be changed accordingly. This gives a higher flexibility to the fault-tolerant handling. The failure in resources can be handled by lowering the total QoS of the tasks running on the node instead of migrating to other node on every failure. The transition process is done seamlessly.

Comparing to task migration, the approach of lowering QoS level used by DySCAS is having a lower overhead. Also, for task migration in AUTOSAR and CORBA, if the remote nodes are busy and do not have available resources for the migration, the task needs to be aborted. However, with self-adaptability, the tasks work cooperatively to lower their QoS levels such that all the tasks can be running and important tasks can be allocated with more resources to meeting requirements. With this comparison, DySCAS performs better for failure transparency.

5.9 Reconfigurability

The application software for all TAO, AUTOSAR and DySCAS can easily be reused in other system running the same middleware. Despite of that, the middleware of AUTOSAR is constructed particularly for the system configuration, including the hardware and the software component. Which means that the middleware of AUTOSAR needs to be regenerated for every implementation. This is supported by the RTE generator of AUTOSAR.

TAO, in contrast, is independent to the hardware, and the middleware can be run on any system configuration. This reduces the time for configuration and the middleware can be used as it is. The dynamic invocation interface and dynamic skeleton interface allow some flexibility in putting the software application to be implemented in a latter stage of design. Moreover, the logic flow and implementation has to be fixed before the system is delivered.

DySCAS postpones the actual implementation to the latest stage, the system can specify the policy by changing the policy code in Agile policy configuring language. Which means that the user of the system can reconfigure the system on-site without reconstructing the whole system. And therefore the reconfigurability of DySCAS is the highest among the three.
5.10 Summary of discussions

Table 5.2 summarizes the performance of the middleware. In summary, TAO gives is having good accessibility, concurrency and scalability. The asynchronous method handling, hierarchical locking and dynamic scheduling are some of the good features in TAO. AUTOSAR perform well in real-time performance and accessibility but due to the communication protocol, it is not scalable and concurrency is not as good. The priority ceiling protocol, unified system and cooperative running placement strategy are useful in the system. For DySCAS, it is good in real-time performance, migratability, failure handling and reconfigurability. The autonomic system in it, like policy-based configuration, self-adaptability and self-configuration are the main features of DySCAS.
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Table 5.2. Comparisons of TAO, AUTOSAR and DySCAS

<table>
<thead>
<tr>
<th>Metric</th>
<th>TAO</th>
<th>AUTOSAR</th>
<th>DySCAS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Embedded concerns</strong></td>
<td>Supported by setting</td>
<td>No specific measures, but supported by implementation in COMPASS project</td>
<td>Originally targeting for embedded system. SHAPE and DyLite implementations further reduce the footprint</td>
</tr>
<tr>
<td><strong>Real-time performance</strong></td>
<td>Hierarchical locking to prevent deadlock, dynamic scheduling</td>
<td>Time extension for guaranteeing QoS. Support priority ceiling protocol</td>
<td>Hierarchical locking to prevent deadlock, DQMS provide better QoS</td>
</tr>
<tr>
<td><strong>Accessibility</strong></td>
<td>Accessibility provided by IDL and naming and trading service</td>
<td>Accessibility by unified system</td>
<td>Limited accessibility by Linx</td>
</tr>
<tr>
<td><strong>Migratability</strong></td>
<td>Migratable with replication manager</td>
<td>Migratable with support of ASIL</td>
<td>Migratable with self-adaptability, multiple QoS level</td>
</tr>
<tr>
<td><strong>Concurrency</strong></td>
<td>Reduced overhead by hierarchical locking and asynchronous communication</td>
<td>Overhead for client-server communication. Resources are protected by cooperative runnable placement</td>
<td>Direct data transfer minimize overhead, programmer take care of synchronization</td>
</tr>
<tr>
<td><strong>Scalability</strong></td>
<td>Optimized for scalability</td>
<td>Scalable but limited by blocking communication in large system</td>
<td>Point-to-point communication maybe hard to handle in larger system</td>
</tr>
<tr>
<td><strong>Failure handling</strong></td>
<td>Task replication</td>
<td>Task replication and redundant activation</td>
<td>Self-adaptability, dynamic level of QoS</td>
</tr>
<tr>
<td><strong>Reconfigurability</strong></td>
<td>Reusable middleware and flexibility supported by DII and DSI</td>
<td>Not reusable and not reconfigurable</td>
<td>Reconfigurable by the changing of policy</td>
</tr>
</tbody>
</table>
Chapter 6

Specification for System Design

6.1 System specification

The goal of this project is to design the architecture of a distributed real-time embedded system. With the requirements listed in chapter 2 and the comparison done in chapter 5, the general approach in constructing the system can be defined as the blueprint of the system.

The system should address all the requirements stated in the introduction and the performance metrics of DRE system listed in chapter 3. However, not all of the metrics are as important for the design of the system. The focus of this project is to find a transparent solution, while maintaining reasonable degree of real-time, embedded and distributed performances.

6.1.1 Approach

The three approaches discussed, which are object-oriented, component-based and policy-based are excelled in different aspects. With the consideration of transparency in terms of portability and accessibility of the system and the simplicity of system construction, a component-based approach is more preferred in the system. The system should have functionalities encapsulated in components. This approach hides the divergence of the implementation and the communication within the network can be done in a unified manner.

Related requirements: $SW\_REQ\_5$, $SW\_REQ\_8$

6.1.2 Communication

Naming and trading mechanism should be available in the system to locate the targeting node to benefit the accessibility of the system. In addition, in DRE system, the communication is usually done by message passing, this allow the message to pass through network to systems that have different hardware configurations and operating systems. However, shared memory is a much faster way of communication, although it cannot be done across node. The middleware of the DRE system should
support both and depending on the two ends of the communication, the middleware should be able to redirect the communication using shared memory if it is possible, and the process should not need the interference from the developer to increase the transparency of the locality as well as allowing a high performance in local transmission.

Related requirement: SW_REQ_3, SW_REQ_8

6.1.3 Synchronization protocol

The asynchronous method handling protocol benefits the capacity of the middleware to handle the data transmission. As discussed in Section 5.7, this helps enhancing both the scalability and the real-time performance of the system. However, the point-to-point communication by LINX is having a very high performance. Therefore, the system should support both of the protocols and depending on the load on receiving node and choose the communication protocol, such that in case the receiving node is busy and the buffer queue is full, the middleware would act as the temporary storage of the data and wait until the receiving node is ready to do the transmission. In additional to that, the memory requirement on the server nodes can be reduced to handle the communications.

Related requirements: SW_REQ_1, SW_REQ_2, SW_REQ_3, SW_REQ_4

6.1.4 QoS support

The system should have a guarantee on the QoS. Dynamic scheduling and DQMS, which are used in TAO and DySCAS with respectively, provide a good direction on how the system should support the QoS. The system should be able to schedule the tasks dynamically and be adjusted according to the load of the nodes, but the scheduling algorithm needs not to be changed in real-time. The DQMS used in DySCAS requires a support of policy-based configuration and autonomic properties of the system. However, the idea of multiple levels of QoS for handling excessive load is very promising. The system should be able to adjust the QoS levels of the tasks in case of task migrating.

Related requirements: SW_REQ_1, SW_REQ_2, SW_REQ_6, SW_REQ_7

6.1.5 Fault-tolerant

The replication manager of TAO can be reused for providing fault-tolerant, combining with the cold standby approach used in AUTOSAR to save energy and therefore reduces the power consumption in the concerns of embedded system. The need of replication should be able to be specified when the component start and the replicas of the system should be maintained with strong replica consistency, and the failure should be detected and reported automatically without need of user interference.

Related requirement: SW_REQ_6
Table 6.1. System Specification

<table>
<thead>
<tr>
<th>Specification</th>
<th>Addressed Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach</td>
<td>SW_REQ_5, SW_REQ_8</td>
</tr>
<tr>
<td>Communication</td>
<td>SW_REQ_3, SW_REQ_8</td>
</tr>
<tr>
<td>Synchronization Protocol</td>
<td>SW_REQ_1, SW_REQ_2, SW_REQ_3, SW_REQ_4</td>
</tr>
<tr>
<td>QoS Support</td>
<td>SW_REQ_1, SW_REQ_2, SW_REQ_6, SW_REQ_7</td>
</tr>
<tr>
<td>Fault-tolerant</td>
<td>SW_REQ_3, SW_REQ_6</td>
</tr>
<tr>
<td>Consistency Control</td>
<td>SW_REQ_9</td>
</tr>
</tbody>
</table>

6.1.6 Consistency Control

To achieve the reliability, the system should be able to use the hierarchical locking mechanisms by TAO and DySCAS. The common resources should be able to maintain consistent without lost update. Although the cooperative runnable placement strategy by AUTOSAR is useful and has a better control over deadlock, it would greatly increase the complexity of the schedule and therefore is not preferred in the design.

Related requirement: SW_REQ_9

6.2 Summary of the system specification

The system specification is summarized in Table 6.1.
Chapter 7

Design of the middleware

7.1 Overview

This work designs a distributed system with a middleware based on the results is concluded from the academic study in chapter 6. The design is shown in figure 7.1. This design uses a component-based approach. Each of the components is wrapped by an interface and can communicate with other components through that. Depending on the type of the component, the interface used by the object can be different. The components are categorized into three types: system object, wrapper object and task object, and their corresponding interfaces are system interface, wrapper interface and task interface.

As shown in the figure, nodes in a distributed system under this design can be divided into two types, namely main node and client node. Each client node contains a wrapper object, called client handler, and the binary executables that perform tasks. The binary executables in this design are called task objects. The main node is unique in the system and it contains system objects that handle the operations and provide supports in different areas in the system. Like client nodes, the main node can also provides and executes task objects. The functionalities of each of the objects are described in the following sections in this chapter.

The design chooses LINX[45] as the main communication tools. LINX is a message passing tools developed by ENEA Software AB, which is suitable for communications in a distributed environment. The main reason of using LINX in this design is that it can support Linux and OSE system and it provides some support in fault detection and locating target. The in-depth investigation on the tools is done by J. Larsson in XDIN internal documentation.

Although the current design cannot fulfill all the specifications listed in the previous chapter, it provides basic supports for real-time, accessibility, consistency, fault-tolerance and scalability. The detailed analysis of these supports is investigated in chapter 8. In this following chapter, the third question stated in the first chapter is answered:

*How does the middleware handle the coordination of the system?*
7.2 Operation in the system

In figure 7.2, the usual operation of the system is shown. The application starts with starting tasks through scheduler. The started task would then search for communication by the naming service from database handler or by trading service from resource manager. After knowing the ID of the target, the task can start communicating. The details of how the scheduler starts a task and how the trading is done is introduced in section 7.3.3 and section 7.3.5 respectively.

7.3 System object

There are many different system objects to maintain and support the system, and to provide communication medium in this design. They are all located in the middleware and is using system interface as the interface. In the current design, there are six different types of system objects in the middleware, namely: database handler, scheduler, signal handler, resource manager, fault detector and trace handler. System objects are unique in the system and only one copy of each system object can be run concurrently.

7.3.1 System interface

System interface (mw_ipc) is the interface for system objects. It hides the complexity of operations related to LINX. Through the system interface, the system objects can register in the database, send or receive messages, trade or find a task and trace the activities. System interface is having the highest degree of freedom among the
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<table>
<thead>
<tr>
<th>Step</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Scheduler starts a task according to the application.</td>
</tr>
<tr>
<td>2</td>
<td>Tasks find a target through naming service of the database handler to locate another task.</td>
</tr>
<tr>
<td>3</td>
<td>Tasks communicate through signal handler.</td>
</tr>
</tbody>
</table>

Figure 7.2. General communication in the system

three interfaces and it can alter some of the system operation. This interface should only be used by designers of the middleware.

Functions provided in this interface is mainly divided into five area, initialization, trace, accessibility support, scheduling and communication function. For initialization functions, they initialize the component in the system including to open a socket for communicating and registering to the database handler. Trace functions provide functions that are used in order to keep track of the communication and data transmission within the system, it is useful for debugging purposes. Accessibility functions allow the system object to locate a task. It can be any task that is registered in the database. Communication functions are used to send and receive messages without concerning how the communication is done. The functions provided in this interface is listed in Appendix A.

7.3.2 Database handler

Database handler (db_handler) records the tasks that are currently running in the system, it also stores the information of the capability of each node in the system.

Figure 7.3 shows the registration of tasks to the database with the help of database handler. There are two databases that are handled by database handler. One of which records the tasks that are currently running in the system, and it
is called running task database. The other one is called task handler database, it records the task that can be handled by each of the nodes. In the starting of the system, all of the components, including system objects, wrapper objects and task objects need to register themselves in the running task database, however, only client handlers need to be registered in the task handler database.

Running task database stores each task with task name, ID, machine name, unit type and the status. The task name is used for handling finding of tasks and the ID is used for communication using LINX. They are both unique in the system, if a task is trying to register itself using an existing task name without specifying it is re-registering, the database handler would reply with a failure message. The unit type and the status determine some of the operations in the system. For instance, the database uses the unit type to determine which order to terminate the components in the system and it uses the status to check if it is necessary to terminate or pause the system.

Task handler database stores the client nodes in which a task is runnable. It also
stores the worst case execution time (WECT) and worst case communication time (WCCT) of the task running on a specific client node which is provided together with the register signal when the client handler register itself in this database.

With the information stored, database handler can handle the trading of client nodes and finding of tasks. The uses of trading of client nodes are shown in the examples in section 7.3.3 and section 7.3.6.

### 7.3.3 Scheduler

The scheduler (scheduler) implemented currently in the system is considered to be performing a static scheduling. The scheduler does not provide a timing scheduler, but it distributes the tasks among the client nodes. The scheduling of the tasks in each of the client nodes depends solely on the scheduler of the node, which may or may not be a real-time scheduler.

The distribution of tasks is done at the start up of the system. Figure 7.4 shows an example of how a task is deployed to a client node. Each deployment involves four steps. First, the scheduler loads the task to be run from the application list. Through a lookup table, the scheduler identifies the actual executable binary that executes the task. In this example, the task `RearRightWheelSensor` is to be run. From the task-program lookup table, it can be identified that this task is actually
run by a program named `wheel_sensor`. It can be noted that `wheel_sensor` is the program for all `RearRightWheelSensor`, `RearLeftWheelSensor`, `FrontRightWheelSensor` and `FrontLeftWheelSensor`. The second step is to trade for the list of client nodes that can run this program by sending a trade signal to database handler. The reply signal from the database handler contains a list of client nodes that can handle the task. In this example, both `NODE2` and `NODE3` can run the task. Then, the scheduler calculates the utilization of the client node by the WCCT, WCET and the period of the task. It distributes the task to a client node that with a manageable utilization from the list by sending a task signal to the client handler. Finally, the client handler receives the signal and spawns the task in the local machine.

The scheduler guarantees that the task is runnable by the client node and the task is schedulable if the client node supports real time scheduling.

### 7.3.4 Signal handler

Signal handler (signal_handler) is the bridge between the task object to the middleware and it acts as the intermediate medium between two tasks. Figure 7.5 shows the path of communication from a task to system objects and from a task to other tasks.

As the figure illustrated, a task can communicate with the system object through the signal handler. In a distributed environment, it is not easy to locate a target component. In this design, the task objects only need to attach to the signal handler, and they can transmit the signals by sending the signal to signal handler and specifying the target that the signal is needed to send to. The same idea applies when a task is trying to communicate with another task.

Thanks to the help of the signal handler, in the current design, task objects are able to send out a message to a group of targets or receive a group of messages.
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<table>
<thead>
<tr>
<th>Step</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Task sends a trade signal to resource manager to look for a task that is available and is having the desired task type.</td>
</tr>
<tr>
<td>2</td>
<td>Resource manager receives the signal and identify a task that is suitable. It then locks the targeted task.</td>
</tr>
<tr>
<td>3</td>
<td>Resource manager replies to the trading task with the ID of the targeted task.</td>
</tr>
<tr>
<td>4</td>
<td>The task can communicate with the targeted task through the signal handler by specifying the ID.</td>
</tr>
</tbody>
</table>

from more than one source. They are called group send and group receive. The performance of group send and group receive are evaluated in the next chapter.

7.3.5 Resource manager

Common resources can be protected by resource manager (resource_manager). If a resource is registered to the resource manager, it can be found by other tasks through trading and can be locked by the resource manager.

The procedures of trading and locking a resource are shown in figure 7.6. To trade for a task, the trading task need to send a trade signal to the resource manager by specifying the type of task that it needs to search for. In this example, Task A wants to trade for a task that is with the type output. The resource manager would look for a task that is having this specific type and is available, it then labels the task by the status LOCKED depending on the operation that the trading task wants to perform. It then replies the ID of the locked task to the trading task and the task can then communicate with the target. In this example, Task B is the target, but Task C is equally qualified. So depending on the status of the tasks, trading can results in getting a different target. The target would be labeled as locked until the trading task releases the lock.

Though, currently, only a simple lock is implemented in the design, and it requires all application to follow the rule of checking the status of the targeting tasks before sending signals. If a task does not follow the rule, the protection would be invalid and if the application writer needs to take care of the possibility of deadlock manually.
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<table>
<thead>
<tr>
<th>Step</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fault detector receives a signal indicating a task goes into zombie state.</td>
</tr>
<tr>
<td>2</td>
<td>Fault detector sends the information of the zombie task to scheduler for re-invocation.</td>
</tr>
<tr>
<td>3</td>
<td>Scheduler trades for a list of client that can run the task through database handler.</td>
</tr>
<tr>
<td>4</td>
<td>Scheduler identifies an available node and sends the task to that node.</td>
</tr>
<tr>
<td>5</td>
<td>Client handler in the receiving node receives the task and runs the executable accordingly.</td>
</tr>
<tr>
<td>6</td>
<td>Fault detector sends information of redirecting message from old task to new task to signal handler.</td>
</tr>
</tbody>
</table>

![Diagram of fault handling](image)

Figure 7.7. Example of fault handling

7.3.6 Fault detector

Fault detector (fault_detector) provides fault tolerance to the system. It attaches to all of the task objects that are in the system in order to detect the failure of tasks. Figure 7.7 shows an example of fault handling initiated by fault detector.

The fault detector attaches to task objects. If a task object is terminated unexpectedly, a signal indicating the task object is in zombie status would be sent to the fault detector. The fault detector then passes the information of the failing task to the scheduler. Scheduler, like what it does in the initial scheduling state, trade for the list of client nodes that can handle the task. It then sends a task signal to a client node that is suitable. The client node receives the signal and spawns a task to continue with the operation. Once the new task is registered again in the system, the fault detector would send information on redirecting messages from old task to new task to signal handler.

In the current design, the fault detector is able to identify the failed tasks and re-invoke the task. Though, the states of task objects are not saved and the new task can only start from the beginning of the task. This design is currently only useful for periodic tasks that do not have states.
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7.3.7 Trace handler

Trace handler (traces) is used to log the operations and the signal sent in the system. It provides timing information of the application and captures the activities within the system. The tracing can be configured to record actions in different level and in different nodes. This provides some timing information of the system and records all the traffic and information of the system. This component is designed by J. Larsson from XDIN AB.

7.4 Wrapper object

Wrapper objects are used to perform operations related to the hardware and operating system. They touch system command in order to run a task or, in future work, even to schedule the tasks. There are two types of wrapper objects, which are middleware and client handler. They use a different interface comparing to system objects.

7.4.1 Wrapper interface

Wrapper interface (mw_wrapper) provides functions for wrapper objects to register themselves, receive and spawn tasks and trace the activities. At the current stage, it does not provide any message sending functionality to wrapper objects as the wrapper objects are not supposed to be functional objects. The idea of wrapper interface is to adapt the client object to the hardware.

Wrapper interface hides the LINX and system commands from the wrapper objects. Since it is used for adapting hardware and operating system, so for wrapper objects running on different machines, they should have different wrapper interface. Though at this stage, only wrapper for Linux is developed.

Functions provided in this interface is mainly divided into four area, initialization, trace, task spawning and termination. For initialization and trace functions, they provide similar functions as that in system interface. Task spawning functions allow the wrapper object to receive tasks from scheduler and to start a task in the local node. Termination function is a function that check if the application is ended or not. The functions provided in this interface is listed in Appendix B.

7.4.2 Middleware

Middleware (middleware) is the wrapper object of the main node. It is responsible for starting all the system objects in the system. It also provides some fault tolerance to the database handler, such that if database handler failed, it would re-invoke the database handler.
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7.4.3 Client handler
Client handler (client_handler) is the wrapper object of the client node. It is responsible for registering the tasks that are runnable in the client node. It receives tasks and start running them accordingly. In the future plan, client handler would be responsible also for scheduling the tasks locally.

7.5 Task object
Task object is the object that actually runs the application. It can use the resources of the distributed system through the task interface. Task objects do not have much freedom in controlling the system, but they can send or receive messages, find or trade for a task and trace the activities.

7.5.1 Task interface
Task interface (mw_port) provides an interface for the task objects to communicate to the middleware and to other tasks. Like other interfaces, it hides the complexity of LINX. The aim of this interface is to provide an easy to use API for application writers to write their application.

Functions provided in this interface is mainly divided into five area, initialization, trace, timing, communication and resource managing. For initialization and trace functions, like wrapper interface and system interface, they initializes the component to establish a connection port, registers the component in the system and sending trace signals. Timing functions provide some support of measuring WCET and WCCT of a task and provide a sleep function for periodic tasks. Communication functions allow the sending, receiving messages and group communication in the tasks. For resource managing functions, tasks can trade or find other tasks or manipulate the lock of a common resource. The functions provided in this interface is listed in Appendix C.

7.6 Summary of the design
This chapter introduces and explains the functionalities of different components in the system. Different components play unique roles to the system. System object provides the main support and creates the middleware for the system. Wrapper objects isolate the programs from hardware heterogeneity and task objects perform the actual functionalities.

The three different types of components use different interfaces. The interfaces are the tools to develop the system and the applications. For application developers, only the task interface is relevant. The system interface is used for system developing, and to work with different machines, the wrapper interface is used.
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The current design is functional but more supports and better supports are yet to be implemented. This thesis acts as the basis for the future development of this system.
Chapter 8

Implementation

8.1 Overview

The design is tested with different requirements through a few small test cases and a brake-by-wire system use case. This chapter, the results of the tests are presented.

The requirements are based on the list of requirements stated in chapter 2. This thesis respond the requirements on real-time support, scalability, fault tolerance, consistency and accessibility. Each of the test cases is supported with simulation results or graphs. This chapter answers the final question of this thesis:

*How should the middleware be constructed in order to maintain high scalability and transparency?*

8.2 Real-time support

To achieve real-time performance in a distributed system is not easy. It requires all the machines, the communication networks and the operating system to be real-time. This thesis does not give a solution on performing real-time applications, but it aims to provide basis that can be used in future development to realize real-time.

Related requirement: \(SW\_REQ\_1, SW\_REQ\_2\)

8.2.1 Task distribution

The real-time support provides in this design is the distribution of tasks. It is known that whether a task is schedulable in a machine depends on the utilization of that machine. In a single core machine, if the utilization is less than 100%, EDF scheduling can guarantee a feasible schedule exists. This thesis takes advantage of this point to distribute the tasks base on the utilization of client nodes. The idea is that each client handler registers the WCET and WCCT of each task that it can run to the database. The scheduler would calculate the utilization of a machine if the task is deployed to a it. As long as the utilization can be maintained lower than 100%, the task would be distributed to that machine.
Table 8.1. Task distribution simulation result

<table>
<thead>
<tr>
<th>Task (Period/Deadline)</th>
<th>Client1</th>
<th>Client2</th>
<th>Client3</th>
<th>Client4</th>
</tr>
</thead>
<tbody>
<tr>
<td>BrakeTorqCalc (50000)</td>
<td>14000</td>
<td>14000</td>
<td>10000</td>
<td>14000</td>
</tr>
<tr>
<td>LDM_BrakePedal (10000)</td>
<td>5000</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>GlobalBrakeController (50000)</td>
<td>18000</td>
<td>18000</td>
<td>15000</td>
<td>18000</td>
</tr>
<tr>
<td>ABSatRearRightWheel (50000)</td>
<td>10000</td>
<td>10000</td>
<td>8000</td>
<td>10000</td>
</tr>
<tr>
<td>LDM_RearRightBrake (10000)</td>
<td>N/A</td>
<td>2000</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>WheelTorqCalc (50000)</td>
<td>15000</td>
<td>15000</td>
<td>10000</td>
<td>15000</td>
</tr>
<tr>
<td>LDM_RearRightSensor (10000)</td>
<td>N/A</td>
<td>4000</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>WheelController (50000)</td>
<td>10000</td>
<td>10000</td>
<td>8000</td>
<td>10000</td>
</tr>
<tr>
<td>SpeedSimulator (50000)</td>
<td>40000</td>
<td>40000</td>
<td>35000</td>
<td>40000</td>
</tr>
<tr>
<td>SpeedAtRearRightWheel (10000)</td>
<td>2000</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Total Utilization</strong></td>
<td><strong>98%</strong></td>
<td><strong>96%</strong></td>
<td><strong>52%</strong></td>
<td><strong>80%</strong></td>
</tr>
</tbody>
</table>

8.2.2 Simulation and results

The simulation of this requirement is done by launching four client handlers, each have different capability of running certain task with different execution times. The simulation should give results such that the utilization of each client handler is less than 100% and only runnable tasks are allocated.

The registration information of each of the client handler and task to be run and the simulation results are listed in table 8.1. The task models that are used in this example is the task model of the brake-by-wire system. Here the period of a task and the deadline of the task is assumed to be the same. The numbers shown in each of the columns of the client nodes indicates the summation of the WCCT and WCET of that node. These numbers are measured prior to the simulation in different client nodes, it varies from machine to machine. The highlighted cells are the targets that the tasks are deployed to. The utilization of each of the core is calculated by: .
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Figure 8.1. Comparison of normal sending and group sending

![Comparison of normal sending and group sending](image)

\[ Utilization = \sum \frac{execution time}{period} \]

It shows that all of the client handlers are having utilization of less than 100%, all of the tasks are distributed and all tasks are distributed to a runnable node. It can be concluded that the scheduler is able to distribute the tasks sensibly, it does not give the system a real-time performance, but it is the basic support that a real-time system would need.

This functionality can act as the basis to support a future development, such that EDF can be used in each of the local core. Note that the WCCT and WCET need to be profiled for each individual node. Without the actual timing information, real-time cannot be realized.

8.3 Scalability support

As stated in the goal of this thesis, scalability is one of the focuses in this system. The performance of the system should not result in a severe deterioration of performance. In this design, group sending and asynchronous method handling are used to address this issue.

Related requirement: SW_REQ_3, SW_REQ_4

8.3.1 Group sending

Group sending allows the task to send just one signal to the signal handler, and signal handler would broadcast the signal to the interested targets. This could reduce the communication traffic, especially when the system is large. The group sending is done by each task registering the group sending prior to the execution of the main task. During the execution, a task need to send a group sending signal to signal handler, the signal handler would then distributed the message to the registered target.

The difference of group sending and normal sending is illustrated in figure 8.1. It shows that in normal sending, the number of messages to be sent by the sender
is proportional to the number of targets. In group sending, however, the number of targets does not affect the number of sending in the sender. In any case, only one message is needed to send to the signal handler.

8.3.2 Simulation and results

There are two metrics to be investigated in the comparison of normal sending and group sending. They are the time used for the sending messages and the buffer usage.
Time performance

To simulate the time used for sending message, the sending task is set to be sending to a range of targets, from one target up to ten targets. The messages are sent from the sender to the signal handler, and the signal handler redirects the messages to the targets. The sending task loops to send an increasing number of messages to all of the targets every cycle, i.e. in cycle one, it sends out one message to each of the target; in cycle two, it sends out two messages and so on. The time needed to send the messages are recorded and are plotted in figure 8.2 and figure 8.3.

Figure 8.2 shows the time used for sending messages by using a normal way of sending. It means that if there are ten targets paired with the sender task, the sender task needs to send ten times for every message. As show with the graph, with more targets paired, it would need a long time to send out messages. It is logical to assume the time used for sending certain number of messages to more targets need a long time as it involves more send operations from the sender to the signal handler. The time needed is proportional to both the number of messages to be sent and the number of targets.

When the same setup is compared to using group send. It can be seen even with different numbers of targets, the time used ramps up in about the same rate. It can be explained by that the number of send operations from the sender to the signal handler does not depend on how many targets. Therefore, the time needed to send the messages is solely proportional to the number of messages to be sent.

It is logical to assume that the ratio of time needed to send under normal send to group send is equal to the number of targets, since with the same number of messages per target, the normal send need to send out one time for each target while group send send out one time for all target. Though, this is not entirely true. The ratio of time needed to send under normal send to group send is plotted in...
Table 8.2. Average ratio of time needed for normal send to group send

<table>
<thead>
<tr>
<th>Number of targets</th>
<th>Average ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.97</td>
</tr>
<tr>
<td>2</td>
<td>3.01</td>
</tr>
<tr>
<td>4</td>
<td>8.16</td>
</tr>
<tr>
<td>6</td>
<td>12.20</td>
</tr>
<tr>
<td>8</td>
<td>15.99</td>
</tr>
<tr>
<td>10</td>
<td>24.46</td>
</tr>
</tbody>
</table>

It can be seen that as the number of targets increases, the ratio increases further. The average ratio is listed in table 8.2. This can be argued by the increase number of send operations may queue up in the outgoing buffer of the sending task. Thus, it can increase the delay and therefore the ratio would be larger than the number of targets.

This shows that with the help of the group send, a task that sends out message would not be stalled by the sending operations when the number of communicating targets increases. It can be concluded that this measure provides a better scalability in the sense that the performance of a task, at least for the sending part, would not be deteriorated greatly when the system scales up.

Figure 8.5. Maximum message can be sent for normal send and group send

Footprint

When the receiving component is contented in a communication, the messages queue up in the buffer and wait for receiving. The buffer size and the rate of injection determine the capability of the receiving component. As explained previously, the
number of messages to be sent from a sending task to the signal handler using a normal send would be a multiple of that in group send. Therefore, it would be interesting to investigate the capability of the signal handler on: how many massages per target can be sent before the buffer of the signal handler is full.

The simulation is done with the default setup of the LINX. In both normal send and group send, the same setup is used. The limits before the system complains about buffer full are recorded and are plotted in figure 8.5. The y-axis in this graph indicates how many messages per target can the signal handler handle. By varying the number of targets paired to the sending task, it can be seen that for the normal send, the number of messages that the signal handler can handle drop significantly when the number of targets increases, while that for group send remain quite steady. The rough figures are listed in table 8.3. These figures vary from simulation to simulation due to the indeterministic of the network and task execution, but the rough numbers are obtained. By comparing the numbers, we can conclude that the group sending reduces the footprint or buffer needed due to scaling up of the system, and it can be said to support some degree of requiring less resources for sending messages.

### Asynchronous method handling

As mentioned in section 4.2.4, the asynchronous method handling can increase the delay of a send-and-receive operation. The difference of a synchronous communication and the asynchronous method handling is illustrated in figure 8.6 and figure 8.7. The different colors represent the different communication sets that are handling by the unit.

In this example, both *Sender A* and *Sender B* want to send a message to the receivers and wait for a reply. In the case of synchronous communication, the request from *Sender A* cannot be handled by the middleware until the request of *Sender B* is completed. This delay can be extended if there are multiple groups of senders and receivers, and the total delay would be at least the summation of all the execution times of the receivers.

In the same situation, the asynchronous method handling can react to the request once the previous request is transferred to the receiver. If there are multiple

---

**Table 8.3.** Comparison of maximum message between normal send and group send

<table>
<thead>
<tr>
<th>Number of targets</th>
<th>Normal Send</th>
<th>Group Send</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>770000</td>
<td>770000</td>
</tr>
<tr>
<td>2</td>
<td>390000</td>
<td>730000</td>
</tr>
<tr>
<td>4</td>
<td>190000</td>
<td>690000</td>
</tr>
<tr>
<td>6</td>
<td>130000</td>
<td>670000</td>
</tr>
<tr>
<td>8</td>
<td>90000</td>
<td>660000</td>
</tr>
<tr>
<td>10</td>
<td>70000</td>
<td>660000</td>
</tr>
</tbody>
</table>
groups of senders and receivers, it can be expected that the total delay would not be much greater than the longest execution time among the receivers.

8.3.4 Simulation and results

The simulation of this requirement is tested by simulating the maximum delay from a sending task sending a message to the time it receives the respond. In the setup, all of the sender tasks send out the requests at the same time. By varying the number of concurrent communication pairs and the execution time of the receivers, the maximum delays are recorded and are plotted in figure 8.8 and figure 8.9.

The results, as shown, reflect the reasoning stated in previous section. In a synchronous communication, the maximum delay is proportional to both the number of concurrent communicating pairs and the execution time needed for the receiver. The delays stack up as the number of pairs increases. For the asynchronous method handling, the delay is proportional only to the execution time of the receivers. The increase of concurrent tasks does not affect the delay much. It can be concluded that with the asynchronous method handling, the system is able to scale up without scarifying the performance, unlike the synchronous communication does.
8.4 Accessibility transparency

Another focus of this design is to provide a high transparency. The task object should be able to communicate throughout the system regardless the location of the communicating partner. In this design, this is supported by trading, naming and centralized communication.

Related requirement: SW_REQ_8

8.4.1 Trading and naming

The principle of trading in this system was shown in section 7.3.5. The naming function is sharing a similar idea. A target can be searched by specifying the task name of the target. The application does not need to concern about the location of the task, whether of not it is located in the same node or in remote node. This, thus, provide a better transparency.


8.4.2 Centralized communication

By centralizing the communication in the signal handler, the client nodes do not need to know the connection information, like IP address or hardware address, of target nodes. The only node matters to client nodes is the main node. As long as the client nodes are attached to the main node, it is able to communicate with all other nodes in the network.

8.4.3 Simulation and results

The simulation of this requirement is done by starting two types of task object, one of which is the sender and the other type is the receiver. In total, there are three senders and three receivers. The senders do not know the IP address nor the task names of the receivers. The simulation should show that the senders are able to locate the receivers and do the communications successfully.

Figure 8.10 is the console output of simulation. The tasks with names TASKA\text{X} are the sender tasks and the tasks with names TASKB\text{X} are the receiving tasks. It can be seen that all senders are all able to locate receivers. The output from TASKA3 and TASKB1 are highlighted to explain the results. From the beginning, it shows that TASKA3 is having ID 65606 and TASKB1 is having ID 65601. TASKA3 locates a receiver with ID 65601, which is the ID of TASKB1. Therefore, in the execution below, it can be seen that the TASKB1 is only receiving messages from 65606, which is the ID of TASKA3. Similar observations can be seen in other pairs.

This shows that with the resource manager, tasks can trade for tasks by spec-
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<table>
<thead>
<tr>
<th>Task Name</th>
<th>Node</th>
<th>Original ID</th>
<th>Final ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB_HANDLER</td>
<td>MAIN_NODE</td>
<td>65660</td>
<td>65660</td>
</tr>
<tr>
<td>SCHEDULER</td>
<td>MAIN_NODE</td>
<td>65656</td>
<td>65656</td>
</tr>
<tr>
<td>RESOURCE_MANAGER</td>
<td>MAIN_NODE</td>
<td>65657</td>
<td>65657</td>
</tr>
<tr>
<td>SIG_HANDLER</td>
<td>MAIN_NODE</td>
<td>65658</td>
<td>65658</td>
</tr>
<tr>
<td>FAULT_DETECTOR</td>
<td>MAIN_NODE</td>
<td>65659</td>
<td>65659</td>
</tr>
<tr>
<td>Middleware</td>
<td>MAIN_NODE</td>
<td>65655</td>
<td>65655</td>
</tr>
<tr>
<td>NODE1</td>
<td>RPi1</td>
<td>65662</td>
<td>65662</td>
</tr>
<tr>
<td>NODE2</td>
<td>RPi2</td>
<td>65663</td>
<td>65663</td>
</tr>
<tr>
<td>MIDDLEWARE</td>
<td>MAIN_NODE</td>
<td>65655</td>
<td>65655</td>
</tr>
<tr>
<td>BrakeTorqCalc</td>
<td>RPi1</td>
<td>65665</td>
<td>65665</td>
</tr>
<tr>
<td>LDM_BrakePedal</td>
<td>RPi1</td>
<td>65666</td>
<td>65666</td>
</tr>
<tr>
<td>GlobalBrakeController</td>
<td>RPi1</td>
<td>65671</td>
<td>65679</td>
</tr>
<tr>
<td>ABSatRearRightWheel</td>
<td>RPi1</td>
<td>65667</td>
<td>65667</td>
</tr>
<tr>
<td>LDM_RearRightBrake</td>
<td>RPi1</td>
<td>65668</td>
<td>65668</td>
</tr>
<tr>
<td>WheelTorqCalc</td>
<td>RPi1</td>
<td>65672</td>
<td>65672</td>
</tr>
<tr>
<td>LDM_RearRightSensor</td>
<td>RPi1</td>
<td>65669</td>
<td>65669</td>
</tr>
<tr>
<td>WheelController</td>
<td>RPi1</td>
<td>65673</td>
<td>65677</td>
</tr>
<tr>
<td>SpeedSimulator</td>
<td>RPi1</td>
<td>65674</td>
<td>65674</td>
</tr>
<tr>
<td>SpeedAtRearRightWheel</td>
<td>RPi1</td>
<td>65675</td>
<td>65675</td>
</tr>
<tr>
<td>STARTER</td>
<td>RPi1</td>
<td>65675</td>
<td>65675</td>
</tr>
</tbody>
</table>

Related requirement: SW_REQ_6

8.5 Fault tolerance

Depending on the use of the system, fault tolerance can become critical in a distributed embedded system. Tasks should be guaranteed to be running in order to deliver desired results. A good system should be able to identify faulty tasks and recover from the failure without intervention of the user.

8.5.1 Fault detection and signal redirection

The basic mechanism of the fault handling in the design was discussed in section 7.3.6. The general idea is to detect the failing task, re-invoke the task and redirect the messages.

8.5.2 Simulation and results

Two simulations are designed to test this requirement. For the first one, a number of inter-communicating tasks are running in the system. Some of the tasks are killed intentionally to see if the messages can still be transmitted or received in the system. The transfer table in the signal handler and the running task list in the database handler are compared to see if the redirection is done correctly. The comparison of one of the simulation is listed in table 8.11.

Running task list

<table>
<thead>
<tr>
<th>Index</th>
<th>Source ID</th>
<th>Target ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0]</td>
<td>65674</td>
<td>65676</td>
</tr>
<tr>
<td>[1]</td>
<td>65672</td>
<td>65677</td>
</tr>
<tr>
<td>[2]</td>
<td>65672</td>
<td>65678</td>
</tr>
<tr>
<td>[3]</td>
<td>65671</td>
<td>65679</td>
</tr>
</tbody>
</table>

Figure 8.11. Results for handling of faulty tasks

ifying the type to determine the communicating partners. This can be useful in many applications. For example, if the system is used in an infotainment system, when the system starts, it would try to trade for hardware controller of a specific hardware, like a speaker. It does not require the information to be hard-coded in the program and it allows certain degree of reconfiguration.
It can be seen that the running task list updates the ID of the faulty tasks successfully and the transfer table gives a correct redirection. The four highlighted tasks are the tasks got terminated intentionally and re-invoked. The changes in the running task list in database handler are coherent with the message transfer list in signal handler. It cannot be shown by figures or tables, however, the tasks are able to communicate after the re-invocation of the tasks.

In another simulation, the setup is similar to the previous one, but instead of running all of the tasks in a client node, the tasks are distributed to two different client nodes. Also, instead of killing certain tasks, a client node is physically removed from the network by unplugging the LAN cable. A similar comparison table of the simulation is listed in table 8.12.

It can be seen that the tasks from the unplugged node $RPi1$ successfully move to another node $RPi2$, except for the task $NODE1$, which is the wrapper object for the failing node. Like the previous simulation, the message transfer list is coherent with the running task list. The communications are resumed after the re-invocation of the tasks.

From these two simulations, it can be concluded that the fault detector is able to provide fault tolerance to the system without intervention of users. Though, in the current design, it must exists capable nodes for the faulty tasks in order to resume the operations. For tasks that communicate with sensors or actuators, the moving of a task from one client node to another client node may not always be possible. Also, if a client node is removed from the network, it cannot be reregistered to the system during runtime and the node can no longer be used unless the system restarts.
8.6 Consistency

The last requirement tested in this thesis is the consistency. In a distributed environment, resources are shared and can be commonly used. If the usage of a resource is not controlled, faulty output can occur. In this design, the consistency is done by resource locking.

Related requirement: SW_REQ_9

8.6.1 Resource locking

Resource locking is supported by the resource locking using the resource manager. The procedures of the locking is to request of locking a target by sending a signal to the resource manager and check the reply signal to see if the lock is available for the requesting task. It is quite similar to the trading procedures described in section 7.3.5.

8.6.2 Simulation and results

To test with this simulation, the system is set such that there are three sender tasks, each trying lock a common receiving task then send five messages to it. The receiving task print out the source of the messages once it receives any. The resource lock would lock the receiving task until the lock is released by the sending task after all five messages are sent.

Figure 8.13 shows the console output from the receiving task and the information printed out by the resource manager. RECEIVER is having ID 65560, and the three sender tasks are having ID 65556, 65559, 65561. It shows that when the lock is
applied, only the owner of the lock can access the locked task, and after the lock is released, other tasks can try to own the lock. This shows that the resource manager is able to provide a support of locking and avoid contention in an object. Though, again as stated in 7.3.5, all tasks must follow the rules to guarantee the locking is valid.

8.7 Use case: brake-by-wire system

The system designed is tested with the application, brake-by-wire system. This application is simple to be distributed, yet it requires much communication, fault tolerance, or even real-time performance.

8.7.1 Introduction of brake-by-wire system

Brake-by-wire system is a system aim to replace mechanical braking component with electrical sensors and actuator [54]. In a brake-by-wire system, tasks are communicated interactively. By sensing the position of the brake pedal and the current rotational speed, the system determine how much torque should be supplied to the brakes of each of the individual wheel.

Anti-lock Braking System (ABS) is part of the brake-by-wire system that uses information of the rotational speeds to determine if the wheel is under slipping, and thus control the applying torque accordingly.

Since a braking system requires deterministic behaviour, the tasks within the system have hard deadlines and the system should be robust and fault-tolerant.
8.7.2 Simulation setup of the use case

The demonstration is a collaboration of six students’ works. Besides the author of this thesis, the group includes: J. Larsson, A. Kouhestani, J Pérez, R. Hultman and T. Lindblad, with the supervision of B. Claesson, D. Scholle and help from S. Ullström, D. Skoglund and M. Saadatmand of XDIN AB.

This use case is simulated with the designed system. On top of the brake-by-wire system, a simple task that controlling a motor by a throttle pedal is also implemented in this use case. The system setup is shown in figure 8.14. As shown in the figure, the Raspberry Pi is connected to the sensors and motor controllers through Arduino boards. These boards act as the interface and provide analog to digital conversion and generation of Pulse-Width Modulation (PWM) signals to read in from sensors and to control the controllers. The demonstration of this system consists of two actual motors, two motor controllers, a wheel, two pedals and two potentiometers as the sensors.

In this setup, the use case is run by four Raspberry Pi: one for the controlling of sensors from pedal and the actuator for the main motor, one for the sensing of wheel rotation speed and the actuator of the brake, one for some of other calculation tasks and one for the middleware and backup of non-hardware related tasks.

The system connects also to an Android device for controlling the starting, stopping and pausing, and displaying information of the system. The communication between the system and the android device is through Mosquitto[55], an implementation of MQTT[56], which is a message passing protocol through publish and subscribe. This part is not part of the system, but is only for the demonstration purpose of the brake-by-wire system. The layout of the Android device is not designed by this thesis, but is shown in figure 8.15. This Android device shows the information, like the sensor values, actuator values, delay and all important information in

---

**Figure 8.15.** Layout of the Android control and display device
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the system.

8.7.3 Challenges of brake-by-wire system

The brake-by-wire system consists of many functional components, each performs a simple calculation. The traffic in the system is heavy and requires responsive middleware for handling the communication. Since each of the task objects has only one port and they need to communicate with more than one other task. Some of the measures are needed to be taken care of in order to have a efficient communication.

As a real-time system, the tasks should not be blocked by the waiting for messages and sending messages, and the components in the system should be able to set up all the configuration, including starting communication with the hardware peripherals, locating communication targets, etc. prior to the execution of the function part. Also, in this system the tasks should be able to receive from more than one source with the knowledge of where the received messages are from. Though not necessary, the system also requires certain fault handling to become more robust.

To address these challenges, on top of the support that the system provides, there are functionalities developed in the system specifically for this use case. They are two-phased execution and group receiving.

8.7.4 Two-phased execution

Two-phased execution is to divide the execution of the application in the two parts, the second part is a normal execution of the periodic tasks, the first part is used for a set up prior to the normal execution.

In a distributed system, each of the tasks can be started at different point of time, and before entering the main loop, different tasks may need different amount of time to setup. The time point of every tasks are “ready” in the system is not precise. Therefore a synchronous starting is implemented to divide the execution into two phases.

In the first phase, which is called initial phase, tasks register themselves into databases, locate tasks to communicate with, set up the target of group sending and source of group receiving and configure the hardware to communicate with. Once a task has finished all the setup, it issues to the database handler indicating that it is ready. The database handler gathers all the ready signals and once all the tasks are ready, it would send out signals to the system to initiate the starting of the execution phase. This aim to provide a closer start times throughout the system and guarantee every task is ready to commit.

8.7.5 Group receiving

As mentioned, the tasks need to receive messages from more than a source. The messages can be ready at different points of time and with different orders every time. Also, if the receiving task is executed slower than expected, the messages may
queue up in the receiving buffer of the task. In a long run, this delay may queue up and results in a delayed reaction in the end actuators.

Group receive is used to handle these problem. The idea of the group receive is that the receiver registers the sources that it would receive from in a predefined order during initial phase. When the system enters the execution phase, the task send a requests to the signal handler and the signal handler would then reply with the messages that it gathered in the order of the registration. In this way, the order of the receiving messages represents the source of the messages, and since the signal handler is the only object that sending messages to the receiver, the order would be determined.

Another thing this group receive does is that it keeps the most updated values of the messages. For instance, if a receiving task is delayed for a cycle, two messages from each of the sources would have sent to the signal handler. The signal handler would not queue up the messages, but it would overwrite the old messages with the new ones. In this sense, the receiving end can already get the most recent values that the signal handler obtained, and the problem of stacked delay can be eliminated.

8.7.6 Results of the use case

The role of this use case is to validate some of the design decision. The use case is a good example of the designed system. Each node is running a copy of client handler to receive and spawn tasks. The client nodes have no knowledge of other client nodes in the rest of the system. Through communicating with middleware and using the accessibility supports provided, all the client nodes are working together and form the brake-by-wire system.

From the simulation, it shows that with the tasks are deployed according to the registration of the client nodes. The tasks communicate efficiently and effectively in the system. The system is responsive without noticable delay. This simulation also demonstrates the fault tolerance that the system provide. During the runtime, a client node is removed from the system. The fault detector successfully detects the faulty node and respawns the tasks in a backup client handler.

The brake-by-wire system is tested with expected functionalities. The system, at the moment, cannot achieve a real-time performance, but it can demonstrate the responsiveness, fault tolerance and successful communications. It can be concluded that this system provides basic supports and functionalities to run actual applications. There is more work to be done in order to achieve real-time, but this design acts as a good start to an actual distributed real-time embedded system.

8.8 Conclusion on the implementation

In this chapter, the performance of different areas of the system is tested and the results are evaluated. It can be concluded that the system is a functioning distributed system that takes into account of transparency, scalability, real-time support, fault
tolerance and consistency. The design is not yet a complete system, but it is able to demonstrate support in different aspects, and it can run actual applications with correct functionalities. In summary, this system is a good start for building an actual system.
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Conclusion and Future Work

9.1 Conclusion on the project

This project covers both the academic study and actual design and implementation of middleware and distributed real-time embedded system. In the academic study, through analyzing different existing distributed system, a long-term specification is determined with the concerns of different requirements, focusing mainly on different transparencies of the system.

The project starts reaching the specifications by building up a basic distributed system with concerns in the requirements that the project is targeting on. The current design from this project is successful and it demonstrates the different supports, functionalities and potentials in the system. It is a good starting point for further developments.

A use case is used to validate the functionalities of the system. Through that, it can be concluded that the system is able to provide basic supports of reducing memory footprint, communication and fault tolerance.

9.2 Limitations

As a first step of building a complete system, there are lots of limitations in the system that need to be overcome. In this report, some of the limitations are mentioned. Here, they are listed together with other limitations known in the system:

- The system does not provide real-time solution. Real-time performance requires all the machines, operating systems and communication network to be real-time and/or deterministic.

- The scheduling is an offline scheduling.

- Point-to-point communication cannot be done.

- Fault handling requires an available client node to re-invoke a task, a faulty node cannot restart and resume in the system.
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- The re-invocation of a task does not inherit the states of the old task.
- Task migration is not possible.
- Consistency requires the tasks to be written with certain rules.
- Locking of resource is done only by a simple lock.
- The system does not detect or take care of deadlock.
- QoS support is not yet implemented.

9.3 Future work

Based on the limitations and other concerns, a list of future work is identified:

- Implement real-time scheduling in client node.
- Implement online scheduling and online profiling of execution time.
- Implement a deterministic communication platform.
- Use cold standby to save the states of the tasks
- Allow adding of new nodes during runtime.
- Provide support of point-to-point communication.
- Implement hierarchical locking.
- Actively check the locking status of a task.
- Provide end-to-end QoS support.
Appendix A

System interface

Initial functions

```c
int gethostname(...) /* get the name of the machine */
int mw_ipc_opensocket(...) /* open a socket for LINX communication */
MW_SPID mw_ipc_find_server(...) /* find the db_handler or trace_handler */
int mw_ipc_register(...) /* register to database handler */
int mw_ipc_unregister(...) /* unregister from database handler */
MW_SPID mw_ipc_getSpid(...) /* get the ID of the target, the ID is local */
int mw_ipc_findAndAttach(...) /* find and attach to a task */
int mw_ipc_attach(...) /* attach to a task */
```

Trace functions

```c
struct timeval mw_ipc_get_timestamp(...) /* get the current time stamp */
int mw_ipc_set_tracelevel(...) /* set the trace level */
int mw_ipc_trace_info(...) /* info tracing */
int mw_ipc_trace_profile(...) /* trace the wcet and wcct */
int mw_ipc_trace_error(...) /* trace error messages */
int mw_ipc_trace_group(...) /* trace group sending messages */
int mw_ipc_set_trace(...) /* set trace signal */
int mw_ipc_trace(...) /* send a trace signal */
```

Accessibility supporting functions

```c
void mw_ipc_trade(...) /* trade for a list of handler for a task */
MW_SPID mw_ipc_sender(...) /* get the ID of the sender of a LINX signal */
MW_SPID mw_ipc_findTask(...) /* find a task by name */
```
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Scheduling functions

int mw_ipc_spawn_middleware(...) /* restart the middleware in case if it fails */
int mw_ipc_sendTask(...) /* send a task to a client node */

Communication functions

struct MW_MESSAGE mw_ipc_receiveMessage(...) /* receive a message */
int mw_ipc_sendMessage(...) /* send a message */
Appendix B

Wrapper interface

Initial functions

int gethostname(...) /* get the name of the machine */
int mw_wrapper_opensocket(...) /* open a socket for LINX communication */
MW_SPID find_server(...) /* find the db_handler or trace_handler */
int mw_wrapper_findAndAttach(...) /* find and attach to a task */
int mw_wrapper_registerTask(...); /* register the task runnable in this node */
int mw_wrapper_register(...); /* register to db_handler */
int mw_wrapper_unregister(...); /* unregister from db_handler */

Trace functions

struct timeval mw_wrapper_get_timestamp(...) /* get the current time stamp */
int mw_wrapper_set_tracelevel(...) /* set the trace level */
int mw_wrapper_trace_info(...) /* info tracing */
int mw_wrapper_trace_profile(...) /* trace the wcet and wcct */
int mw_wrapper_trace_error(...) /* trace error messages */
int mw_wrapper_set_trace(... /* set trace signal */
int mw_wrapper_trace(...) /* send a trace signal */

Task spawning functions

int mw_wrapper_receiveTask(...) /* receive a task from scheduler */
int mw_wrapper_spawn(...) /* spawn a task locally */

Termination function

int mw_wrapper_checkEnd(...) /* check if the application is terminated or not */
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Task interface

Initial functions

int gethostname(...) /* get the name of the machine */
int mw_port_opensocket(...) /* open a socket for LINX communication */
MW_SPID mw_port_find_server(...) /* find the db_handler or trace_handler */
int mw_port_findAndAttach(...) /* find and attach to a task */
int mw_port_register(...) /* register to db_handler */
int mw_port_unregister(...) /* unregister from db_handler */

Trace functions

struct timeval mw_port_get_timestamp(...) /* get the current time stamp */
int mw_port_register_trace(...) /* register to trace_handler */
int mw_port_set_tracelevel(...) /* set the trace level */
int mw_port_trace_info(...) /* info tracing */
int mw_port_trace_profile(...) /* trace the wcet and wcct */
int mw_port_set_trace(...) /* set trace signal */
int mw_port_trace(...) /* send a trace signal */

Timing functions

int mw_port_wct (...)/* record the execution time */
int mw_port_wcct(...) /* record the communication time */
int mw_port_period_sleep(...) /* sleep until next period starts */
int mw_port_startSync(...) /* synchronize the starting of all tasks */
int mw_port_checkPause(...) /* check if the application is paused or terminated */
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Communication functions

int mw_port_setGroupReceive(...) /* set the sources of group receive */
int mw_port_setGroupSend(...) /* set the targets of group send */
int mw_port_setGroupSend_wspid(...) /* set the targets of group send by ID */
int mw_port_groupCheckReady(...) /* check if messages of group receive are ready */
int mw_port_send(...) /* send a message */
int mw_port_receive(...) /* receive a message */
int mw_port_receive_w_tmo(...) /* receive a message with timeout */
int mw_port_groupSend(...) /* sending a group message */
int mw_port_receiveGroupRequest(...) /* receive group messages */

Resource managing functions

MW_SPID mw_port_findTarget(...) /* find a task */
MW_SPID mw_port_trade(...) /* trade for a task */
int mw_port_registerlock(...) /* register as lockable task */
int mw_port_lock(...) /* lock a task */
int mw_port_lock_wspid(...) /* lock a task with ID */
int mw_port_release(...) /* release a lock */
int mw_port_release_wspid(...) /* release a lock with ID */
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