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Abstract

The objective of this licentiate thesis is to develop novel algorithms and improve existing methods for urban land cover mapping and urban extent extraction using multi-temporal remote sensing imagery. Past studies have demonstrated that synthetic aperture radar (SAR) have very good properties for the analysis of urban areas, the synergy of SAR and optical data is advantageous for various applications. The specific objectives of this research are:

1. To develop a novel edge-aware region-growing and -merging algorithm, KTH-SEG, for effective segmentation of SAR and optical data for urban land cover mapping;

2. To evaluate the synergistic effects of multi-temporal ENVISAT ASAR and HJ-1B multi-spectral data for urban land cover mapping;

3. To improve the robustness of an existing method for urban extent extraction by adding effective pre- and post-processing.

ENVISAT ASAR data and the Chinese HJ-1B multispectral data, as well as TerraSAR-X data were used in this research. For objectives 1 and 2 two main study areas were chosen, Beijing and Shanghai, China. For both sites a number of multitemporal ENVISAT ASAR (30m C-band) scenes with varying image characteristics were selected during the vegetated season of 2009. For Shanghai TerraSAR-X strip-map images at 3m resolution X-band) were acquired for a similar period in 2010 to also evaluate high resolution X-band SAR for urban land cover mapping. Ten major landcover classes were extracted including high density built-up, low density built-up, bare field, low vegetation, forest, golf course, grass, water, airport runway and major road.

For Objective 3, eleven globally distributed study areas where chosen, Berlin, Beijing, Jakarta, Lagos, Lombardia (northern Italy), Mexico City, Mumbai, New York City, Rio de Janeiro, Stockholm and Sydney. For all cities ENVISAT ASAR imagery was acquired and for cities in or close to mountains even SRTM digital elevation data.

The methodology of this thesis includes two major components, KTH-SEG and KTH-Pavia Urban Extractor. KTH-SEG is an edge aware region-growing and -merging algorithm that utilizes both the benefit of finding local high frequency changes as well as determining robustly homogeneous areas of a low frequency in local change. The post-segmentation classification is performed using support vector machines. KTH-SEG was evaluated using multitemporal, multi-angle, dual-polarization ASAR data and multispectral
HJ-1B data as well as TerraSAR-X data. The KTH-Pavia urban extractor is a processing chain. It includes: Geometrical corrections, contrast enhancement, built-up area extraction using spatial statistics and GLCM texture features, logical operator based fusion and DEM based mountain masking.

For urban land cover classification using multitemporal ENVISAT ASAR data, the results showed that KTH-SEG achieved an overall accuracy of almost 80% (0.77 Kappa) for the 10 urban land cover classes both Beijing and Shanghai, compared to eCognition results of 75% (0.71 Kappa). In particular the detection of small linear features with respect to the image resolution such as roads in 30m resolved data went well with 83% user accuracy from KTH-SEG versus 57% user accuracy using the segments derived from eCognition. The other urban classes which in particular in SAR imagery are characterized by a high degree of heterogeneity were classified superiorly by KTH-SEG. eCognition in general performed better on vegetation classes such as grass, low vegetation and forest which are usually more homogeneous.

It is was also found that the combination of ASAR and HJ-1B optical data was beneficial, increasing the final classification accuracy by at least 10% compared to ASAR or HJ-1B data alone. The results also further confirmed that a higher diversity of SAR type images is more important for the urban classification outcome. However, this is not the case when classifying high resolution TerraSAR-X strip-map imagery. Here the different image characteristics of different look angles, and orbit orientation created more confusion mainly due to the different layover and foreshortening effects on larger buildings. The TerraSAR-X results showed also that accurate urban classification can be achieved using high resolution SAR data alone with almost 84% for eight classes around the Shanghai international Airport (high and low density built-up were not separated as well as roads and runways).

For urban extent extraction, the results demonstrated that built-up areas can be effectively extracted using a single ENVISAT ASAR image in 10 global cities reaching overall accuracies around 85%, compared to 75% of MODIS urban class and 73% GlobCover Urban class. Multitemporal ASAR can improve the urban extraction results by 5-10% in Beijing. Mountain masking applied in Mumbai and Rio de Janeiro increased the accuracy by 3-5%. The research performed in this thesis has contributed to the remote sensing community by providing algorithms and methods for both extracting urban areas and identifying urban land cover in a more detailed fashion.
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1 Introduction

1.1 Rational for the Research

Urbanization is a phenomenon ongoing all around the globe. Since 2008, more than half of the world's population was already living in cities (UN, 2011), with a tendency of a significant future increase also within the next decades. In 2030 more than 60% of the world's population are expected to live in cities. This strong current of human beings into the cities has a strong impact on the structure of those cities and their growth rate.

This changes not only the urban structure but also alters the climate, influences the ecology and how life in society is organized, on local, regional and global scale (Schneider et al. 2009, Seto et al., 2011).

For understanding the detailed sources of those changes, urban mapping is a very important source of information being able to model the urban environment in a comprehensive way.

A very suitable source due to its global accessibility is satellite imagery. A large variety of missions providing information in various part of the electromagnetic spectrum is currently available. Multi-spectral missions like the Landsat, Spot or Geoeye series cover the short-wave spectrum and different RADAR missions like Sentinel-1, TerraSAR-X or Radarsat cover longer wave lengths. These different sources can contribute with different kinds of information gain. We have e.g. information about color and texture, infrared and heat emission as well surface roughness and electrical properties. The large number of missions available is a blessing for civil research, but it also creates the need for handling large amounts of data preferably in a more and more automated way to keep analysis time and cost efficient and low. This raises a need for new analysis and algorithm development for handling this data.

With new missions also the resolution and hence minimum mapping unit increases greatly. From very coarse resolutions as provided from MODIS (250 – 1000m) over medium resolution as e.g. ENVISAT ASAR or Landsat (30m) to high and very high resolutions imagery as for example from Quickbird or TerraSAR-X (1m), everything is
available nowadays. How data is best analyzed changes drastically with the resolution, since also the physical surface of the earth that is contributing to the final observed value represented in one pixel changes. Pixel resulting from large surface of $10^3$ or $100^3$ of meters are often constructed by a multitude of different land-cover types especially in urban areas with it’s high heterogeneity, whereas pixels from high resolution imagery of a couple of meters and below typically only represent one type of land cover. Here it is meaningful to convert from pixel-based image analysis to object based image analysis (Blaschke & Strobl, 2001, Blaschke, 2010). Especially in higher resolution, but also in mid resolution imagery object based image analysis can be beneficial due to the new features like geometrical and topological properties that it brings into the analysis process (Jensen, 2005).

The key to working with image objects lies in image segmentation which describes a number of different methodologies of how to extract image objects from raster data. This is not a new research fields (Haralick & Shapiro, 1984, Pal & Pal, 1993 or Hay & Castilla, 2006), but the advances in computation technology make the construction of more and more potent algorithms possible and hence new algorithms are frequently presented.

1.2 Research Objectives

Paying tribute to the rapidly developing field of space-borne earth observation both in terms of quantity and quality the focus of this research lies in working with satellite imagery.

The objective of this licentiate thesis is to improve existing methods and develop novel methods and algorithms for urban extent extraction and urban land cover mapping using multi-temporal remote sensing imagery. Past studies have demonstrated that synthetic aperture RADAR (SAR) imagery is well suited for the analysis of urban areas. The synergy of SAR and optical data is advantageous for various applications. The specific objectives of this research are:

1. To develop a novel edge-aware region-growing and merging algorithm, KTH-SEG for effective segmentation of SAR and optical data for urban land cover mapping
2. To evaluate the synergistic effects of multi-temporal ENVISAT ASAR and HJ-1B multi-spectral data for urban land cover mapping

3. To improve the robustness of an existing method for urban extent extraction by adding effective pre- and post-processing.

### 1.3 Organization of Thesis

This thesis is organized in 6 main chapters. Chapter 1 gives a brief rational and introduces the main objectives for this research. Chapter 2 gives an overview over the literature touching the main research fields in this thesis. Chapter 3 describes the main study areas and data used during the course of the development of KTH-SEG and KTH-Pavia Urban Extractor. In Chapter 4 the methodology behind the previously named tools is inspected and described thoroughly. Chapter 5 presents and discusses the main findings of the different studies compiling this thesis and Chapter 6 gives round up of the whole work concluding with the contribution of this research and an outlook of where to go from here. In the end a reference list and the 4 papers written during the course of this licentiate are presented. Papers I, II & IV cover applications of KTH-SEG and paper III describes the KTH-Pavia Urban Extractor. Paper I focuses on data fusion aspects of SAR and optical data. Paper II explains the principles of KTH-SEG, compares it with eCognition and explores the suitability of different combinations of SAR data stacks for urban land cover mapping. Paper IV provides some insight into urban land cover mapping with high resolution X-band SAR data.
1.4 Contribution in Co-Authored Papers

In all co-authored papers of this thesis I Alexander Jacob have contributed to both writing and practical performance of the research conducted. All visualizations were co-designed by Yifang Ban and me, and were produced by me with the exception of the world map showing the study areas in paper III, which was done by Yifang Ban.

In papers II & III, where Yifang Ban is the first author, she initiated the ideas for the research and has done the main writing of the paper. I performed the implementations of the algorithms and have contributed to the writing of selected sections. In the case of paper II I have written a major part of the methodology, and co-written the sections on data description, as well as results and discussion. In paper III I have co-written the methodology, results and discussion sections. Paolo Gamba contributed with the original algorithms and help with the revision of the paper.

In the paper I & IV the main drafting of the paper was done by me. Yifang Ban participated in the experimental design, data selection and discussions of the methods and results; co-wrote the abstract, introduction and conclusions and edited the rest of the paper prior to publication.
2 Literature Review

2.1 Remote Sensing for Urban Land Cover Mapping

2.1.1 Optical Data for Urban Land Cover Mapping

Urban land cover mapping from optical data can be seen as the traditional way and has been performed in numerous studies. In recent years the studies for urban land cover mapping and classification focus predominantly on high resolution satellite imagery (e.g. IKONOS, Quickbird, Worldview, Geoeye, etc.). Weng et al. (2014) provided a thorough review on all sensors that are used for urban mapping and observations, including optical, SAR and night-time images. Hester et al. (2008) used multi-spectral Quickbird imagery that they pansharpened to 0.61m resolution. Using a hybrid classification approach based on a supervised MLC and ISODATA they achieved about 89% overall accuracy and 0.87 kappa for 6 classes over the urban area of suburban Raleigh, North Carolina, USA. Also Thapa and Murayama (2009) researched in a similar direction, combining MLC, ISODATA and fuzzy classification approaches. Evaluating each of the three methods individually, as well as the combined approach, they found that combination performs best with 89% overall accuracy and 0.87 kappa on ALOS AVNIR2 imagery over Tsukuba, Japan. Pacifici et al. (2009) developed a texture based neural network classification algorithm, which was tested over Rome and several American cities. Panchromatic Quickbird and WorldView-1 images were classified with up to 0.9 in kappa accuracy on ten to eleven classes. Bashkeran et al. (2010), Moran (2010) and Myint et al. (2011) compared object- vs. pixel-based classification accuracy in urban reas using IKONOS respectively Quickbird images. Both found that object based classification was superior to pixel-based classification with an advantage of at least 10% overall accuracy or 0.1 in kappa.

Novack et al. (2011) analyzed WorldView-2 and simulated Quickbird-2 data using four different classifiers, Decision Tree, Random Forest, SVM and Regression Tree. Random forest was found to be best in their object-based classification with on average 0.95 of kappa accuracy. They further found that more spectral bands have a positive impact on the final classification outcome, especially in shadowed areas. Pu et al.
(2011) compared ANN and MDC as well as object-based and pixel-based classification. Finding that the object-based ANN performed best on IKONOS imagery over Tampa Bay, Florida, USA. Zhang et al. (2009) analyzed the trajectories of urban land and industrial land in Shanghai over the 30 years using historical Corona, Landsat and Spot imagery. Using a hierarchical object based classification approach they achieved up to 86% overall accuracy. Hu et al. (2009) analyzed urbanization in the Yangtze River Delta using Landsat and CBERS imagery. For 4 epochs the the urbanization index was calculated and compared. Furberg and Ban (2012) classified Landsat-5 imagery over 3 different epochs for monitoring urban sprawl. They used a combination of texture features and spectral features as input for a MLC reaching accuracies of 0.92-0.94 in kappa. Haas and Ban (2014) performed urban land cover classification for the purpose of post-classification change detection using random forests classification on Landsat-5 and HJ-1A&B imagery over three urban regions in China. For this mid-resolution imagery classification accuracies between 0.80 – 0.86 where reached having eight classes.

2.1.2 SAR Data for Urban Land Cover Mapping

That SAR imagery is suitable for urban land cover mapping has been demonstrated. A good summary of how to apply SAR sensors for this task, is given by Henderson and Xia (1997) and Xia and Henderson (1997). In these two papers they show for which tasks and with which information SAR can be applied for urban land cover mapping. In many cases they refer to airborne sensors, but in the present we have a number of spaceborne sensors available providing just as good data (e.g. TerraSAR X, Radarsat-2 and ALOS PALSAR). These sensors provide both, high resolution and images of different polarization, two important sources of information for successful mapping of urban areas. Other important features mentioned are images of different band (i.e. L, C or X-band), orbit orientation and angle of incidence (Xia and Henderson, 1997). The use of interferometric SAR has also been proved to provide reasonable results as well (e.g., Strozzi et al., 2000; Engdal and Hyvölä, 2003). They demonstrated this using a large number of ERS1&2 image pairs. Li et al. (2010) used polarimetric features derived from aerial high resolution L-Band SAR and could at least for the urban class of their classification scheme of 7 classes achieve over 80% accuracy. Alberga (2007) reached similar results with the same airborne
sensor and analysis based on polarimetric features finding some more urban classes but even here good results were only achieved for some classes.

Apart from which products of SAR imagery are used there is also a large variety in the methodology applied to these scenes. Dell’Acqua and Gamba (2006) used a multi-scale grey-level-co-occurrence-matrix (GLCM) approach reaching roughly 70% accuracy with ENVISAT ASAR and Stasolla and Gamba (2008) with ALOS PALSAR data achieved similar accuracies. Yang et al. (2009) used GLCM, Gabor and histogram of orientated gradients as input for an extreme random forest classifier on TerraSAR X spotlight imagery and reached 80% overall accuracy in their urban land cover map. Voisin et al. (2010) applied three different methods based on Markov random fields, GLCM and Power density functions (PDF) on TerraSAR X and Cosmo Skymed data for solving a simple land cover classification problem of three classes, finding that a combination of intensity and textural features yield the best results. In their study they observed slightly better results using Cosmo Skymed data than using TerraSAR X data. An improved version of their algorithm is presented in Voisin et al. (2012). Testing based on Cosmo Skymed data was very successful for their previous three class problem (98% overall accuracy). Esch et al. (2010) performed urban settlement detection using strip-mode imagery from TerraSAR X. They achieved 90% accuracy with their approach based on local speckle divergence and intensity of backscatter. It should be noted that the number of classes sought to be identified in those papers was always quite low (5 or less).

With very high resolution imagery the focus of techniques changes again. Here the SAR specific characteristics of the path of the signal and how it is reflected on different surfaces is of even higher importance. A study based on simulated data is performed by Maragerit et al. (2010). Another study (Reigber et al., 2007) uses sub-aperture decomposition of full polarimetric 1m x-band SAR from an airborne sensor. Hu and Ban (2012) analyzed Radarsat-2 C-Band imagery of Canada using an object-based and hierarchical knowledge-based classification approach. They were able to distinguish both urban land cover classes with an overall accuracy of almost 82% from 3 SAR scenes. In a series of papers Niu & Ban (2012, 2013a, 2013b & 2014) develop algorithms for urban classification using full polarimetric SAR
data from the Radarsat-2 mission. Outgoing from an stochastic expection-maximization (SEM) algorithm in combination with a markov random field (MRF) applied on a spatially variant finite mixture model (SVFMM), classification overall accuracies of up to 85% (0.83 kappa) where achieved on ten different classes. Introducing a rule-based classification scheme could improve the accuracy further to 89% overall accuracy. Switching from pixel-based to an object based approach and introducing SVM as the classifier the accuracies went up to 90% overall accuracies.

2.1.3 Fusion of SAR and Optical Imagery for Urban Land Cover Mapping

In the recently published book chapter, Ban et al. (2014) provided a comprehensive overview of the latest techniques and novel methods on fusion of SAR and optical data for urban land cover mapping and change detection.

A good introduction into the topic and a categorization of different approaches is given by Richards (2012) Chapter 12. He outlines four solution categories: image stacking, statistical merging, evidence theory and knowledge based approaches. The first two approaches he find only reasonable to be used with sensors of the same type of data, like for example two optical sensors or two radar sensors, the latter two can be used with arbitrary kind of sensors.

Another way of dividing fusion techniques is given by Pohl and Van Genderen (1998), which is also used by Zhang (2010). They divide the data fusion into pixel based, feature based and knowledge based fusion. Pixel based fusion is further divided into component substitution techniques such as PAN sharpening by IHS transformation, modulation-based fusion techniques and finally MRA (multi resolution analysis) fusion techniques. All these are mainly applied to fusion among one sensors bands or at least of very similar character. For high level fusion of sensors like SAR and optical very often either post classification or a combined classification are selected. In that case preferably a classifier independent of the underlying distribution function such as neural networks, support vector machines (SVM) or Markov random fields (MRF) should be used.
Zhang et al. (2010) created a block based regression model for fusing data of different sources, outperforming techniques like IHS, PPA, Wavelet-based and SVR in terms of correlation between fused data and original data sets. It proved to be suitable for SAR and optical data specifically. This technique falls in the feature based merging category.

Before actual image fusion can be performed however, images need to be correctly co-registered to each other. Traditionally this is performed by manually selecting identical points in image pairs and based on these calculate the transformation parameters to bring one image into the coordinate system of the other or the corresponding reference system if one of the images is geo-referenced. Classic approaches can be found in Jensen (2005) (Ch. 7) or Richards (2012) (Ch. 2), who treat also all other geometric distortions and effects there. This however is not very feasible when many images are involved. Here automatic approaches like in Zhang et al. (2000) should be applied. Their method is based on local grey level matching on image pyramids. A well of information on the topic in general in form of a very extensive literature review is given by Zitová and Flusser (2003). They covered all aspects of the topic for a number of different disciplines like remote sensing, computer vision and medical applications. They divided the methods into area based and feature based methods, where the classical approach of control point selection would be feature based. They also described the process as a whole, dividing it into 3 steps: feature or area selection, transformation and image resampling. Due to the difference in dynamic range in terms of grey levels between radar and optical data, the area based methods are less suited than the feature based approaches for these kinds of problems. A more recent approach by Yu et al. (2008), combines scale invariant feature transformation (SIFT) for coarse matching and piecewise linear transformation based on the Harris corner detector for matching Quickbird, Spot and Landsat imagery. Another approach by Müller et al. (2007) is based on edge detection, where the detected edges from several images can be used to bring them together or to be matched with vector based map databases for geo-referencing. In 2010 Wong and Clausi published an improvement on their ARRSI algorithm from Wong and Clausi (2007). This latest version is another feature based technique based on Wavelets, that has been proven to be useful for combinations of sensors of very different characters like optical and SAR as well as optical and LiDAR in a fully automatic manner. They got rms-errors of only a few pixels which is very good for an automatic
approach, but might still not be good enough for common processing where typically sub-pixel registration accuracy is required. One final example of a rather successful intensity based approach is from Chen et al. (2003). They were able to co-register quite well RADARSAT and Landsat TM images with their mutual information based algorithm.

Examples of successfully applied data fusion, can among others, be found by Ban (2003) where she combined a time series of ERS-1 and Landsat TM images for agricultural classification of 8 different crop types, finding that the fusion of sensors is superior to single sensor processing as well as an improved robustness of classification using artificial neural networks in comparison to a maximum likelihood classifier. A similar survey was undertaken by McNairn et al. (2009) using Radarsat 1, ENVISAT ASAR, Spot 4 & 5 and Landsat 5 data, explicitly pointing out the advantage of fused data sets over single sensor surveys. Ban et al. (2010) made use of Quickbird and Radarsat data for urban land cover mapping fusing the data on a decision level after segmentation, mainly to solve confusion problems of specific classes in the Quickbird image with the aid of Radarsat, which proved to be very successful for specific classes. Corbane et al. (2008) combined Radarsat with Spot 4 and ENVISAT ASAR with Spot 5 imagery for the purpose of rapid urban mapping. They started with individual texture analysis of the images and the actual fusion was performed afterwards using a fuzzy decision rule set. Their results also yield potential in fusing optical and radar data. Another interesting article is given Pacifici et al. (2007) summarizing the results of the GRSS Data Fusion Contest of 2007 where the participants were provided with ERS 1 & 2 as well as Landsat 5 & 7 data. The winning algorithm was based on neural network, where the fused input was derived from principle component analysis of the individual datasets.

Except Ban et al. (2010) all other quoted papers in this section are making use of pixel based techniques. In recent years however object based approaches have taken over, due to their advantages by adding the information created by a larger group of pixels. Object Based Image Analysis
2.1.4 Segmentation

In contrast to pixel based analysis objects based image analysis can profit from additional features of object like texture, the shape and even the spatial context of several objects. The developed algorithms can roughly be divided into three groups Blaschke et al. (2005): Pixel based (e.g. thresholding techniques), edge based (i.e. determine boundaries of segments to define those) and region based segmentation techniques such as region growing, merging and splitting. The growing techniques start generating segments from the pixel domain by local homogeneity criteria. The splitting techniques work the other way around and in extreme cases start with one segment representing the whole image which is then subdivided. In both cases, growing and splitting, often a merging phase follows putting together adjacent segments if they are sufficiently alike based on statistical measures representing e.g. spectral and textural information. A good review of applications with optical data is given by Blaschke (2010). The most applied approach since it is implemented in eCognition Trimble (2011) and Berkely Image Segmentation BerkEnviro (2011), is based on Benz et al. (2004). Minor differences of their performance can only be due to propriety changes within the closed source code (Clinton et al., 2010).

A variety of segmentation procedures has been proposed utilizing one or more of the previously stated properties for the segmentation of SAR images. Yang et al. (2008) proposed a method using a combination of Markov-Random-Field and Region Adjacency Graphs for segmentation of optical and SAR data, X. Zhang et al. (2008) used a combination of spectral clustering techniques for segmentation of SAR data, Quan et al. (2008) experimented with a combination of probabilistic neural networks and multiscale autoregression, Galland et al. (2009) segmented high resolution airborne SAR data as well as mid resolution ERS-1 using Fisher-Distributions, Tan et al. (2009) used a different approach based on MAP classification and anisotropic diffusion smoothing and Liu et al. (2010) created a multi-objective immune clustering ensemble technique (MICET) which is also performed for segmentation on SAR data. Further examples of specific interest for this work are given by Z. Wang et al. (2010), who proposed a method utilizing spectral information as well as shape measures for a statistical region merging process based on optical data. Barbieri et al. (2010) used an entropy based approach which works with the texture of an optical data object, Gu et al. (2008) used polarimetric SAR data in a
statistical region merging procedure where Y. Wang et al. (2010) used a clustering approach utilizing clustering techniques in Tensor space. Carvalho et al. (2009) used another method for SAR images also growing and merging regions. An enhanced region growing approach using edge penalties was presented by Yu and Clausi (2008). Testing on artificial and real SAR imagery showed very good agreement with manual derived segmentation. A further improvement of the algorithm was later presented by Qin and Clausi (2010). Most recently a new approach using stationary wavelet transforms (SWT) and algebraic multigrids has been developed and presented by Deng et al., (2014). A post segmentation classification over Toronto, Canada, was performed in 80% overall accuracy using Radarsat-2 imagery. A comparison to eCognition delivered results close to 77% overall accuracy.

Evaluation of segmentation results is discussed by H. Zhang et al. (2008). They discuss problems of current techniques and give hints for future improvements by, for example combining some of the existing methods. Marpu et al. (2010) presented a method for estimating over- and under-segmentation, which was tested on 12 different segmentation implementations and might be a promising method for segmentation evaluation in general.

2.1.5 Classification

The topic of classification for the purpose of land cover mapping is of particular interest. Commonly used techniques in the field of remote sensing are, e.g. Maximum-Likelihood-Classifier (MLC), Nearest-Neighbor-Classifier, Neural-Networks (NN) of different kinds, decision and rule based methods as well as Support-Vector-Machines (SVM). Due to characteristics of the dataset as well as the classes sought to be found, classifiers based on specific assumptions on data distribution, such as the widely used MLC, are not used. This decision was supported by Huang et al. (2002), who compared SVM with neural networks, MLC and decision tree classifiers on multispectral Landsat and MODIS images. Key findings were that SVM, though the slowest method, performed best especially with large input data sets in terms of bands. Pal & Mather (2003) performed an evaluation of classifiers for land cover mapping as well, finding that the SVM performed
significantly better than neural network or MLC applied on different scenes of ETM+ data. Melgani & Bruzzone (2004) evaluated the performance of various SVM classifiers in comparison to nearest neighbor and radial base function neural network classifiers. Additionally, they also explored different voting schemes for multi class SVMs. Their obtain best performance of a SVM using a RBF kernel. The best voting scheme was found to be the one against one approach. Further comparison of different classifiers using multi-temporal SAR data can be found in Waske & Braun (2009). Based on the literature review we decided, to mainly utilize SVM. Mountrakis et al. (2010) give an overview regarding the use of SVM in remote sensing applications. Among many other they quote Waske & van der Linden (2008), which show post-classification data fusion of SAR and optical data using SVM, or Hu & Ban (2008) who successfully applied SVM on a segmented set from RADARSAT fine-beam images. The previously quoted paper of Ban et al. (2010) is also interesting in this context, since they apply a rule based scheme to merge two SVM classified data sets for improved accuracies of specific classes. Hu & Ban (2011) applied SVM and NN to Radarsat-2 data, finding that SVM in combination with a rule-based classification scheme is able to produce satisfactory classification results. Niu & Ban (2013b) could also show the distinct benefit of SVM classification as a post-processing of image segmentation which helped to further improve their image classification results from previous studies of pixel-based classification approaches. In the latter case SVM not always performed best, but based on objects it was found to be superior.

A good entry point in the actual use of SVMs is Hsu et al. (2010), giving a good and practical introduction to SVM and the LibSVM software package. A deeper and more general description and tutorial of SVM can be found in Burges (1998).

Finally Foody (2002) gives some important clues about how to perform and report classification accuracy assessment.
2.2 Remote Sensing for Urban Extent Mapping

2.2.1 Optical for Urban Extent Mapping

The urban extent has been extracted from a number of optical satellite missions. On a global scale the MODIS 500 (Schneider et al. (2010)) and glob cover (Defourny et al. (2006)) land cover map provide a coarse extraction level of about 500m per pixel from MODIS 500 and 300m per pixel from Glob Cover.

Recently with the advent of high resolution satellite imagery more and more studies have been undertaken using this much more detailed source of information for urban extraction. Pesaresi et al. (2011) developed an algorithm that utilized texture features for urban extraction of 40 cities around the globe from Ikonos and Quickbird panchromatic images. The algorithm is based on rotation-invariant anisotropic textural analysis computed using GLCM features. A thresholding procedure is applied to distinguish urban from non-urban areas. It can be selected automatically or based on reference samples. On average 80% accuracy were achieved for the automatic unsupervised threshold and 87% using the supervised version. A main challenge with the global urban area extraction from optical images is the data availability. Due to the dependency on clear sky weather conditions in daylight, often suitable imagery with complete coverage of the globe is not available. Gong et al. (2013) presented recently the first global land cover map in 30m resolution. The map is based on a large number of landsat TM and ETM+ imagery. It has 2010 as the reference date, but due to large problems creating a complete cloud free map the imagery had to be taken from the years 2006-2011. Especially in the urban context, with its fast changing and growing pace, it is not a surprise that the achieved accuracy on impervious surfaces, where the urban areas are represented, falls between 6 -30% user accuracy depending on the classifier. This is not satisfactory and needs further improvement. That clouds is part of their classification, which would not usually count as land cover, highlights once more the major problem with optical imagery based classification approaches. Here a clear advantage in using SAR data can be seen, which is treated in the following section. A very good source for further information about global urban mapping can be found from Gamba & Herold (2009).
2.2.2 SAR Data for Urban Extent Mapping

The much lower dependency on weather conditions and independence of sunlight makes SAR imagery an optimal candidate for global urban area extraction. Gamba et al. (2009) compared ALOS PALSAR, TerraSAR X and Cosmo Skymed data for their capability of human settlement detection. They used their newly developed urban extractor and validated the results against two different global land cover models. They were finding that the two tested algorithms and data from 3 satellites are suitable for the task but with no outstanding individual candidate. An improved version of their algorithm including GLCM features is given by Gamba et al. (2011). In addition they tested the tool with ENVISAT ASAR and TerraSAR X data. Surprisingly the ASAR result was better with the applied methodology than the TerraSAR X result (around 80% vs. around 65%). The algorithm described is the foundation for the KTH-Pavia Urban Extractor. For global extraction Gamba and Lisini (2013) developed another method as a compromise between spatial accuracy and computational requirements. 75m ASAR wide swath data is globally compiled in time-series image stacks and processed to derive a 300m resolved global urban extent map. Multi-temporal SAR stacks are speckle filtered and the filtered images are searched for urban “seeds” characterized by very bright backscatter. A region growing step to delineate urban areas follows, slopes derived from global DEM help to correct for errors of mountainous regions. Achieving promising accuracy the major problem here is the dependency on a large number of images (more than 10 at any given spot on earth). At DLR in Germany Esch et al. (2010 & 2013) developed another processing chain to extract the urban extent from imagery of the TanDEM-X mission. The urban extent is mapped in 12m resolution. The Urban Footprint Processor used by DRL consist of three major steps, feature extraction, urban non-urban classification and post-editing and mosaicking. Features are extracted based on a speckle divergence. Using the speckle divergence and backscatter image a adaptive thresholding algorithm depending on image dynamics classifies the image. A logical or between results of different images serves for mosaicking purposes. Finally also here a DEM helps to identify misclassification due to high backscatter in mountainous regions.
3 Study Areas and Data Description

3.1 Study Areas

Due to the rapid urban development in China it makes an excellent case for testing our algorithms (Ban et al., 2011). For the classification of urban areas two main study areas have been selected in China, the megacities Beijing and Shanghai (Zhang et al., 2011). Both cities consist of a vast number of different types of buildings and numerous configurations of land cover and land use. There are commercial districts with skyscrapers, industrial areas consisting of large halls, harbor ports, large residential building blocks, small villas with gardens, satellite suburban towns and villages etc. The diversity and complexity of these cities makes them excellent study objects for the investigation of urban classification methodology.

For the urban extraction a larger number of cities was selected covering all continents but Antarctica. In total eleven urban areas were selected, situated in different landscapes and of different character. We included megacities such as Mexico City, Rio de Janeiro and Beijing, we included cities in a tropical environment such as Jakarta and Lagos, typical European cities such as Berlin and Stockholm, smaller towns south of the alps in the north of Italy in the Lombardy region, cities in dry environment such us Mumbai and Sydney and - last but not least - New York City, with the skyscrapers of Manhattan and endless low density built-up areas along the Hudson river. See Figure 1 in Paper III.

3.2 Data Description

The main data source for this research was synthetic aperture RADAR (SAR) imagery. A large number of ENVISAT ASAR scenes (30m C-band imagery) was acquired, for the main study areas for urban classification as well as for the globally distributed study areas of the urban extension. For the comprehensive studies of how to combine SAR stacks optimally a large variety of images was acquired. Data in different polarization, orbit orientation, incidence angle as well as time-series. For the data fusion experiments also images from the Chinese HJ-1B mission were acquired over Shanghai and Beijing. For the experiments with high resolution SAR data, TerraSAR-X data was ordered over Shanghai. A list of all images used can be seen in Table 1.
In addition to the data named in Table 1 elevation data from the SRTM
mission was acquired for terrain correction in the preprocessing of the Shanghai and Beijing urban classification studies as well as for the mountain masking for the urban extraction study.
4 Methodology

4.1 Data Preprocessing

Preprocessing is an essential part of every analysis in order to make sure that the data used is compatible and comparable with each other as well as optimized for the analysis purpose at hand. The most important step when using images from multiple sources is to make sure that they are geo-referenced or at least referenced relative to each other so that the content of two different sources is correctly aligned when overlayed with each other. This is necessary regardless of the data type, i.e. SAR or optical data or both. Additionally, the effects of the terrain have to be taken into account orthorectifying (Jensen, 2005) the image. For geocoding the orthoengine in Geomatica (PCI Geomatics, 2014) was used.

Especially in the case of SAR imagery there is always the question of how to treat the speckle (Henderson, 1998) generated from the way the radio signals are processed during the caption of a SAR image. Speckle is not always noise. Hence it has to be considered if one tries to correct for it by filtering the image or to use it as a source of information. Both has been done, during the research conducted here. For the object based urban classification speckle has been treated as noise and was filtered out; for the urban extraction the texture characteristics of the speckle have been preserved as a feature to distinguish between urban and non-urban areas. When correcting for speckle two different approaches were used depending on the number of images available. Less than three images covering the same area, an enhanced Lee-filter (Lee et al., 2009) was used to correct for speckle; if a larger number of images in sufficient temporal vicinity (within one year) covering the same areas was available instead a multi-temporal speckle filter was applied (Quegan et al., 2000). In contrast to classic speckle filters the multi-temporal filter makes use of the temporal stack averaging not only the area under the filter mask, but also over time. The filter was applied using the NEST software (ESA NEST, 2014).

Finally depending once more on the application a contrast enhancement was applied. On the hand improved contrast between different image objects should help to improve the quality of the segmentation result,
on the other hand the contrast is to be preserved for not changing the histogram characteristics for urban extraction.

4.2 KTH-SEG for Image Segmentation

Processing images for image classification is divided into a number of tasks working with KTH-SEG. Preprocessing has to be performed outside of KTH-SEG, with the exception of contrast enhancement which can also be done inside of KTH-SEG. A schematic overview of a classification task in KTH-SEG is given in Figure 1.

4.2.1 Edge Detection

Two methods for edge detection are implemented in the latest version of KTH-SEG. The first method described in Paper 2 applies a 5x5 Sobel-filter for gradient detection and then uses thresholding and logical operators to find the edges from a multi-image stack. This process marks image regions that are highly heterogeneous.

The second process is an enhanced canny edge detector for the use on multi image stacks. It is based on a 3x3 Sobel-filter for gradient detection. The gradient images are then processed according to the scheme suggested by Canny (1986). The gap-filling procedure that is using the two binarized channels derived by thresholding on the gradient images is improved looking not only at the two binary images from one date but also looking at those from other scenes in the image stack. In this way one edge layer representing the whole stack is derived. This is particularly beneficial when using images of completely different kind like optical and SAR imagery, which are very likely to highlight and find different edges.

The derived edge layer is added as additional information to the region growing and merging algorithm that is responsible for segmenting the image stack into a set of homogeneous objects.

4.2.2 Region Growing and Merging

The goal of the region growing and merging algorithm developed at KTH is to segment an image composed of an arbitrary number of bands
into objects. Note that the derived algorithms is universally applicable to any kind of raster data.

An object is understood as a homogeneous area who’s outline is defined by a polygon of arbitrary shape, but not self-intersecting. An object is also supposed to approximate real-world objects detected in the image.
scene as good as possible. Those real world objects in the context of urban mapping could e.g., be houses, roads, rivers, parks, agricultural fields, etc. How detailed these objects are depends mainly on the quality of the input imagery, i.e. its spectral and spatial resolution.

The algorithm is divided into a series of processing steps (see Figure 1). Segmentation starts at the pixel level. Initially every individual pixel is considered to be a segment of dimensions equal to the extent of the given pixel. The first step is called the growing phase, which allows adjacent pixels to grow into larger segments if they are homogeneous. In KTH-SEG homogeneity is defined by a weighted sum of change in mean and change in standard deviation, with respect to the situation before and after a growing or merging step (for details see paper II and Jacob (2011)).

Growing is limited by a size parameter. For the growing phase this parameter is called minimum segment size. This is also the smallest mapping unit in the resulting classification, since no object smaller than this size will be extracted. The growing phase also takes into accounts edges. Growing is performed separately on pixels marked as part of an edge and pixels not part of an edge. This basically divides the segmentation into segmentation over homogeneous areas and segmentation over heterogeneous areas, since edges are areas of high local change. This separation makes sure that the statistics of especially homogeneous areas are more stable and reduces the risk of undesired merges in later stages, but without introducing computationally costly comparisons of edges on a vector level. The growing phase is finished when all segments have reached minimum segment size, or as close to it as possible. Patches of edge pixels smaller than the minimum segment size could exist. In that case growing will stop when all pixels of this edge patch are part of one segment, even if it is smaller than the minimum segment size.

From now on segments are not growing any more, but are merged with each other, that means all neighboring segments are checked for potential candidates to merge with. Even this phase is split into two different merging techniques. Firstly, only segments that are each other’s best matches with respect to the previously mentioned change in homogeneity are merged. Then in a second step a threshold is defined to also merge segments that are not each other’s best matches. This
threshold is derived automatically from the global average of difference in homogeneity between all neighboring segments (details are explained in paper II). Empirically a threshold of one third of this global measure has been set in the program. It has been tested on a large number of different images even outside the research presented in the papers of this thesis, including optical and SAR imagery, e.g. Landsat 4, 5, 7 & 8, Spot 4 & 5, Geoeye, Quickbird, ERS 1 & 2, ENVISAT ASAR, Cosmo Skymed, TerraSAR-X and Radarsat-2. Only the sensor data used in the papers compiling this thesis has been tested using ground truth data. The remaining missions have only been inspected visually.

Merging is generally limited by the maximum segment size. In the merging phase both edge based and non-edge based segments are allowed to merge. It can be assumed, that the edge which usually has to belong to one of if its neighbors will have the smallest change of homogeneity with respect to exactly that member or a continuous part of the same edge. Only edges of objects having a width comparable to the pixel resolution such as roads in mid resolution imagery, where the width of the road typically is one pixel or even less, don’t follow that assumption.

The final step of the segmentation is then to assign all those segments smaller than the minimum segment size to its best neighbor with no constraints on the homogeneity other than assigning it to the one that generates the smallest change of the merging criteria.

For the processing of the ENVISAT ASAR data the parameters within KTH-SEG are set to be 40 and 4000, for minimum and maximum segment size and the weights between mean and standard deviation where set equally to 0.5. These parameters are chosen not to find very small objects. As we did not expect to find individual houses from 30m resolved data and hence one can expect to obtain clusters of buildings in one object yielding the definition of high and low density built-up as major urban classes.

For the processing of TerraSAR-X imagery the parameters were set differently due to the much higher resolution. 16 to 4000 for the size parameters and equal weights for the homogeneity parameters were found to be reasonable. The smaller segment size in combination with
the higher resolution makes the identification of individual buildings possible.

4.3 Urban Land Cover Classification using Support Vector Machines

Once the whole image stack has been segmented into objects, the nature of the objects has to be determined, since it is only known that those objects found are different from its neighbors. In the current version of KTH-SEG it is done using a supervised machine learning classification approach, the support vector machine (SVM). The SVM can be trained either interactively by the operator or class definitions in the form of labeled polygons from an external source can be imported. In the second case, objects generated from the above described algorithm are superimposed with those imported training objects and the label of the segment that has the highest overlap from the generated objects gets the label of the imported training object assigned.

The SVM is based on a radial base function (RBF) kernel, which requires two parameters often denoted as C and γ, which control the margin width and complexity of the decision boundary of the SVM. The optimal solution for those two parameters is determined performing a grid-search which tests all combinations of those two values within a user provided range. Each parameter set is evaluated by a folding procedure where a subset of the training objects is used to predict the remaining training objects. The process is five folded meaning that 5 times 20% are used to predict the other 80% of the training set. The overall accuracy of the five folds is the score used for finding the most effective parameters. The grid search is repeated twice - first on a coarse grid and then on a finer grid. Around the best value of the first coarse grid a fine grid is defined and then searched. The optimal values from both searches are taken for the prediction of all objects generated from the segmentation using all training samples provided. The values that go into the SVM as features are the mean and standard deviation for each band, i.e., an image stack with 4 bands will have 8 features that are used for the classification. Additional features that are available but not currently used are geometric properties of the object, the area and perimeter.
4.4 KTH-Pavia Urban Extraction

This second algorithm was originally designed by researchers of the University of Pavia (Stasolla, Aldrighi, and Gamba) and has been improved in a joint research project. The algorithm is designed to extract urban areas from SAR imagery using textural features as well as geospatial statistical indices. In contrast to the previously described algorithm this one utilizes the presence of speckle as a feature and hence images are not speckle-filtered prior to processing. The algorithm prior to our improvement is best described in Gamba et al. (2011). In summary, the geospatial statistics based on Moran’s I, Geary’s C and Getty’s are used to select first those areas with extreme high or low backscatter and little speckle, which are assumed to most likely be the urban areas, using a so called density analysis. In a second step the grey-

Figure 2 KTH-PAVIA Urban Extractor – processing overview (Blue is the original processing, Green are new processing steps, Red marks the final result)
level-co-occurrence matrix (GLCM) features variance and covariance are calculated and once again density analysis is used to extract the urban areas. Both results are connected via a logical AND-operation.

This version of the algorithm has some known issues. E.g. mountainous regions can be misclassified as urban areas due to their very high backscatter. When the contrast in the image is too low however, urban areas are often omitted. To tackle these two main known issues the preprocessing of the data used for urban extraction was changed. An overview of the updated processing scheme is given in Figure 2. For the first the SAR images were corrected for terrain effects using the Range-Doppler algorithm with Shuttle Radar Topography Mission (SRTM) data. To better adapt to the typical histogram of a SAR image, which tends to be skewed to the left with a long tail towards the high values, image scaling was performed. The original procedure was based on a 1% clipping on each end of the histogram. This was changed to 1% on the left and 4% on the right side when converting the data from 16 to 8 bit. To maintain the characteristics of the original data as much as possible and to not lose texture features, a linear scaling function was used. The original algorithm was limited to work with one image band only. To utilize the information that e.g. can be found from polarimetric imagery of two or more bands the possibility to merge several bands was implemented and tested. From the experience with the original version it was known that the algorithm tends to omit rather than to commit with too much urban areas, with the known exception of the mountains. This behavior made the data merge easier because it can generally be assumed that adding more images together is much more likely to improve the results than to introduce new errors. The merge is based on a logical OR connection of the binary classified urban - non-urban layers. Mountainous areas where afterwards taken care of by applying a mask in dependence of the slope. Areas that are steeper than a given threshold will be filtered out. For this dataset the slopes where derived from the SRTM digital elevation model (DEM).

4.5 Accuracy Assessment

4.5.1 Urban Land Cover Classification

Accuracy assessment is considered an integral part of every analysis performed and all classification results in this thesis are evaluated using
independent testing areas for evaluation of the classification. Independent means that areas selected for training and areas selected for testing do not overlap.

Test samples are selected in patches of small polygons and are distributed over the whole scene. They are further selected in a way to cover all aspects of a class, so that all kinds of shortcomings in detection can be found. E.g. in the case of buildings there are areas, that represent small villas, skyscrapers, industrial halls, large residential complexes etc. In this case around 5000 pixels where labeled per class using ground truth information from google earth imagery.

Another applied strategy was to randomly assign pixels with classification labels. In this case around 2000 pixels where labeled per class. The random assignment is much less observer dependent since here the observer only needs to decide the class in a specific location, and not the location itself.

Classification results and test samples are then processed together to generate confusion matrices. Those matrices represent the number of pixels that are classified correctly as defined from the test dataset or if not classified correctly with which class they were confused. From these matrices, widely used accuracy measures such as the overall accuracy and the kappa value can be derived, giving a quality benchmark in one number for the whole classification result. Especially the kappa value is of great interest since it also takes the inter-class confusion, i.e. the off diagonal elements into account.

For further investigation of the quality of the results similar processing has also been applied using Trimble’s eCognition for image segmentation. For this comparison the segmentation was performed in eCognition according the following procedure. To reduce the effect of differences in scale several sets of objects were created in eCognition to find a similar number of objects as KTH-SEG. Results were created with scale levels 40, 25 & 20 in eCognition. The weights in eCognition where set to 0.9 favoring color and 0.5 for compactness, meaning that spectral information has a 90% weight and the geometry of an object only 10%. Compactness and fragmentation were set to have equal influence on the shape of the final objects. The objects obtained from eCognition have then been exported to a shape file together with the
mean and standard deviation of every individual band. In this way it was made sure that the same information as provided by KTH-SEG is available when doing classification. To make sure that any deviation of the classification results from KTH-SEG and eCognition can only be derived from differences in the segmentation, we performed the classification inside KTH-SEG. In that way both sets of objects, the ones from eCognition and the ones from KTH-SEG, are processed in exactly the same way apart from the segmentation itself.

4.5.2 Urban Extent Extraction

The accuracy assessment for the urban extent was performed similar to the accuracy assessment for the urban land cover classification. Here small patches of around 50-100 pixels were labeled. Around 100-150 polygons where selected per class and image and it was made sure that at least 10000 pixels per class where labeled in the end. Also for the urban extent mapping ground truth was derived from google earth. Here a random assignment was just too time consuming due to the large number of study sites. In the previous chapter the testing set had to be defined only once and could then be used for all comparative studies over the same area. In this case however, a lot of different study areas, eleven to be accurate, had to be labeled.

Since there are only two classes to compare to each other and the main focus is on urban areas, in addition to overall accuracy and kappa the omission and commission errors were compared. The latter two accuracy measures describe two different kind of errors. The omission error measures those cases where an area that in reality is urban was classified as non-urban and the commission error measures those cases where a true non-urban area was classified as urban. This information is very useful to understand if the results over- or underestimate the quantity of urban areas.
5 Results and Discussion

The algorithms described in the previous chapter have been applied on a number of study sites using a large number of images. The following discussion compares and analyzes the results from the individual papers in a wider scope. The results from paper I & II are interesting to compare due to the fact that a similar methodology was applied to two different study sites. Paper I & IV are looking at the same study area but fundamentally different data. Paper III might on first sight look a little bit off with respect to the others but there is great potential for future integration which will be discussed in more detail in the next chapter.

5.1 Multi-temporal SAR for Urban Land Cover Mapping

When looking at different data stack compositions of the SAR data it is evident that not all combinations yield equally good results. One aspect is the comparison of time series stacks and stacks composed of imagery with different observations characteristics in terms of orbit orientation (ascending or descending track), viewing angle or inclination and also the question of the SAR band selected (in this thesis C and X-band). When looking at the time-series present in the ENVISAT ASAR data

<table>
<thead>
<tr>
<th>HJ-1B CCD2</th>
<th>ASAR IS2</th>
<th>ASAR IS2</th>
<th>ASAR IS2</th>
<th>ASAR IS2</th>
<th>Overall Accuracy</th>
<th>Kappa Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>20090522</td>
<td>20090511</td>
<td>20090720</td>
<td>20090824</td>
<td>20090928</td>
<td></td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>66.06</td>
<td>0.600</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>57.67</td>
<td>0.504</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>79.66</td>
<td>0.761</td>
</tr>
<tr>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>76.95</td>
<td>0.731</td>
</tr>
<tr>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>79.08</td>
<td>0.756</td>
</tr>
<tr>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>72.13</td>
<td>0.674</td>
</tr>
<tr>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>73.21</td>
<td>0.687</td>
</tr>
<tr>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>74.68</td>
<td>0.704</td>
</tr>
<tr>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>76.47</td>
<td>0.724</td>
</tr>
</tbody>
</table>
over Shanghai, the results show actually not much difference with regard to the composition of the stack. Table 2 shows the results were not satisfying in the data stack with the largest temporal difference between the optical image and the SAR scene (from late September). What was interesting to see here, was that one image close in time performed just as well as all images together or even better. A similar observation could also be made in the Beijing case where a subset of 4 images performed almost as well as all 8 images taken together.

From the Beijing study it is evident that the more different ASAR scenes the stack contained the better was also the accuracy. For urban studies higher incidences angles (i.e. IS4-IS7) are favorable as can be seen from Table 3. When using the high resolution TerraSAR-X data different image stacks performed differently. Contrary to the ENVISAT ASAR results over Shanghai the time-series results performed better than an image stack composed from a variety of different types of images. Figure 3 shows how the data is represented in ENVISAT ASAR and TerraSAR-X. The two RGB composites containing images from ascending and descending orbit as well as from high and low inclination angles. Buildings or other objects of higher elevation are

<table>
<thead>
<tr>
<th>IS 2 A</th>
<th>IS 2 D</th>
<th>IS 4</th>
<th>IS 6</th>
<th>IS 7</th>
<th>Over. Acc.</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>47.29</td>
<td>0.41</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>48.32</td>
<td>0.42</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>50.55</td>
<td>0.44</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>53.40</td>
<td>0.48</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>53.90</td>
<td>0.48</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>54.47</td>
<td>0.49</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>53.08</td>
<td>0.47</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>54.56</td>
<td>0.49</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>54.43</td>
<td>0.49</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>56.85</td>
<td>0.52</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>56.86</td>
<td>0.52</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>56.52</td>
<td>0.51</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>58.96</td>
<td>0.54</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>65.14</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Table 3 SAR stack composition comparison. Envisat ASAR, Beijing
depicted very different in the different channels of the image composition of TerraSAR-X. The cyan and red parallel lines are the backscatter resulting from the same buildings but in different location due to the different orbit properties and viewing angles. In the

Figure 3 Time series overlays. Top: ENVISAT ASAR, Bottom: TerraSAR-X
ENVISAT ASAR images – resolution is one order of magnitude lower - this effect is not that pronounced since the pixel size is large with respect to the object size.

An increase in quality of the classification with the number of images used within one data stack could also be observed from the given studies, the dependence is however not as clear as in the previously named examples. In the TerraSAR-X analysis (paper III) this also seems to be the case when looking at the results with larger segments, but at smaller segment size there is no clear connection. In the classification of SAR data over Beijing we can see a similar trend. In the case of Shanghai using ENVISAT ASAR, the best results were actually coming from fusion of one SAR and one optical image.

Another interesting comparison is the performance of urban classification versus vegetation classification. In all cases urban classes (high density built-up, low density built-up, roads and runways) were mapped with a higher accuracy than vegetation classes (low vegetation, forest, golf course and grass/pasture). See Table 4.

One thing that became evident during the processing of the TerraSAR-X imagery was that the exact same classification scheme as applied for processing the ENVISAT ASAR data would not hold. Instead of searching for high and low density built-up which has a distinct

<table>
<thead>
<tr>
<th></th>
<th>Average Shanghai</th>
<th>Optical</th>
<th>SAR</th>
<th>ALL</th>
<th>Best Merge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vegetation</td>
<td>57,75</td>
<td>52,49</td>
<td>33,69</td>
<td>66,01</td>
<td>70,70</td>
</tr>
<tr>
<td>Urban</td>
<td>69,10</td>
<td>56,82</td>
<td>54,95</td>
<td>72,95</td>
<td>73,69</td>
</tr>
<tr>
<td>Low backscatter</td>
<td>64,95</td>
<td>58,05</td>
<td>45,81</td>
<td>72,74</td>
<td>72,72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Average Beijing</th>
<th>Optical</th>
<th>SAR</th>
<th>ALL</th>
<th>4-Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vegetation</td>
<td>66,53</td>
<td>63,37</td>
<td>63,20</td>
<td>68,49</td>
<td>71,07</td>
</tr>
<tr>
<td>Urban</td>
<td>76,63</td>
<td>68,06</td>
<td>73,03</td>
<td>84,90</td>
<td>80,54</td>
</tr>
<tr>
<td>Low backscatter</td>
<td>73,00</td>
<td>75,60</td>
<td>57,74</td>
<td>80,22</td>
<td>78,47</td>
</tr>
</tbody>
</table>

Table 4 Comparison of Urban and Vegetation Classification for Envisat ASAR
signature when looking at the ENVISAT ASAR, only one class was used here (building). The reason is that the high resolution of TerraSAR-X, 3m in the case of the strip map date we used, does not create the same sort of mixed pixels, as was the case in the 30m data. Instead a low density built-up area is characterized by a topological

Figure 4 Low Density Built-Up Comparison, Shanghai. Top: ENVISAT ASAR, Bottom: TerraSAR-X
relationship of building objects and adjacent vegetation objects (see Figure 4). In order to get to the same kind of classification scheme as applied before another layer of processing needs to be introduced, investigating the topological relationship between classified segments, in order to achieve a higher order of classification. This has yet to be done. Additionally, airport runways and roads were kept in one class, due to the absence of optical data. When looking only on backscatter the difference between these classes is so small that a meaningful differentiation is unreasonable without introducing other errors.

Overall, the examples show that TerraSAR-X data can provide for accurate urban classification. The eight classes that were sought from up to six TerraSAR-X and one TanDEM-X image were classified with 84% overall accuracy without using any optical data. When using a time-series of only three images a classification accuracy of up to 77% was achieved using KTH-SEG.

5.2 Data Fusion of SAR and Optical Data

The results compiled from ENVISAT ASAR and HJ-1B data over Beijing and Shanghai, show a strong synergy effect when merging data from these two sensors. When processing SAR data alone we achieved accuracies of only about 58% in the Shanghai case and 66% for Beijing. The difference can be explained by the fact that the imagery over Beijing was mainly composed of dual polarized (HH/VV) SAR imagery, whereas the Shanghai area consisted only of single polarized imagery (VV). From the confusion matrices of these processing runs (Table 5) it is evident that the problem lies in the detection of vegetation. Low density built-up is confused with high density buildup, bare fields and forest. There is a difference in representation of vegetated areas between HH and VV polarization. This contrasts with
urban areas, which are more homogeneously represented in these two polarizations.

The classification results of the HJ-1B imagery for Beijing and Shanghai are in better agreement with each other, having only a minor difference of 2% in overall accuracy (68% for Beijing and 66% for Shanghai). When merging SAR and optical data, the accuracy for both
classifications rose by at least 10%. Especially low density built-up, bare field and roads were classified better when adding SAR to the optical images. From a SAR perspective the confusion within low-backscatter classes such as water roads, runways and golf courses with their extremely fine-trimmed grass could be reduced by adding the optical data into the processing. Overall, the confusion matrix got a lot more balanced after merging the two datasets with much lower differences in between the individual matrices and hence creating a better overall reliability of the resulting classification map.

5.3 KTH-SEG in Comparison with eCognition

The results of the processing using KTH-SEG have been compared to results produced by eCognition applying a similar processing scheme. In the example over the new Olympic park in Beijing (Figure 5), some of the differences can be seen. Firstly, the large segments in vegetated park areas and that the shape of the segments are much simpler as those produced by KTH-SEG, due to fact that compactness and fragmentation are considered while shaping the objects. At a first glance the objects are visually appealing, since they are easy to recognize and understand. On a closer look, it becomes evident that a large number of errors is introduced into the objects. If one is interested in nice object delineation this might be a desirable feature, but when doing fully- or semi-automatic classification in a subsequent step, in our experience this seems to create problems. The errors due to the shape of the object affect the statistical properties of the segments in terms of mean and standard deviation. If too many pixels that should not belong to a specific object are merged into that object, this changes the mean value of that object and hence makes it less likely to be classified correctly in the next step. In the top-left part of Figure 5 we can see large polygons in the north east of the park. This means that some of the water bodies have been merged with the grass or park surfaces. That leads to a lowered mean value and finally a misclassification into road. In these rather homogeneous areas, it seems that eCognition is not able to detect subtle changes.
In the south east of the bottom-left part of Figure 5, a high density built-up area, one can see that the average segment size generated from eCognition decreased drastically in this highly heterogeneous area.
environment. The rather rectangular shape of the objects is visible. In the case of the buildings this is not creating much of a problem since they tend to have more rectangular shapes. The region seems to be a bit over-segmented and it is not clear sometimes why certain segments, that obviously belong to the same object, have not been merged. KTH-SEG produces larger segments on average, collecting larger building complexes into one object. In terms of roads KTH-SEG and eCognition perform approximately equally at the highway in the south-west and the major roads south of the park. The roads directly adjacent to the park where better defined by KTH-SEG.

5.4 Urban Extent Mapping

In addition to urban area classification, identification of urban areas as a whole was performed. The KTH-PAVIA urban extractor was tested on eleven test sites globally distributed. These test sites were also evaluated using the MODIS 500 and GLOB COVER urban areas. For the evaluation independent training data, as described in section 4.5, was used. On average our method achieved 85% overall accuracy in contrast to 76% accuracy from MODIS 500 and 73% accuracy from GLOB COVER, see also Table 6. We obtained approximately 24% omission and roughly 5% commission error. This means our method is generally underestimating the urban area, hence having a more conservative estimate of the urban area. It is interesting to look at the standard deviation for those eleven test sites with respect to the overall accuracy. The KTH-PAVIA urban extractor has a deviation of 4%, MODIS and GLOB-COVER more than 10%. This says something about the reliability and constancy of our results when applied to a large number of cities with completely different character in terms of surrounding landscape but also in the design of the cities. For an even more robust extraction of the urban areas there are still some issues to be fixed however. We could for example see some detection problems

<table>
<thead>
<tr>
<th>Average values</th>
<th>Kappa</th>
<th>Overall Accuracy</th>
<th>Std. Dev.</th>
<th>Comission</th>
<th>Omission</th>
</tr>
</thead>
<tbody>
<tr>
<td>KTH - UNIPV</td>
<td>0,707</td>
<td>85,36%</td>
<td>4%</td>
<td>5,47</td>
<td>23,75</td>
</tr>
<tr>
<td>GlobCover</td>
<td>0,471</td>
<td>72,67%</td>
<td>13%</td>
<td>17,10</td>
<td>40,47</td>
</tr>
<tr>
<td>Modis 500</td>
<td>0,525</td>
<td>76,31%</td>
<td>11%</td>
<td>20,03</td>
<td>31,12</td>
</tr>
</tbody>
</table>
in low density builtup areas in the west of Río de Janeiro and along the Hudson River north of New York City. Other improvements like the mountain masks could improve the results by up to 5% and introducing multiple images over the same area brought improvements of up to 10% in the Beijing test area (details in paper III).
6 Conclusion & Future Research

6.1 Conclusions

This licentiate thesis combines the societal need for understanding the patterns and consequences of urbanization with the scientific need for more advanced and refined methods to analyze this globally present phenomenon. While working on this licentiate thesis, methods for locating the urban areas as well as analyzing the internal configuration of those areas, have been developed, improved and tested.

KTH-SEG, a new algorithm for image segmentation, has been developed, implement and successfully been applied to SAR & optical imagery for urban land cover mapping in Beijing and Shanghai. Compared with eCognition, the most commonly used segmentation software, the results obtained with our algorithm can be considered as slightly better than those obtained with eCognition, in particular when classifying linear features.

SAR data has been found to have very good properties for the analysis of urban areas. The combination of both, mid resolution optical and SAR data for urban land cover mapping has been investigated by merging data from both ENVISAT ASAR and the Chinese HJ-1B mission and found to be very useful. A diverse SAR data stack has been found to be especially beneficial for urban land cover classification. With higher resolution SAR imagery such as the TerraSAR-X stripmap imagery even SAR data alone without additional optical data we could achieve promising urban land cover mapping results over Shanghai.

With the improved version of the KTH-Pavia Urban Extractor we could further show, that the extraction of urban areas using ENVISAT ASAR data alone is giving good results. This gives an interesting outlook of what can be achieved, once the Sentinel-1 mission is operational.

6.2 Future Research

The research performed and described in this thesis is by no means arrived at its end and many possibilities for future study exist. The most important improvement for KTH-SEG, that is planned, is the
integration of multi-resolution segmentation and classification in order to improve the detection and classification of objects of different scales.

High on the list is the integrated use of the two tools for urban mapping. Using the KTH-Pavia Urban Extractor for finding the urban areas and classify the interior of the urban areas with KTH-SEG seems very reasonable. In this way the amount of data can be reduced to those areas that are of eminent interest and improve performance. First steps towards this integration have already been undertaken by enabling KTH-SEG to operate under a masked region only.

Further, with the increase in data size due to the higher resolution, more advanced implementation towards parallel operation are desirable in order to keep processing time on a reasonable level. In that domain first parts of the algorithm have already been parallelized. Ideas go in two directions cloud & cluster computation for very large datasets and heavy parallelization, processed on the local graphic card, using technologies like openCL and CUDA for single high resolution image processing.

A lot more test with different datasets could be of interest, e.g. data fusion of high resolution SAR & optical data like Geoeye, Quickbird, SPOT-6, TerraSAR-X, and Radarsat-2.

We are already investigating SAR-based change detection for urban environments at our institute (Ban & Yousif, 2012, Yousif & Ban, 2013 and Hu and Ban, 2014). In form of a bachelor thesis (Bergsjö, 2014) recently we started looking into the applicability of KTH-SEG on change-detection matters using optical imagery. So object based change detection is definitely another field of research that could be further explored using and extending the algorithms presented in this thesis.

The KTH-Pavia Urban Extractor also still has potential for further improvements. Including water masks is one of the possible extensions. Another is to solve the issues with low density builtup areas. Here it might be beneficial to use multi polarized imagery as well as from different orbit orientation. Additionally speckle filtering could be considered to get a better contrast to purely vegetated areas.
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