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Lifetime-Aware Scheduling and Power Control for
Cellular-based M2M Communications

Amin Azari and Guowang Miao
KTH Royal Institute of Technology

Abstract—In this paper the uplink scheduling and transmit power
control is investigated to minimize the energy consumption for
battery-driven devices deployed in cellular networks. A lifetime
metric based on the accurate energy consumption model for cellular-
based machine devices is provided and used to formulate the
uplink scheduling and power control problems as network lifetime
maximization problems. Then, lifetime-aware uplink scheduling and
power control protocols which maximize the overall network lifetime
are investigated based on the different lifetime definitions. Besides
the exact solutions, the low-complexity suboptimal solutions are
presented in this work which can achieve near optimal performance
with much lower computational complexity. The performance evalu-
ation shows that the network lifetime is significantly extended under
proposed protocols.

Index Terms—Machine-to-Machine communications, Cellular
Networks, MAC, Energy efficiency, Lifetime.

I. INTRODUCTION

INTERNET of Things (IoT) refers to the interconnection
of uniquely identifiable smart devices which enables smart

devices to participate more actively in everyday life. Among
large-scale applications, cheap and widely spread machine-to-
machine (M2M) communications embedded in cellular network
infrastructure will be one of the most important approaches for
the success of IoT [1]-[2]. Machine-type devices are expected
to work for long periods of time without human intervention
for maintenance. Machine devices are usually battery driven and
long battery life is crucial for them especially for devices in
remote areas as there would be a huge amount of maintenance
effort if their battery lives are short. 3GPP LTE has defined
research projects to support massive machine access [3], [4].
Some challenges in current cellular networks for supporting M2M
communications with random access channel are investigated in
[4] -[6]. The authors in [7] proposed to organize the M2M devices
with similar QoS requirements into classes where each class is
associated with a prescribed QoS profile. Then, fixed access grant
time interval (AGTI) is allocated to each class, based on the
traffic rate and the priority of each class. This time-controlled
scheduling framework for machine devices is widely adopted in
the literature as it enables limited-availability instead of always-
availability for machine devices [8]-[12]. Most of the existing
works in this field are focused on the delay performance in
terms of delay due to the massive concurrent access requests
and very few of them have investigated the energy efficiency
in M2M communications. Power-efficient MAC protocols for

machine devices with reliability constraints in cellular networks is
considered in [13]. The energy-efficient uplink scheduling in LTE
networks with coexistence of cellular users and machine devices
is investigated in [14]. In [13] and [14], authors considered a
simple model for power consumption considering only transmit
power for reliable data transmission and neglect the other energy
consumption by the operation of electronic circuits which is
comparable or more dominant than the energy consumption for
reliable data transmission [15]-[16].

A. Motivation

There are many M2M applications that require very high
energy efficiency to ensure the long lifetime of the network.
The operation cost of the M2M network with battery-driven
nodes increases with the inefficiency in its transmission protocol
because it requires more investment on the replacement and main-
tenance costs. To the best of our knowledge, optimal scheduling
and power control for M2M network-lifetime maximization over
cellular networks is not considered in literature.

B. Outline of Contributions and Structure of the Article

In this paper, we consider M2M communications over cellular
networks with single-carrier frequency division multiple access
(SC-FDMA) for the uplink transmission. We will develop an ac-
curate power consumption model for machine devices deployed in
cellular networks and then present an accurate metric of machine
lifetime. Then, the uplink scheduling and power control problems
are formulated as lifetime maximization problems, and optimal
algorithms as well as suboptimal easy-to-implement solutions for
network lifetime maximization based of the different lifetime
definitions are investigated. This work provides insights into the
optimal physical resource block allocation and modulation and
coding scheme selection for machine devices in cellular networks
due to the special characteristics of M2M communications. The
numerical results show that the network lifetime can be signifi-
cantly extended using the proposed scheduling schemes.

The remainder of this paper is organized as follows. In the
next section the system model and problem formulation are
introduced. The optimal scheduling and power control algorithms
are investigated in section III. Low-complexity suboptimal solu-
tions are presented in section IV. The performance evaluation is
provided in section V. Concluding remarks are given in section
VI.
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Fig. 1: Different modes of power consumption for node i. Dif-
ferent block heights reflect different levels of power consumption
in different modes.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

Consider a single cell with one base station (BS) and a massive
number of static machine nodes, which are uniformly distributed
in the cell. To solve the high peak to average power ratio issue in
orthogonal frequency division multiple access (OFDMA) scheme,
SC-FDMA has attracted much attention in recent years and is
adopted for uplink transmission in LTE-Advanced networks [14].
In SC-FDMA, data signals are pre-coded by a Discrete Fourier
Transform block before subcarrier mapping at the transmitter.
Also, the subcarriers are grouped into chunks, before being
assigned to the users, and the transmission power over all
subcarriers in each chunk is the same.

B. Lifetime Metric Definition

Define the set and the number of machine devices which must
be served at once as £ and N respectively. The remaining energy
of the ith device at time t0 is denoted by Ei(t0), the average
time between two successive resource allocation to this node
i is denoted by Ti, and the average size of the data packet is
denoted by Di. Define the power consumption in the sleeping and
transmitting modes for node i as Ps and Pti + Pc respectively,
where Pc is the circuit power consumed by electronic circuits in
the transmission mode and Pti is the transmit power for reliable
data transmission. The expected lifetime for node i at time t0
is the ratio between remaining energy and the required energy
consumption in each duty cycle of the node, as follows:

Li(t0) = (1)
Ei(t0)Ti

Ec + Ps(Ti − Di

Ri
− naTa) + naTaPa +

Di

Ri
(Pc + αPti)

where Ri is the transmission rate for node i, α is the inverse
of power amplifier efficiency, and Ec is the average energy
consumption in each duty cycle for synchronization, admission
control, and etc. Also, Pa is the power consumption in the active
mode for data gathering, T i

a is the active mode duration, and ni
a

is the number of active modes per Ti for node i (Fig. 1).

C. Lifetime Metric versus Bit-per-Joule Metric

The bit-per-Joule metric for energy-efficient system design is
widely accepted and is written as [17]

Ui(Ri) =
Ri

Pc + Pti(Ri)
(2)

It is shown that if Pti(Ri) is strictly convex in Ri, Ui(Ri)
is strictly quasiconcave [17]. This metric considers the circuit
power consumption and transmit power consumptions as two
main sources of power dissipations. As in M2M communications
the data transmission duration is negligible in comparison with
the duty cycle, we rewrite the average energy consumption in
non-transmission modes as:

Es = Ec + Ps(Ti − naTA) + naPaTa

Then, one can write the lifetime metric as:

Li(t0) =
Ei(t0)Ti

Es +Di
Pc+Pti

Ri

=
Ei(t0)Ti

Di

Ri

Pc + (Pti + Es
Ri

Di
)

(3)

Define P̃ti(Ri) as Pti +
Es

Di
Ri, one can rewrite (3) as follows:

Li(t0) =
Ei(t0)Ti

Di

Ri

Pc + P̃ti

=
Ei(t0)Ti

Di
Ũi(Ri) (4)

which shows that lifetime is proportional to the energy efficiency
Ũi(Ri).

D. Network Lifetime Definition

There are different definitions for network lifetime as a func-
tion of individual lifetime. We consider three definitions for the
network lifetime: (i) The average length of individual lifetimes;
(ii) The shortest length of individual lifetimes, which is applicable
when losing even a node deteriorates the performance or cover-
age; and (iii) The longest length of individual lifetimes, which is
applicable when the correlation between gathered data by the
sensors is high. According to these definitions, the following
optimization problems will be investigated in this work:

(i) max
1

N

∑N

i=1
Li (5)

(ii) max min
i∈£

Li (6)

(iii) max max
i∈£

Li (7)

subject to: Limited time-frequency resources

In the next section the optimization problems in (5)-(6) are solved
subject to the constraints in SC-FDMA systems. The solution to
the optimization problem in (7) is derived by pursuing the same
procedure as problem (6).
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III. LIFETIME-AWARE UPLINK SCHEDULING AND POWER
CONTROL FOR SC-FDMA-BASED SYSTEMS

Using SC-FDMA as the multiple access scheme for uplink
transmission implies restrictions on the power and resource
allocation: (i) Each subcarrier can only be allocated to at most
one machine node; (ii) Adjacent subcarriers can be allocated to a
user; and (iii) The transmit power on all subcarriers assigned to a
machine node must be the same [18]. Denote the total number of
available chunks as L, where each of them consists of M adjacent
subcarriers. Then, the achievable rate for node i is written as
follows:

Ri = Mciw log(1 +
PiGtGr

P i
lossξΓN0w

) (8)

where Gt is the transmitter antenna gain, Gr the receiver antenna
gain, Pi the transmit power of node i over each assigned subcar-
rier, ci the number of assigned chunks to user i, w the bandwidth
of each subcarrier, P i

loss the pathloss between node i and the base
station, and ξ models other fading losses in the channel. Also, Γ
models the signal to noise ratio (SNR) gap between the channel
capacity and a practical coding and modulation scheme. One can
write the lifetime of node i as a function of Pi as follows:

Li(t0) =
Ei(t0)Ti

Di(MciαPi+Pc)

Mciw log(1+
PiGtGr

Pi
loss

ξΓN0w
)
+ Ei

s

(9)

which is a quasiconcave function. Denote each possible chunk
allocation among N machine nodes as a 1-by-N vector C, where
its ith element, ci, shows the number of assigned chunks to node
i.

Then, we can formulate two optimization problems to find the
optimal number of assigned chunks to user i and the optimal
transmit power for each machine node, as follows:

(i) max
∑N

i=1
Li(t0) (10)

(ii)max min
i∈£

Li(t0) (11)

s.t.:
∑N

i=1
ci ≤ L (12)

cm ≤ ci ≤
P i
max

PiM
∀i ∈ £ (13)

Di

Ri
≤ tT ∀i ∈ £ (14)

in which cm is the minimum number of assigned chunks to a user
for access guarantee and P i

max is the maximum transmit power
for node i. Also, the constraint in (14) is due to the granularity of
resource allocation in the time. The joint scheduling and power
control problem is hard to solve and is non-convex. Then, we
propose a two-step algorithm to solve the problem. In the first
step, the optimal transmit power for maximizing the lifetime of
each device under each possible chunk allocation will be found.
In the second step, the optimal chunk allocation which maximizes
the objective function of optimization problem will be selected.
In following, we derive the optimum power control policy for
a fixed chunk assignment for node i, ci. As Li(t0) is a strictly

Algorithm 1: Solution to optimization problem in (10).

1 Find the set of possible chunk allocation vectors, Ck, under
constraint in (12);

2 Calculate P ∗
i ,∀i ∈ £, using (15) for all possible chunk

allocations and check the constraint in (13). Then the set of
valid chunk allocations will be determined as Ck,
∀k ∈ {1, · · · ,K};

3 Calculate Li
∗(t0) and P ∗

i , ∀i ∈ £, using (9)-(15) for all
valid chunk allocations and denote them for kth possible
chunk allocation as P ∗

i
k and L∗k

i (t0);
4 k∗= arg maxk∈{1,··· ,K}

∑N
i=1 L

∗k

i (t0);
5 P ∗

i = P ∗
i
k∗
, ∀i ∈ £;

6 return P ∗
i , ∀i ∈ £ and Ck∗

quasiconcave function of Pi, one can use convex optimization to
find the optimal transmit power for node i on each subcarrier as
follows:

Pi
∗ = max{P i

min,
1

bMαci
(

bPc − 1

lambertw( bPc−1
e )

− 1)} (15)

where

b = GtGr/(ΓξP
i
lossΓξN0wMci); (16)

P i
min =

P i
lossN0w

GtGr
(2

Di
MαciwtT − 1). (17)

The validity of each chunk allocation must be checked in this
step by checking the constraint in (13). Also, one can insert the
optimal transmit power on each subcarrier for the ith node, P ∗

i ,
in (9) to find the optimal lifetime for this node, Li

∗(t0). Now,
we are able to calculate the objective function in optimization
problems (10)-(11) under possible chunk allocations and select
the one which maximizes the objective function. Algorithms 1
and 2 which are based on exhaustive search, show the overall
solution for optimization problems in (10)-(11) respectively. The
outputs of these algorithms are the optimal chunk allocations
vector and the optimal transmit power for each node on each
assigned subcarrier.

1) Complexity Analysis: The complexity order of search
over all possible ways of chunk allocation in Algorithm 1 is
O(

(
L+N−1
N−1

)
). Algorithm 2 has the same complexity in each

iteration, then its overall complexity is O(N ×
(
L+N−1
N−1

)
). How-

ever this complexity seems to be high, there are practical M2M
applications that this complexity is meaningful for them.

This time-controlled scheduling framework for machine de-
vices is widely adopted in the literature as it enables limited-
availability instead of always-availability for machine devices [8]-
[12].

Consider the time-controlled framework for enabling M2M
communications in cellular networks [8]-[12] in which each
class of the nodes are assigned a constant amount of resources
in regular intervals. Using algorithms 1 and 2, the designed
scheduling by the BS for each class of nodes will be valid for a
long time-interval, from minutes to months. This is because: (i)
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Algorithm 2: Solution to optimization problem in (11).

1 Define the set of available machine nodes, Su = £, and the
optimal chunk allocation vector, C∗=0L×N ;

2 while |Su| > 0 do
3 Find the set of possible chunk allocation vectors, Ck,

under constraints in (12), (13) and already assigned
chunks in C∗;

4 Calculate P ∗
i , ∀i ∈ Su, using (15) for all possible chunk

allocations and check the constraint in (13). Then the set
of valid chunk allocations will be determined,
Ck, k ∈ {1, · · · ,K};

5 Calculate Li
∗(t0) and P ∗

i , ∀i ∈ Su, using (9)-(15) for
all valid chunk allocations and denote them for kth
possible chunk allocation as P ∗

i
k and L∗k

i (t0);
6 l= arg maxk∈{1,··· ,K} mini∈Su L∗k

i (t0);
7 m=arg minSu L∗l

i (t0). Using m, the index of the
corresponding node in £ is found as n;

8 P ∗
n = P ∗

m
l;

9 C∗(:, n) = Cl(:,m);
10 Remove node m from Su;

11 return P ∗
i , ∀i ∈ £ and C∗

the number and position of machine devices are semi-constant
due to lake of mobility of most machine devices; (ii) the energy
consumption of machine devices in expected to be low, then the
change in remaining energy will be low; and (iii) the packet
length of machine nodes is constant in most M2M applications.
Then, finding the optimal solutions by the BS which are valid
for a long time even with high complexity will be meaningful.

A. Low-complexity Uplink Scheduling and Power Control

In this part we assume machine devices have constant transmit
power on each assigned subchannel. This power is derived by
satisfying the constraint in (14) with equality as in (17). Then,
the transmit power for node i is controlled only by the number
of assigned chunks as Pti = MciPi. Under this assumption,
the lifetime expression and the scheduling and power control
problems in (9)-(11) remains unchanged, however, here the Pi

is known a priory and we seek for the optimal chunk allocation
vector, C∗. One can see that the lifetime expression in (9) is
a concave function of ci, then the optimization problem is a
discrete convex optimization problem and can be solved with
much lower complexity in comparison with Algorithm 1 and 2.
Using linear relaxation, one can write the Lagrangian function
for the optimization problem in (10) as:

F =
∑N

i=1
Li(t0)− λ(

∑N

i=1
ci − LM)

where λ is the Lagrangian multiplier. Then, the optimal number
of assigned chunks to node i is derived as follows:

c∗i = min{max{ 1− fλ

hλ+ h
√

λ/f
, cm}, P

i
max

PiM
}

TABLE I: Simulation Parameters

Parameter Value

Cell radius 500 m
Pathloss 128.1+37.6 log10(r)

in dB, r in km
Power spectral density of noise -174 dBm/Hz
No. of nodes in the class 10
Packet size (Di +Doh) varied
Circuit power (Pc) 10 mW
Time granularity (tT ) 1 msec
Constant energy cons. (Es) 250 µJoule
Min. assigned chunks (cm) 1
Full battery capacity 2500 Joule

where

f =
Pc

Mw log(1 + PiGtGr

P i
lossξΓN0w

)EiTi

(18)

h =
Ei

s

Ei(t0)Ti
+

DiαPi

Ei(t0)Tiw log(1 + PiGtGr

P i
lossξΓN0w

)
(19)

Also, λ is found due to the constraint in (12).
For optimization problem in (11), we define z = mini∈£ Li(t0)
and rewrite the problem as follows:

max z (20)

s.t.:
∑N

i=1
ci ≤ LM ; cm ≤ ci ≤

P i
max

PiM
∀i ∈ £; (21)

z ≤ Li(t0) ∀i ∈ £ (22)

Using linear relaxation, one can write the Lagrangian function
for this optimization problem as:

F = z − λ(
∑N

i=1
ci − LM)−

∑N

i=1
µi(z − Li(t0))

where λ and µis are Lagrangian multipliers. Then, the optimal
number of assigned chunks to node i is derived as follows:

c∗i = min{max{ 1− fλ/µi

hλ+ h
√
λ/fµi

, cm}, P
i
max

PiM
}

where f and h are defined in (18)-(19). The Lagrange multipliers
are found due to the constraint in (12) and ∂F

∂z = 0, which
yields:

∑N
i=1 µi = 1.

IV. PERFORMANCE EVALUATION

In this section, we evaluate the lifetime performance of the pro-
posed uplink scheduling and power control protocols. We adopt
the time-controlled framework for machine-type communication
in cellular network [1]-[2] where 0.6 MHz bandwidth is allocated
to class n of machine nodes every Tn seconds. Then, fifteen
chunks are available for class n, each having 4 subcarriers and
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(a) Network lifetime comparison under lifetime definition in (6)
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(b) Network lifetime comparison under lifetime definition in (5)
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(c) Network lifetime comparison under lifetime definition in (7)

Fig. 2: Performance comparison of different scheduling and
power control protocols.

a bandwidth of 40 kHz. The other simulation parameters are
presented in Table I. As a benchmark, we compare the lifetime
performance of proposed protocols with the results of following
schemes: (i) equal resource allocation; and (ii) throughput-aware
resource allocation in which machine nodes with better channel
condition have priority for channel access. The power control for
these schemes is considered to be the same as power control for
low-complexity scheme in section III-A. Base station performs
the scheduling at time t0, where the remaining-energy level of
each machine device is a random value between zero and full
battery capacity.
In following figures we depict the absolute resulted lifetime
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(c) Network lifetime comparison under lifetime definition in (7)

Fig. 3: Performance comparison of different scheduling and
power control protocols.

under equal resource allocation scheme in left vertical axis, and
the lifetime factor for other schemes in right vertical axis. The
Lifetime factor for scheme x is the ratio between absolute lifetime
under scheme x and equal resource allocation.

Fig. 2a shows the lifetime performance of proposed scheduling
protocols versus different data packet size, where the mini-
mum individual lifetime is considered as the network lifetime
as in optimization problem (6). One can see that the optimal
lifetime-aware scheduling significantly increases the lifetime of
the network. Also, the achieved lifetime with low-complexity
suboptimal solution is in quite match with results of the optimal
solution. This happens because in this scenario, the transmission
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independent energy consumption (Es) is dominant in small to
medium packet length regions (Di ≤ 400) where two schemes
are different in power allocation. In Di ≥ 400 ≤ 600, P ∗

i in
(15) is determined by P i

min which results in the same power
allocation as in low complexity scheme. However, when the
constant energy consumption is low, these two schemes have
different behaviors. The throughput-aware scheme allocates more
chunks to closer nodes to the BS which results in short lifetimes
for far away nodes with high transmit power. Fig 2b shows the
same results when the network lifetime is defined as the average
lifetime of machine nodes as in the optimization problem (5).
One can see that the achieved network lifetime from suboptimal
and optimal solutions are again in quite match. Fig. 2c compares
the lifetime performance of different scheduling protocols, when
the maximum lifetime of machine nodes is considered as the
network lifetime as in optimization problem (7). One can see that
the throughput-aware scheduling which allocates more resources
to nearby nodes performs better than equal resource allocation
scheme in these figures. This is because the closer nodes to the
base station, which have priority in throughput-aware scheme,
experience lower pathloss and then their transmit power is low.
Then, allocating more resources to them and decreasing their
transmit power contributes to longer network lifetime. Again here,
the achieved network lifetime from lifetime-aware scheduling and
power control is much better than the other scheduling protocols.
Fig. 3 shows the lifetime performance evaluation when tT =
5msec, and the other simulation parameters are the same as Table.
I. From this figure it is evident that by increase in tT , the impact
of power control on the network lifetime is increased. Then, the
performance of optimal solution by algorithm 1 and 2 is superior
than the performance of suboptimal low-complexity solution.

V. CONCLUSIONS

In this paper, the uplink scheduling and power control is
investigated to maximize the lifetime of cellular-based M2M
networks. An accurate energy consumption model for machine
devices deployed in cellular networks is presented and a lifetime
metric based on this model is investigated. Then, optimal and
with low-complexity suboptimal scheduling and power control
protocols are presented to maximize the network lifetime. The
performance evaluation shows that the network lifetime is signif-
icantly extended under the proposed scheduling protocols.
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