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Abstract

Energy harvesting is identified as a promising alternative solution for pow-
ering implantable biosensors. It can completely replace the batteries, which
are introducing many limitations, and it enables the development of self-
powered implantable biosensors. An interface circuit is necessary to correct
for differences in the voltage and power levels provided by an energy harvest-
ing device from one side, and required by biosensor circuits from another.
This thesis investigates the available energy harvesting sources within the hu-
man body, selects the most suitable one and proposes the power management
unit (PMU), which serves as an interface between a harvester and biosen-
sor circuits. The PMU targets the efficient power transfer from the selected
source to the implantable biosensor circuits.

Based on the investigation of potential energy harvesting sources, a ther-
moelectric energy harvester is selected. It can provide relatively high power
density of 100 µW/cm2 at very low temperature difference available in the
human body. Additionally, a thermoelectric energy harvester is miniature,
biocompatible, and it has an unlimited lifetime.

A power management system architecture for thermoelectric energy har-
vesters is proposed. The input converter, which is the critical block of the
PMU, is implemented as a boost converter with an external inductor. A de-
tailed analysis of all potential losses within the boost converter is conducted
to estimate their influence on the conversion efficiency. The analysis showed
that the inevitable conduction and switching losses can be reduced by the
proper sizing of the converter’s switches and that the synchronization losses
can be almost completely eliminated by an efficient control circuit. Addi-
tionally, usually neglected dead time losses are proved to have a significant
impact in implantable applications, in which they can reduce the efficiency
with more than 2%.

An ultra low power control circuit for the boost converter is proposed. The
control is utilizing zero-current switching (ZCS) and zero-voltage switching
(ZVS) techniques to eliminate the synchronization losses and enhance the effi-
ciency of the boost converter. The control circuit consumes an average power
of only 620 nW. The boost converter driven by the proposed control achieves
the peak efficiency higher than 80% and can operate with harvested power
below 5 µW. For high voltage conversion ratios, the proposed boost con-
verter/control combination demonstrates significant efficiency improvement
compared to state-of-the-art solutions.

Keywords: Implantable biosensors, thermoelectric energy harvesting,
energy harvesting interface, power management, DC-DC converters, dead
time losses.
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AC Alternating current
AM Amplitude modulation

CMOS Complementary metal-oxide semiconductor

DBS Deep brain stimulation
DC Direct current
DCM Discontinuous conduction mode

ECG Electrocardiogram
EMG Electromyography
ESD Electrical static discharge
ESR Equivalent series resistance

FM Frequency modulation

IC Integrated circuit
IVSB Inductor volt-second balance

MEMS Micro-electro-mechanical systems
MIM Metal-insulator-metal
MPE Maximum power extraction
MPPT Maximum power point tracking

NEMS Nano-electro-mechanical systems
NFET N-field-effect transistor

PCB Printed circuit board
PFET P-field-effect transistor
PFM Pulse frequency modulation
PMU Power management unit
PWM Pulse width modulation

RF Radio frequency
RMS Root mean square

SMPS Switched-mode power supply
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TEC Thermoelectric cooler
TEG Thermoelectric generator
TGFF Transmission-gate flip flop

WBAN Wireless body area network
WSN Wireless sensor network

ZCS Zero current switching
ZVS Zero voltage switching
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Chapter 1

Introduction

1.1 Background on Implantable Biosensors

Wireless sensor networks (WSNs) have received much attention in the past decade.
Their popularity was driven by the wide range of potential applications to industry,
science, military, security and infrastructure [1, 2]. The application areas include
lifesaving systems, such as the fire detection [3] or bridge monitoring systems [4].
Recent technology development and device miniaturization have facilitated building

Figure 1.1: Wireless body area network connected to a portable device.

1
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smaller and smarter sensors. In particular, CMOS electronics and radio communi-
cation circuits have further decreased their size and improved their performance,
speed and power consumption [5]. At the same time, micro-electro-mechanical sys-
tems (MEMS) technology has advanced towards nano-electro-mechanical systems
(NEMS) enabling the development of new types of smart sensors [6]. As a result,
new applications of WSN are emerging on a daily basis, which further increase their
popularity. Currently, one of the most attractive, potentially lifesaving application
is health monitoring.

Wireless sensor networks responsible for health monitoring are called wireless
body area networks (WBANs). A sensor node, which converts a biological signal
into an electrical signal, is rather addressed as a biosensor. It is also important to
clarify that a modern biosensor is not only converting the signal but it is a small sys-
tem itself, capable of processing and sending the sensed signal. Such interpretation
of a biosensor is adopted in this work. WBANs are made of distributed wearable or
implantable biosensors. The general purpose of WBAN is to continuously monitor
the patients’ health or overall well-being and to warn the patient if some read-
ing is outside the normal range. The ultimate goal is to connect these biosensor
networks with portable devices in order to access the information easier or automat-
ically send the readouts to a health care institution, as it is illustrated in Fig. 1.1.
Such systems may have tremendous potential for diagnostic and prevention pur-
poses depending on the incorporated types of biosensors and their functionality [7].
For this reason, further improving already existing biosensors, and developing new
biosensors is essential for the future evolution of health monitoring systems. How-
ever, many challenges have to be tackled on this journey, considering the biosensor
requirements related to powering, reliability, accuracy, etc.

A sensing device is closely combined with its corresponding readout circuitry,
analog-to-digital converter, digital signal processing, communication and powering
devices to form a single biosensor, as it is shown in Fig. 1.2. Today, there are medical
applications which favor implantable biosensors, due to advantages provided by the
direct access to an analyte [8]. In fact, some applications, such as deep brain
stimulation (DBS) [9], demand implantable biosensors since it is the only way
to access the bioinformation. Compared to non-invasive biosensors, implantable
biosensors have even more strict constraints and limitations in terms of size, power,
biocompatibility and lifetime, which make their development very challenging.

The idea of continuous monitoring and stimulating patient’s health conditions
using an implantable device originates from many years ago [10]. The first fully
implantable pacemaker, shown in Fig. 1.3(a) [11], was implanted into the human
body back in 1958 [10]. However, the concept of WBAN was firstly introduced in
2001 [12], decades later. This is because all different fields contributing to the evo-
lution of such systems have reached the required level of development only recently.
The technology innovations and device miniaturization allow to squeeze the whole
biosensor system into an extremely small volume, as it is shown in Fig. 1.3(b) [13].
Consequently, many new applications of implantable biosensors appeared. The ear-
liest implantable medical devices were for monitoring and stimulating the human
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Figure 1.2: Typical biosensor system block diagram.

(a) (b) (c)

Figure 1.3: Implantable biosensor examples: (a) First fully implantable pacemaker
[11], (b) Modern miniature biosensor [13], (c) Cochlear implant [16].

heart, known as pacemakers and defibrillators [14,15]. By fighting against ventricu-
lar tachycardia and cardiac arrhythmia, those devices saved many lives in the past,
and they are still saving lives today. Other well-known implantable devices are the
cochlear implant for hearing aids [17], as illustrated in Fig. 1.3(c) [16], and the reti-
nal implant (partial vision restore) [18]. Relatively new applications include blood
pressure monitoring [19] for hypertension, glucose monitoring [20] for diabetes and
monitoring the brain neural activity [21] for a wide variety of neural disorders. For
instance, for a patient with Parkinson disease, the implantable device is capable
of predicting and stopping any tremors to occur by monitoring the specific brain
activity and providing the proper stimulation [22]. Monitoring of the brain neural
activity could also help patients with epilepsy, paralysis, chronic pain, dystonia and
even depression [23].
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The reliable functionality and the proper communication with the outside world
dictate strict performance requirements for the whole implantable biosensor and all
its individual blocks [24]. The biosensor has to meet several vital prerequisites just
in order to be considered appropriate for implantation [8]. The complete system
needs to be very small (less than cm3), so that the patient feels comfortable with
the device and implantation procedure. It has to be biocompatible to avoid an
unexpected immune response, implant rejection or injurious effects. Furthermore,
in order to meet the power requirements, the power consumption of the complete
system needs to be very low. Finally, the lifetime of the device should be as long
as possible; in the ideal case, it should exceed the lifetime of the host. So, once the
device is implanted, no additional maintenance should take place for years. Today,
the lifetime of implantable biosensors is mainly limited by batteries [25]. Constantly
replacing the batteries is not an acceptable solution for implantable devices, because
it requires a new surgical procedure whenever a battery is discharged. For this
reason, alternative solutions for powering the biosensors are desired.

1.2 Motivation

The power consumption of an implantable biosensor is determined by many factors,
such as its complexity, the nature of a sensed signal, the number of transmissions
per second, and so on. Biosensors that consume less than 20 µW, have already been
reported [26]. However, the representative power consumption for biosensors with
medium complexity and relatively high data-rate is 100 µW [27]. Such biosensor
would drain a 1 cm3 lithium battery in less than a year. This fact clearly shows
that the long term powering of implantable biosensors is an extremely challenging
task.

The majority of currently available implantable biosensors are powered by bat-
teries, which have limited energy capacity and lifetime. Depending on the average
power consumption of a biosensor, this limited time can range from a few days up
to several years, so eventually battery replacement is unavoidable. Batteries have
a dominant impact not only on the lifetime of an implantable biosensor, but also
on its size. As it was already mentioned, the miniature size is one of the main
requirements of implantable devices. On top of that, there are also many health
concerns related to a battery implantation inside the human body. If mistreated,
the potentially hazardous and toxic batteries can be very harmful to the patient.
Finally, they are almost non-recyclable, which raises environmental issues, even if
they are carefully disposed. Therefore, batteries can be considered as the bottleneck
of today’s implantable biosensor development. They represent the main obstacle
toward fully autonomous, millimeter size and high-performance implantable biosen-
sors. Finding alternative solutions in order to avoid constant battery replacement
is the primary goal of many recent investigations [27–34].

One very attractive solution for building autonomous systems is energy har-
vesting. Energy harvesting is a process that exploits small amounts of energy from
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Figure 1.4: Alternative solution for powering implantable biosensors.

the environment, which would otherwise be lost, such as heat, light, vibration, etc.
One simple example of energy harvesting devices is a solar panel, which transforms
solar energy to electrical energy. An energy harvester can be used to recharge the
battery, and by doing so, it decreases the size and prolongs the lifetime of the bat-
tery. However, even if the battery is recharged, it still has a limited lifetime due
to the relatively low number of cycles (cycle life). Instead of using a rechargeable
battery, a large capacitor or a supercapacitor, with an almost unlimited number of
cycles, can be used as an energy storage device. In this case, the system becomes
battery-free, as it is shown in Fig. 1.4. Therefore, energy harvesting can even com-
pletely replace the battery [33]. In addition, it has the potential to make the system
fully autonomous. The power consumption versus operation time (lifetime) of the
biosensor for both powering schemes is illustrated in Fig. 1.5 [27]. It is obvious,
from the figure, that the system which combines energy harvesting with the energy
storage device can easily outperform the traditional battery powered system in low
power applications. In addition, if the average harvested power is higher than the
average consumed power, such system can be fully autonomous and run indefinitely
without any maintenance. However, for proper operation it requires a dedicated
interface circuit, called power management unit (PMU). This is mainly because the
output voltage of an energy harvester is usually very low and has to be converted to
a much higher voltage required by the biosensors circuitry. The PMU is the main
focus of this work and it will be covered in the forthcoming chapters.

There are many different energy harvesters, exploiting energy from various ambi-
ent sources, such as light, heat, motion, chemical reactions, etc. However, for micro-
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Figure 1.5: Comparison between battery and energy harvesting powered biosensors
[27].

scale implantable devices only a few harvesting techniques can be used [28, 34]. A
potential harvester should operate and extract energy from inside the human body,
which is an unconventional and complex environment. So, the most suitable energy
harvesting technique for powering implantable biosensors needs to be identified.

Since the power and the output voltage of a harvester are extremely low, the
dedicated PMU encounters severe requirements and design challenges [27, 28, 32].
It should be able to efficiently convert input voltages in the order of tens of mV
to voltages required by the biosensor. In order to maintain the relatively high
efficiency, the PMU circuitry itself should consume only a small fraction of the
overall available power, which can be as low as few µW. Efficient PMU solutions
for various energy harvesting sources have been proposed in the literature [35–
41]. However, only a few solutions are targeting ultra low power harvesting for
implantable applications. It is still a relatively young research area with many
challenges and a lot of space for new solutions or improvements of already existing
ones. The focus of this work is to develop and design such a PMU for a selected
energy harvesting technique which can enable self-powered implantable biosensors.

1.3 Objectives

The aim of this thesis is to propose and develop an efficient energy harvesting
interface for implantable biosensors. In order to successfully reach this goal, four
intermediate objectives have been addressed.

The first objective is to select an appropriate implantable energy harvester,
which has potential to self-power the implantable biosensor. In order to do so, the
available energy sources within the human body are investigated in detail. The
selection is based on different criteria, such as the output power level per volume,
output voltage, biocompatibility, size, etc.
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The second objective is to propose a suitable power management unit architec-
ture. The PMU acts as an interface between a harvester and biosensor circuits,
so the proposed architecture should meet the loading requirements of the selected
energy harvester as well as powering demands of the implantable biosensors. Addi-
tionally, it should be able to efficiently transfer the harvested energy to the biosen-
sor circuitry. To achieve this objective, potential power management architectures
and their critical building blocks (i. e. input step-up converters) are explored and
examined considering the system constraints.

The third objective is to develop and implement techniques for minimizing losses
within the PMU and the power consumption. This objective is important for maxi-
mizing the efficiency of energy transfer from the harvester to the biosensor circuitry.
The goal is to successfully locate and suppress all potential losses. For this reason,
the extensive analysis of different loss mechanisms within the converter and their
impact on the overall efficiency is carried out.

The fourth objective is to design and verify an efficient energy harvesting power
management unit for powering implantable biosensors. The PMU should utilize
and validate all previously developed techniques for minimizing the related losses
and the power consumption of the control circuitry, a critical part of the PMU. It
should be highly efficient even at very low input voltage and power levels.

1.4 Thesis Outline

This thesis is organized in six chapters as follows:
• Chapter 1 introduces the implantable biosensors, their importance and po-

tential application fields. It also presents the motivation, objectives, outline and
contributions of this work.
• Chapter 2 discusses the system level architecture of implantable biosensors.

It focuses on the powering requirements and introduces the energy storage device.
Challenges towards fully autonomous battery-free systems are also addressed.
• Chapter 3 provides the background on energy harvesting. It also presents an

overview of the existing state-of-the-art micropower energy harvesting sources. The
potential sources for powering implantable biosensors are reviewed and compared
against each other. Finally, the most suitable one is singled out.
• Chapter 4 presents the proposed power management unit. Requirements

and constraints dictated by the energy harvesting source from one side and the
biosensor circuitry from the other are both discussed and explained. The top level
architecture and the individual building blocks are described. The design procedure
of the boost converter, the critical block of the PMU, is defined. Additionally, the
loss mechanisms inside the input converter are analyzed in detail. Finally, ideas
for maximum power extraction, start-up circuits and efficient control of the input
converter are introduced.
• Chapter 5 presents the design of the ultra low power control circuits for the

proposed PMU. This chapter also describes the techniques to achieve the high
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conversion efficiency, including Zero-Current Switching (ZCS) and Zero-Voltage
Switching (ZVS). Finally, the design of the nanowatt power building blocks as well
as the implementation of these techniques are presented.
• Chapter 6 draws the conclusions and identifies the future directions.

1.5 Contributions and Publications

Based on the extensive investigation of all potential micropower harvesting sources
for implantable biosensors, the thermoelectric energy harvesting is selected. Ther-
moelectric energy harvesting provides relatively high output power densities, small
size, biocompatibility and good reliability due to the ubiquitous temperature gradi-
ent inside the human body. Assuming 1 K temperature difference, the thermoelec-
tric harvester can theoretically provide up to 100 µW/cm2, which should be enough
for powering implantable biosensors in most applications. In addition, its equiva-
lent electrical circuit is rather simple so that the maximum power extraction (MPE)
is somewhat straightforward. Further on, based on the selected energy harvesting
source, the corresponding power management system architecture is proposed. A
boost converter with an external inductor is employed as the input step-up con-
verter. This type of converter can be efficient at low power levels and maintain the
high efficiency even at high voltage conversion ratios. At the same time, its input
resistance can be controlled and easily matched to the internal resistance of the
thermoelectric device to enable the maximum power extraction. Finally, the boost
converter can provide the adequate supply voltage for the biosensor circuitry.

To obtain high efficiency, an extensive analysis of the losses within the boost con-
verter is performed. As a result, simple expressions for estimating all relevant losses
and their impact on the system efficiency are derived. The analysis showed that
the usually neglected dead time losses are significant for implantable applications.
The overall efficiency reduction due to these losses can easily exceed 2%. Based
on these findings, two techniques are proposed to suppress the inevitable losses,
eliminate the dead time losses and obtain zero-current and zero-voltage switching,
simultaneously. Furthermore, an ultra low power control for the boost converter
is designed. The aforementioned techniques are implemented and employed in the
control circuits. The control is mostly digital, and its building blocks are carefully
designed and customized for ultra low power operation. The whole control con-
sumes an average power of 620 nW. Consequently, it enables the PMU to achieve
high efficiency under the strict power requirements.

Finally, the design procedure of the boost converter is defined. All sizes and
values of different parameters and components of the input converter are carefully
calculated and selected so that the losses are minimized. Consequently, a very
efficient boost converter is designed. The peak efficiency of the converter is higher
than 80% and it is maintained even at very high conversion ratios and low input
power. The designed converter can operate with very low input voltages of a few
tens of mV and, at the same time, can achieve the maximum power extraction from



1.5. CONTRIBUTIONS AND PUBLICATIONS 9

the harvesting source.
These research contributions have resulted in the following publications:
• J. Katic, S. Rodriguez, and A. Rusu, “An Efficient Boost Converter Control for

Thermoelectric Energy Harvesting,” in Proceedings of IEEE International Confer-
ence on Electronics, Circuits and Systems (ICECS), Abu Dhabi, UAE, December
2013, pp. 385-388.

Author’s contribution: 100% theoretical analysis, 100% IC design, 90% of writ-
ing the manuscript.
• J. Katic, S. Rodriguez, and A. Rusu, “Analysis of Dead Time Losses in Energy

Harvesting Boost Converters for Implantable Biosensors,” in Proceedings of IEEE
Norchip Conference, Tampere, Finland, October 2014, pp. 1-4.

Author’s contribution: 100% theoretical analysis, 100% IC design, 90% of writ-
ing the manuscript.





Chapter 2

Enabling Battery Free Biosensors

In order to evaluate the potential for developing battery free biosensors, it is es-
sential to investigate the power requirements of biosensor circuits, as well as the
obtainable power and voltage levels of energy harvesting devices. In fact, it is ex-
pected that there will be some discrepancies between the available and required
power and voltage levels. This is because the biosensor circuits generally require
stable voltage supplies in the range of 1 - 2 V. In addition, the power consumption
of the biosensors circuits can be quite high, reaching tens of mW during some pe-
riods of their operation. On the other hand, the output power and voltage levels
provided by the energy harvesters are usually low and unpredictable; they might
be as low as a few µW and tens of mV respectively. The power management unit
(PMU) acts as an interface between the energy harvester and the biosensor cir-
cuits and it is used to adjust for these differences, as it is shown in Fig. 1.4. The
PMU is crucial for enabling battery free biosensors. However, before engaging in
more details about the PMU, it is necessary to define and clarify its primary tasks
and requirements dictated by the biosensor circuitry from one side and the energy
harvesting device from another.

In this chapter, the power consumption patterns and the required voltage sup-
plies for implantable biosensors will be evaluated for various applications. Addi-
tionally, the system requirements for autonomous operation will be discussed. The
potential output power and voltage levels of available energy harvesting sources
and more details on the PMU will be covered in forthcoming chapters.

2.1 Power Requirements of a Biosensor

In general, the power consumption of implantable biosensors greatly depends on the
application. The applications that require continuous monitoring, in which large
amount of data is transferred, are usually power demanding. On the other hand,
the occasional sensing and a small amount of transferred data correspond to low
power consumption. For instance, continuous sensing, processing and transmitting

11
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Figure 2.1: Power consumption of a biosensor during one complete cycle [27].

the neural brain activity is far more power hungry than sensing and sending the
temperature once in every hour. This is because most of power is consumed while
receiving and transmitting relevant data. However, the majority of biomedical
applications require only a limited amount of exchanged information [42]. Many
biosensors sense, transmit and receive information infrequently, meaning that they
are inactive most of the time. A typical power demand pattern of an implantable
biosensor is illustrated in Fig. 2.1 [27]. Significant variations in the power demand
during the same working cycle are evident, ranging from less than 1 µW during the
idle phase, up to tens of mW during transmission.

As it can be seen in Fig. 2.1, the average power consumption is strongly af-
fected by the duration of the idle (sleep) state. In fact, in some cases, the average
power consumption can be adjusted by changing the duration of this state, or in
other words by changing the operating duty cycle of the biosensor. For example,
assume that it is necessary to decrease the average power consumption of a glucose
monitoring implantable biosensor. If the power consumption in the sleep mode is
neglected for simplicity, by measuring and sending data once in every 5 minutes
instead of every 1 minute, the average power consumption of a sensor is reduced
more than five times. Note that this is applicable only when the particular applica-
tion allows decreasing the duty cycle. Suppose that D is the operation duty cycle
of the biosensor, then its active state lasts for DT , where T is the complete cycle
period. For simplicity, sensing, transmitting and receiving phases are all considered
as an active state, with an overall average power of Pactive. The average power of
the idle state is Psleep. Then the average power consumed by the biosensor is [43]:

Pc = DPactive + (1−D)Psleep. (2.1)
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Eq. (2.1) can be further simplified by assuming that the biosensor does not consume
any power during the idle state. For Psleep = 0 the average power is:

Pc = DPactive. (2.2)

It is evident from Eq. (2.2) that the average power consumption can be reduced
by decreasing the duty cycle. However, it is important to note that this is not
possible in the applications which have a strictly defined data transfer rate.

The biosensor requires a stable power supply voltage for proper operation. In
fact, because it consists of different RF, analog and digital sub-blocks, it usually
requires several various power supply voltages. Having multiple power supplies is
beneficial primary in terms of power savings. The supply voltage and, consequently,
the power consumption of individual blocks can be customized. For instance, digital
circuits might be fast enough with just half of the voltage supply required by the RF
circuitry. On top of that, digital circuits generate supply noise due to their switching
characteristics and high feedthrough currents. This noise is undesirable for the RF
circuitry that requires a relatively "clean" supply voltage. So, having separate power
supplies prevents this problem and reduces the overall power consumption [44].

During the active state of the biosensor and especially during the data trans-
mission, the required current levels can exceed 10 mA [42]. The aforementioned
high power demand during the transmission is actually a reflection of these cur-
rents. The high currents can cause a significant voltage drop in the high impedance
voltage source. Therefore, the power supplies for a biosensor have to be carefully
designed to handle such variations in current levels.

2.2 Power Autonomy

Energy harvesting is a promising alternative to batteries and it can enable the au-
tonomous powering of implantable biosensors. Using a harvester to directly power
biosensor circuits requires that at any moment the instantaneous harvested power
ph(t) is higher than the instantaneous consumed power pc(t):

ph(t) ≥ pc(t). (2.3)

This condition is extremely difficult to achieve considering the previously presented
power requirements of a biosensor. On top of that, harvested energy is quite unpre-
dictable, and it might happen that it is the lowest at the moment when a biosensor
is transmitting the data. For all these reasons, an energy storage device is necessary
for most of the energy harvesting systems and particularly in implantable appli-
cations [42, 43]. The energy storage device should act as an energy buffer, which
accumulates the energy during the low power demand periods, such as the idle state,
and provides the excessive energy during the high power demand periods. There
are three possible candidates for the energy storing devices: standard rechargeable
batteries, emerging thin film batteries and supercapacitors. The problems related
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Table 2.1: Comparison of batteries and supercapacitor [27, 45].

Battery SupercapacitorLi-ion Thin film
Operating voltage (V) 3.7 3.7 1.25
Energy density (Wh/l) 435 <50 6
Self-discharge rate (%/month) 1 1 100
Cycle life (cycles) 2000 1000 >10000
Temperature range (℃) -20/50 -20/70 -40/65

to conventional batteries have already been identified. Thin film batteries, unlike
conventional ones, can be integrated into the IC packages, fabricated on plastics,
can have any shape or size and some of them are even flexible [27]. However, their
energy density is much less than of the classical batteries and the number of cycles
is still limited. Supercapacitors are electrochemical capacitors with very large ca-
pacitance values. Their performance is between the performance of batteries and
conventional capacitors, as it can be seen in Table 2.1 [27,45]. The energy density of
supercapacitors is lower than the energy density of batteries, but their power den-
sity is much higher. Supercapacitors are capable of providing a high burst of power
in a very short time frame [45, 46], which makes them well suited for implantable
biosensors. A very large number of possible cycles makes their lifetime almost
unlimited. Additionally, their safety is improved over batteries, and there is no
danger of overcharging or exploding. Finally, the supercapacitor technology is very
promising and it is evolving at a faster rate than the battery technology. All these
features make supercapacitors a superior energy storage solution for implantable
biosensor systems.

By introducing an energy storage device between the energy harvester and the
biosensor circuits, the harvested power does not have to be always higher than
the required power. During the high power demand, the power is provided by the
storage device rather than the energy harvester. Consequently, it is sufficient that
the average harvested power, Ph, is higher than the average power consumption of
the biosensor, Pc [42, 43]:

Ph ≥ Pc. (2.4)

This condition is much easier to meet than the one defined by Eq. (2.3). By
combining Eq. (2.4) with (2.1), the maximum allowable duty cycle, Dmax, can be
estimated as [43]:

Ph ≥ DPactive + (1−D)Psleep, (2.5)

Dmax = Ph − Psleep
Pactive − Psleep

. (2.6)
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Further, the required energy capacity of the storage device can be estimated.
The difference between the total energy consumed by the biosensor circuits, Econ,
during one period of operation and the total energy generated by the energy har-
vester, Ehar, should be provided by the energy storage device [42,43]:

Econ =
∫
T

pc(t)dt, (2.7)

Ehar =
∫
T

ph(t)dt, (2.8)

(2.9)

so the energy capacity of the storage element, Estorage, is given by:

Estorage ≥ max
{
Econ − Ehar

}
, (2.10)

Estorage ≥ max
{∫

T

[pc(t)− ph(t)]dt
}
. (2.11)

Finally, if the condition in Eq. (2.4) is satisfied for an acceptable duty cycle and
a reasonable size of the storage device, the autonomous powering of the biosensor
is possible.

2.3 System Architecture

The block diagram of a biosensor system powered by an energy harvester is shown
in Fig. 1.4. Compared to the traditional diagram in Fig. 1.2, the battery is replaced
with the combination of an energy harvester and an energy storage device. The
energy harvester extracts the energy from the environment. The PMU transfers the
energy to a storage device, where it is accumulated during the whole idle period of
the biosensor. Afterwards, during the active state of the biosensor, the accumulated
energy is used to power the biosensor circuitry. The PMU is also responsible for the
correct distribution of energy between the different blocks of the biosensor. There-
fore, it is managing the complete energy transfer between the energy harvester, the
storage device and the biosensor’s building blocks. The energy transfers have to
be efficient so that only a small fraction of energy is lost during this process. This
is a rather simplified description of the energy transfer within the biosensor. In
reality, achieving the efficient energy transfer while meeting the requirements of all
different blocks at the same time, as well as accurate scheduling and monitoring the
tasks, is quite challenging. This matter will be covered in more details in Chapter
4.

2.4 Summary

The amount of power that is needed for powering an implantable biosensor is appli-
cation dependent. For this reason, it is impractical to define the power consumption
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of a biosensor in general. At the same time, the power consumption of a particular
biosensor is varying during its operating cycle. Two different states are distin-
guished, the idle (sleep) state during which the power consumption is low and the
active state in which the power demand is high. An energy buffer, e. g. superca-
pacitor, is necessary to handle these high power demands. If the application allows
altering the durations of the sleep and active states, the power consumption of
the biosensor can be reduced by prolonging the sleep state. Finally, self-powered
biosensors are achievable if the following conditions are satisfied. First, the average
harvested power has to be higher than the average consumed power. Second, the
energy storage device needs to have a sufficient energy capacity. Third, the power
management unit has to transfer the energy efficiently from the energy harvester
to the energy storage and biosensor’s circuitry.



Chapter 3

Energy Harvesting

This chapter investigates the amount of power that can be provided by the energy
harvester, and transferred to the PMU and further to the biosensor. This step is
crucial in order to determine whether the autonomous powering of the biosensor is
possible.

Energy harvesting has been identified as a potential alternative to batteries
in many applications [47–49]. The output power of the energy harvester entirely
depends on its environment and available energy in the vicinity. Accordingly, some
applications are much more suitable for using the harvested energy than other. For
this reason, it is essential to understand the environment of a potential application,
to locate the possible sources for energy harvesting and their corresponding power
levels.

3.1 Background on Energy Harvesting

Energy harvesting is a process which converts a small amount of energy from the
environment into electrical energy. More informal description may be that energy
harvesters are miniature green power plants. The amount of energy which defines
the energy harvesting is not precisely specified. However, as a convention it is
considered that for the energy harvesting which is intended for wireless sensor
nodes or perhaps portable devices, "a small amount of energy" stands for a mW
power range or less.

Energy harvesting for low power applications has gained much attention recently
mainly as a consequence of the huge popularity of wireless sensor networks for a
wide range of applications. It became practical due to technology advancements and
extremely low power requirements of modern sensor nodes. In fact, the idea is not
new. The early energy harvesting devices were developed decades ago. First, solar
cells were introduced in 1950s. Then thermoelectric generators appeared in 1960s,
when they were considered for co-integration with nuclear batteries to power early
implantable pacemakers [50]. As a matter of fact, most of the fundamental effects,

17
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on which the modern energy harvesting devices are based, such as the photovoltaic
and Seedback effect, were discovered in the 19th century during the industrial
revolution [47]. However, only recently it became possible that a complete sensor
node, consisting of a readout circuitry, analog-to-digital converter, micro-controller
unit and radio may operate in the microwatt range. This has opened the possibility
of using alternative sources of energy, such as energy harvesting, to replace the
batteries.

The energy harvester can be used to power any individual device or system
which consumes a low amount of power, including sensor nodes. Therefore, the
list of potential applications is almost limitless. Energy harvesting is especially
suitable when the device is physically inaccessible or hard to reach. When com-
pared to batteries, it is advantageous in terms of lifetime, size, safety and being
environmentally-friendly. Nevertheless, there are many challenges that have to be
overcome before energy harvesting can be used to power devices. First of all, the
successful implementation of an energy harvesting device itself is very challeng-
ing and it is a multidisciplinary task. Secondly, the energy available for harvest-
ing is usually variable and hard to predict, so the potential energy source has to
be thoughtfully selected, and the amount of output energy carefully estimated.
Thirdly, in most cases, the resulting output power and voltage are very low. They
require conversion and adequate handling in order to be used by a sensor node or
some other device. A dedicated PMU is necessary to perform this task. Finally, the
energy harvesting device requires a matched load to provide the maximum possible
output power. The PMU also ensures that the appropriate impedance is presented
to the energy harvester. It is evident that the performance of energy harvesting
heavily depends on the capabilities of the PMU.

There are various kinds of ambient energy sources from which the energy can
be harvested. The well-known ones include natural energy sources, such as sun-
light, wind or water flow. There are artificial sources too, for instance, waste heat,
industrial vibrations or indoor light. Energy can be also harvested from some less
known sources such as biochemical reactions or microwaves. Although it seems
that there are potential energy harvesting sources in every situation, in reality, the
amount of available energy is very dependent on the environment. In some cases, a
considerable amount of energy might be on disposal for harvesting while in others
there might be scarce energy available. Successful energy harvesting in environ-
ments with limited available energy is very demanding. Health monitoring based
on implantable biosensors is one of the applications that require energy harvesting
from such environments. In fact, the human body is one of the most challenging
environments for energy harvesting. At the same time, potential benefits are also
superior because every battery replacement requires a new surgical procedure for
the patient. For this reason, it is important to carefully investigate the possible
harvesting sources within the human body and to identify the most promising ones
that can potentially be used to power a biosensor.
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3.2 Available Sources for Implantable Harvesting

Implantable devices are completely surrounded by the human tissue. Their envi-
ronment within the human body is dark, thermoregulated and lacks continuous
motion. It is evident that it is not the best environment for energy harvesting.
On top of that, implantable devices are subject to many strict regulations regard-
ing the size, weight, reliability, biocompatibility, and so on. This is additionally
limiting the usability of implantable energy harvesting. However, even in such un-
suitable environment, potential energy harvesting sources exist, and they include
the following:

• Motion and vibration – Different movement mechanisms are associated
with the human body. There are occasional whole body movements, when a
person is walking or running, and periodic movements, such as heart beating
or lung movement while breathing. These movements and vibrations can
potentially provide a certain amount of kinetic energy for harvesting.

• Thermal – Even though the human body is thermoregulated (tries to main-
tain the constant temperature), a small thermal gradient endures. The tem-
perature of the body is slowly decreasing from the core of the body where
it is the highest until it reaches the skin where it is the lowest. As a conse-
quence, there are a few degrees of temperature difference available for energy
harvesting.

• Biochemical – Some of the chemical compounds in the human body, such
as glucose, contain energy in the form of chemical bonds. Under certain
conditions, this energy can also be harvested.

• Ambient RF – Nowadays, especially in urban areas, there are many RF
systems which are constantly communicating. The related RF microwaves
are carrying certain amount of energy even after penetrating the human body.
This energy is also available for energy harvesting.

It should be noted that the energy transfer using inductive coupling and the RF
energy transfer with a dedicated energy source are excluded from the list of potential
implantable energy harvesting sources. This is because they are considered here as
an energy transfer method rather than energy harvesting.

3.2.1 Vibration Energy Harvesting
Vibration energy harvesters capture the energy from the human motion and trans-
form it into electrical energy. There are three main mechanisms for converting
motion or vibration to electrical energy: electromagnetic, electrostatic and piezo-
electric. A general model for converting the energy of a vibrating mass to electrical
energy has been described in [51] for modeling electromagnetic converters. This
model has been further expanded in [52] to cover the electrostatic and piezoelectric
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converters more accurately. The final model does not require the specification of a
particular conversion mechanism, since it is valid, to some extent, for all of them.
The schematic of this universal model is shown in Fig. 3.1.

The system is described by [52]:

mz̈ + (be + bm)ż + kz = −mÿ, (3.1)

where m is the mass, y is the input displacement, z is the spring deflection, k is the
spring constant, be and bm are the electrical and mechanical damping coefficients,
respectively. The resulting electrical power is equal to the power collected by the
electrically induced damping (be = 2mξeωn). Considering that the power is the
product of force and velocity and the electrically induced force is Fe = beż, the
converted electrical power is:

Pe = 1
2Feż = 1

2beż
2. (3.2)

The magnitude of the output electrical power can be derived from Eq. (3.1) and
Eq. (3.2) as [52]:

|Pe| =
mξeωnω

2( ω
ωn

)3Y 2

(2(ξe + ξm) ω
ωn

)2 + (1− ( ω
ωn

)2)2 , (3.3)

where Y is the displacement magnitude of input vibrations, ξe and ξm are the
electrical and mechanical damping ratios, respectively; ω is the input frequency
and ωn is the natural frequency of the system. When the natural frequency of the
system is matched to the input frequency, this expression is simplified as:

|Pe| =
mξeω

3Y 2

4(ξe + ξm)2 . (3.4)

The generated power is maximized for ξe = ξm = ξ. Considering that f = ω/2π,
the Eq. (3.4) becomes:

|Pe|max = π3

2
mf3Y 2

ξ
. (3.5)

Several conclusions can be drawn from Eq. (3.5). The possible generated power
heavily depends on the input frequency f . This frequency is, however, determined
by the application of the energy harvester and its environment. Vibrations in
the environment also determine the displacement magnitude Y . Furthermore, the
generated power is linearly proportional to the mass. Finally, it is up to a device
designer to minimize ξe and match it properly to ξm in order to obtain higher
output power.

The described model and the estimated output power clearly indicate that the
harvesting of the vibration energy inside the human body is a very challenging
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Figure 3.1: General model of vibration harvester [52].

task. First of all, the fundamental frequencies of the human motion are around 1
Hz, which severely limits the potential harvested power. Some recent measurements
have showed that the spectral content of a moving person stretches up to tens of
Hz [53], but the obtainable power at these frequencies is still very low. Second,
a size and weight limitation of an implantable device restricts the value of the
oscillating mass. Third, the actual movement of the human body is unpredictable
and differs very much from person to person. It depends on person’s age, health,
mobility and many other factors. Also, the movement of the implantable device is
influenced by the placement point inside the body. For instance, a device inside
the patient’s leg could potentially harvest much more power than a device inside
the abdomen. Finally, the extracted power also depends on the used transduction
mechanism.

As previously mentioned, there are three transduction mechanisms for convert-
ing the energy from vibrations to the electrical energy.

Electromagnetic transducers use the Faraday Law to convert the mechanical
energy into electrical energy. The movement of a magnetic mass causes a variation
of the magnetic flux in the nearby coil. This change in the magnetic generates an AC
voltage across it. Generally, electromagnetic generators can achieve relatively high
power densities, but at the cost of the device volume. This is because the harvested
power depends on the number of windings in a coil, which is limited by the size of
the device. Another disadvantage of this technique is that over time it is subject
to a damage of the oscillating parts due to the constant movement and friction.
This limits the lifetime of the harvester. Only a few miniature electromagnetic
transducers with a relatively low operating frequency have been reported in the
literature. In [54], a maximum output power of 17.8 µW is obtained for WSN
applications. The device is operating at 56.6 Hz and occupies 150 mm2. This
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staggered fingers is 3 µm. 

Fig. 7 SEM photograph of moving and fixed comb 
fingers of the nickel microstructure. 

Fig. 8   SEM photograph of a 70 µm depth silicon 
mould. 

4. PERSPECTIVES 

This new type of electrostatic microstructure 
has been specifically designed to meet the 
requirements of ambient vibrations energy 
scevenging (low and large frequency vibration 
sprectrum [0-200 Hz] and low vibration levels < 1 
m/s²). The multigap comb fingers structure ensure 
the Cmax capacitance to be reached frequently for 
most of ambient vibrations applied to the whole 
conversion structure, eventhough it is not 
perfectly aligned in the horizontal plan : any tilt 
angle can thus be compensated without disturbing 

the global system operation. Reaching with 
certainty this Cmax value permits to decrease the 
voltage range operation of the managment 
electronics, from several hundreds of volts in 
current systems [1-3] to 50 V or less. A path to the 
integration of the management electronics is thus 
opened with this new types of electrostatic 
conversion strurtures.  
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Figure 3.2: Comb-shaped capacitor for electrostatic energy harvesting [56].

result is equivalent to a power density of around 100 µW/cm3. In [55], an output
power of 43 µW at 3.33 Hz is obtained for implantable biomedical applications. The
electromagnetic harvester, previously developed to power the quartz watches, have
been implanted in a dog. The power density of this device is around 10 µW/cm3.

Electrostatic transducers utilize variable capacitors to convert the mechani-
cal energy into electrical energy. When the distance or the overlap of the capacitor’s
plates is changed by motion or vibration, the voltage across the capacitor is also
changed, and the electrical power is generated. The critical parameter of electro-
static transducers is the capacitance of a variable capacitor. To maximize this
capacitance, many different fabrication techniques and shapes are used. The comb-
like structure is shown in Fig. 3.2 [56]. Electrostatic energy harvesters are more
efficient when they are generating small amounts of power. Their main advantage
is that they are suitable for integration in microsystems and could be realized with
MEMS. However, the capacitor needs to be pre-charged to operate properly. A
very interesting electrostatic vibration energy transducer is presented in [56]. It is
fabricated using MEMS fabrication technology, and it is the non-resonant device
capable of operating at different frequencies. The reported frequency range is 1 Hz
- 200 Hz, and it can deliver 12 µW/cm2. Another interesting solution, presented
in [57], is also fabricated using MEMS technology, and it is suitable for biomed-
ical applications. This non-resonant device operates in the range 1 Hz - 100 Hz
and it can, theoretically, provide 27 µW/cm2 at 30 Hz. However, in practice, the
measured power density is around 1 µW/cm2.

Piezoelectric transducers are based on the properties of piezoelectric mate-
rials. When a piezoelectric material is exposed to mechanical stress, a voltage is
generated across it. Unlike in electrostatic transducers, no pre-charge of the mate-
rial is required in piezoelectric converters. The structure of a piezoelectric converter
is shown in Fig. 3.3 [58]. The main disadvantage is that piezoelectric materials have
a relatively high resonance frequency. Thus, they are not well suited to harvest en-
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Results
As the last row of Table 1 indicates,

vibration sources can generate approxi-
mately 375 �W/cm3. An initial vibration
model indicates that a 1 cm3 design can
generate 375 �W from a vibration source
of 2.5 m/s2 at 120 Hz.2 On the basis of
this model, researchers fabricated some
early prototypes of tiny, piezoelectric can-
tilevers (9 to 25 millimeters in length)
with a relatively heavy mass on the free
end (see Figure 1).

When affixed to a vibrating surface,
such as a wooden staircase or the inside
of an air-conditioning duct, these pro-
totypes scavenged and stored enough
energy on a capacitor to power sensor
nodes. In recent tests, we also used the 1
cm3 generator prototypes (Figures 1a
and 1b) to power a 1.9 gigahertz radio
transmitter.1 The beacon was powered
at a duty cycle of 1 percent, which
resulted in an average power consump-

tion of 120 �W. Figure 1c shows a vari-
ation of the generator that includes a cas-
ing to restrict the range of bender
motion. In addition, the beam’s attach-
ment point to the support is widened to
reduce stresses.

In a second test, using the larger gen-
erator integrated into a complete pack-
age (Figures 1d and 1e), a Mica2Dot
“mote” (www.xbow.com) transmitted
temperature readings, powered at about
a 1 percent duty cycle. The “on” power
of the larger node was 40 to 60 mW, and
the average power was 400 to 600 �W.
This TempNode unit—run entirely from
scavenging—was part of a smart-build-
ing project for regulating residential
temperatures.

Modeling piezoelectric energy
scavengers

As Figure 2 shows, we have primarily
based our piezoelectric generators on a

two-layer bender (or bimorph) mounted
as a cantilever beam. The device’s top
and bottom layers are composed of
piezoelectric material. As the figure
shows, bending the beam down pro-
duces tension in the top layer and com-
presses the bottom layer. A voltage devel-
ops across each of the layers, which we
can condition and use to drive a load cir-
cuit. If we wire the layers in series, their
individual voltages add. If we wire them
in parallel, their individual currents add. 

All the generators in Figure 1 use this
basic type of construction and operation.
Also, although Figure 2 doesn’t show a
neutral central layer (typically made of
metal), most of our prototypes contain
such a layer. This central elastic layer adds
robustness, as the ceramic is very brittle; if
we carefully choose the relative layer thick-
ness, the central layer can also improve
overall electromechanical coupling.

Power output
When vibrations drive the device, the

generator provides an AC voltage. When
we connect a resistor across the piezo-
electric electrodes, a simple resistance-
capacitance (RC) circuit results. By com-
bining the standard beam equations with
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Figure 1. Meso-scale piezoelectric generators. The 1 cm3 generator prototypes (a) and (b) powered a 1.9 GHz radio transmitter 

and resulted in an average power consumption of 120 �W. (c) A generator that restricts maximum deflection and stresses at the 

attachment point. A second test used a larger generator (d) integrated into a complete package (e) that measured and transmitted

temperature readings. 

(a) (b) (c) (d) (e) Scavenging unit
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Figure 2. A two-layer bimorph mounted

as a cantilever. The top and bottom layers

are piezoelectric; bending the beam 

creates tension in the top layer and 

compresses the bottom layer.

Figure 3.3: Piezoelectric energy harvester structure [58].

ergy from the low frequency human motion. In [59], the aluminium nitride (AlN) is
used as piezoelectric material and a maximum power density of around 60 µW/cm3

is measured at 572 Hz. A power density of around 30 µW/cm3 at the relatively
high frequency of 1500 Hz is reported in [60].

Commercial solutions for vibration energy harvesting exist for many different
applications, such as industrial automation or rail monitoring [61, 62]. However,
none of those solutions are suitable for low frequency micro-scale energy harvesting
from the human motion.

Based on the previous discussion, among different mechanisms, electrostatic
transducers show the most potential for powering implantable devices. They can
obtain relatively high power density at a low movement frequency and can be
realized with MEMS. It is also important to note that vibration energy harvesters
are generally biocompatible since they can be hermetically sealed.

The output voltage of a vibration energy harvester is an AC voltage. So, it
cannot be used to power CMOS circuits directly. Therefore, a vibration energy
harvester requires a customized interface circuitry. A PMU, which contains a rec-
tifier and a step-down converter, can be employed as an interface circuit. Since the
harvested power is very low, the power transfer efficiency is the primary concern
in the design of the PMU. The PMUs for low power vibration energy harvesting
reaching 85% efficiency have been reported in the literature [36,38,63].

3.2.2 Thermal Energy Harvesting
Thermal energy harvesters convert the thermal energy, in the form of temperature
difference, into electrical energy. This process is based on the Seebeck effect: two
junctions made of dissimilar conductors and being exposed to different temperatures
will establish an open circuit voltage in between them. The basic element of thermal
energy harvesters is a thermocouple, which is illustrated in Fig. 3.4.

A thermocouple is composed of two semiconductor materials and metallic con-
nections. Two semiconductor materials are P-type and N-type, respectively. Due
to the temperature difference at the opposite sides of the materials, charge carriers
are diffusing. All carriers, electrons and holes, are moving from the hot side toward
the cold side. This is forming an electrical potential, and current flow if the circuit
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Figure 3.4: Thermocouple.

is closed. The established voltage is given by:

V = α1∆T − α2∆T, (3.6)

where α1 and α2 are the material dependent Seebeck coefficients and ∆T is the
temperature difference between the opposite sides. Since the Seebeck coefficient
of the N-type material is negative, contributions of both pillars in Eq. (3.6) are
summed. The thermal energy harvester is made of a thermopile, which consists of
many thermocouples connected together. From the thermal point of view, the ther-
mocouples within the thermopile are connected in parallel and from the electrical
point of view in series. If the number of thermocouples inside the thermopile is n,
then the electrical parameters of the thermopile, the open circuit voltage VT and
internal resistance RT , are given by:

VT = nα∆T, (3.7)

RT = 2nρh
S
, (3.8)

where α is the sum of two Seebeck coefficients, ρ is the electrical resistivity of the
materials (assumed to be equal for the simplicity), h is the height and S is the
base area of the thermocouple legs (pillars). Consequently, the equivalent electrical
model of the thermopile is very simple, as it is shown in Fig. 3.5(a). The obtained
harvested power is derived as:

PT = V 2
T

4RT
= nα2S

8ρh ∆T 2. (3.9)
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Figure 3.5: Equivalent models of a thermal energy harvester: (a) Electrical equiv-
alent circuit, (b) Thermal model [65].

The Seebeck coefficient α, the resistivity ρ and the ratio h
S of the pillars are

defined by the technology and the used materials [28, 64]. The number of ther-
mocouples inside the thermopile n can only be increased at the price of the area.
Surprisingly, their number, within a specific area, is not maximized; it is rather set
to an optimal value [28]. This is because there is an optimal density of thermocou-
ples inside the thermopile for which the highest efficiency is obtained. To clarify
the choice of the optimal number, the equivalent thermal model of the thermopile
should be observed. The thermopile is modeled by two thermal resistors in parallel,
as it is illustrated if Fig. 3.5(b) [65]. The thermal resistor θp represents the thermal
resistance of the pillars inside the thermopile and θa is the thermal resistance of
the air in between those pillars. θsource and θsink represent the thermal resistances
during heat exchange between the hot and the cold plate of the thermopile, and the
environment, respectively. The actual temperature difference at the thermopile’s
plates ∆T is lower than the temperature difference in the environment ∆Ttotal and
it is given by [65]:

∆T = ∆Ttotal
θT

θT + θsource + θsink
, (3.10)

where θT = θp||θa is the overall thermal resistance of the thermopile. In order to
maximize ∆T , θT must be maximized compared to sum (θsource + θsink). It is
known that [66]:

θp = 1
kp

h

2nS , (3.11)

θa = 1
ka

h

A− 2nS , (3.12)

where kp and ka are the thermal conductivities of the pillars and air in between
them, respectively; A is the area of the thermopile’s plate. To obtain the maximum
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θT , θp should be equal to θa, therefore:

1
kp

h

2nS = 1
ka

h

A− 2nS . (3.13)

Eq. (3.13) defines the optimal number of thermocouples inside the thermopile for
which the highest efficiency is achieved [28]:

nopt = ka
ka + kp

A

2S . (3.14)

There are two ways to additionally boost the output voltage and power of the
thermopile [65]. First way is to further increase the thermal resistance of the
thermopile by placing several devices thermally in series, which is equivalent to
stacking them on top of each other. The drawback of this technique is an increased
thickness of the resulting device. The second way is to decrease the sum (θsource +
θsink) in Eq. (3.10) by a proper design of the thermopile’s plates and outer surface.

The available temperature difference in a particular environment has to be de-
fined before considering the powering from thermoelectric generators. In the case
of implantable devices, this refers to the available temperature differences inside
the human body. Since the human thermoregulatory system controls the core body
temperature and keeps it at approximately 37 ℃, the variations of the temperature
inside the body are relatively low. The highest temperature gradient is available in
the fat layer just under the surface of the skin [67, 68]. The temperature variation
under the skin is shown in Fig. 3.6, where temperature differences up to 5 K can bee
seen in the fat layer. As it was explained above, the actual temperature difference
between the plates of the energy harvesting device is much lower than in Fig. 3.6.
Specifically, around 1 K - 2 K difference can be expected across the fat layer [68].
Such low temperature difference makes the thermal energy harvesting inside the
human body extremely challenging.

Due to the limited temperature gradient inside the human body, the output
voltage of the implantable thermal energy harvester is expected to be very low (few
tens of mV) [68]. Thus, the harvester output cannot directly power the CMOS
circuits. It requires a customized interface to boost the voltage to useful levels.
Usually, a PMU with a special start-up capability and relatively high efficiency is
employed, such as in [69].

The stacking of harvester devices thermally in series improves the effective tem-
perature difference [64,68], as it was already mentioned. In addition, if the devices
are at the same time connected electrically in series, the output voltage is also in-
creased. The drawback of this technique, i. e. the increased thickness, can serve
as an advantage in implantable thermal energy harvesting [67]. A thicker device
can exploit the total temperature difference across the fat layer of the human body
effectively. Hence, instead of 1 K, entire 5 K of available difference can be used for
harvesting. In Fig. 3.7, the comparison between the actual temperature differences
on the harvester plates for a single and three stacked devices is shown [68]. The
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the abdomen (Figure 2.4). The temperature difference appears to be proportional to fat thickness, 
as seen in Figure 2.5, and is due to the lower thermal conductivity of fat.  

This analysis suggests that a 1-5 K temperature gradient is feasible under normal conditions only 
in high fat thickness regions of the body. These results are also only valid in the case where the 
thermal resistance of the implanted device matches that of the fat layer to limit any thermal 
discomfort. Experimental work in human thermometry may provide empirical values for the 
temperature differences. While current methods for measuring sub-dermal tissue temperatures 
involve invasive methods (such as needle temperature probes), some newer non-invasive 
techniques, such a microwave thermometry, are becoming available (see Appendix B). 
Table 2.3. Calculated temperature differences in the fat layer of the body in various locations. 

Site Muscle 
Thickness 

Fat 
Thickness Rested ΔT 

Walking 
ΔT 

Running 
ΔT 

Abdomen 16.34 mm 14.8 mm 1.73 K 3.8 K  4.75 K 

Biceps 34.6  mm 3.33 mm 0.45 K 1.22 K 1.7 K 

Calf-posterior 65.36  mm 4.93 mm 0.65 K 1.74 K 2.4 K 

Chest 33.45  mm 7.26 mm 0.94 K 2.37 K 3.18 K 

Forearm 26.04  mm 3.24 mm 0.44 K 1.16 K 1.63 K 

Hamstring 69.29 mm 6.97 mm 0.91 K 2.32 K 3.14 K 

Lumbar 37 mm 6.54 mm 0.85 K 2.18 K 2.96 K 

Quadriceps 54.54 mm 6.42 mm 0.82 K 2.12 K 2.89 K 

Subscapular 23.74 mm 8.4 mm 1.06 K 2.6 K 3.44 K 

Suprapatellar 29.42 mm 6.23 mm 0.81 K 2.08 K 2.81 K 

Triceps 41.84 mm 5.92 mm 0.78 K 2.02 K 2.75 K 

   

 
Figure 2.3. Modeled tissue temperature profile near the skin’s surface. 

0" 40"mm"

Fat" Skin"Muscle"

304"K"
305"K"
306"K"
307"K"
308"K"
309"K"

Figure 3.6: Modeled tissue temperature profile under the skin surface [67].

Suitability of thermoelectric power generator for implantable medical devices

Figure 6. (a) External factors on skin surface and (b) temperature
differences between the two junctions of TEG in different boundary
conditions.

Figure 7. Transient response curve of temperature difference across
TEG when cooling the skin surface.

surface to 313 K, the maximum temperature difference is
only −0.119 K. Figure 6(b) is a comparison between the
effects of using convective boundary and constant temperature
boundary conditions at the skin surface. In the low surface
temperature situation, it is obvious that the biggest temperature
difference obtained by cooling the skin surface to 277 K
becomes twice as large as that under the convective boundary
condition with a 10 W m−2 K−1 heat transfer coefficient and
a 273 K environmental temperature. Simultaneously, in the
next situation, the biggest temperature difference achieved by
heating the surface to 313 K is far less than the convective
boundary condition with the 50 W m−2 K−1 heat transfer
coefficient in a 303 K environment and even takes on an
opposite temperature gradient.

Figure 7 depicts the transient response curve of the
temperature difference across the TEG when cooling the skin
surface. Before cooling, the tissue was regarded as being under
steady state in a convective thermal environment. The heat
transfer coefficient is 20 W m−2 K−1 and the environmental
temperature is 288 K. When cooling the skin surface to 277 K,
the temperature difference across the TEG increases rapidly
and reaches its maximum value at the first 360 s. As time
goes on and after establishment of the thermal equilibrium
state, the temperature difference across the TEG gradually
decreases and levels off. The trend is mainly attributed to
the different thermal parameters between the human body and
the TEG which result in the unsynchronized response to the
energy transfer. Generally speaking, the response of the TEG
to surface cooling is very quick and attains its charging state
within 6 min.
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Figure 8. Temperature differences between the two junctions of
TEG. (a) Using multi-stage TEG in h0 = 20 W m−2 K−1,
Tf = 288 K; position: x = 0.02 m, 0.04 m, 0.05 m, 0.06 m, 0.066 m,
respectively and (b) with different boundary conditions.

2.2.6. Maximizing electricity generation using multi-stage
TEG. The multi-stage TEG is one kind of TEG that is
made up of a group of TEGs connected in series (both
electrically and spatially) with the hot junction of each TEG
clinging to the cold junction of the next TEG [17] and
the output is summed Seebeck voltage generated on each
TEG. According to equation (2), making use of the multi-
stage TEG can increase the thickness of the TEG along
the direction x, which will help in realizing a much larger
temperature difference. Here, a 5 mm×5 mm×10 mm spatial
domain is set as the multi-stage TEG in the calculation domain
and the skin surface is also under the convective boundary
condition with a heat transfer coefficient of 20 W m−2 K−1

and an environmental temperature of 288 K. The distance
between the hot junction of the TEG and the body core
along the x direction are prescribed, respectively, as 0.02 m,
0.04 m, 0.05 m, 0.06 m and 0.066 m. The calculations are
shown in figure 8(a). The largest temperature difference is
3.5 K at the farthest position 0.066 m which is seven times
larger than 0.482 K as obtained in figure 4. At the same
position, when cooling the skin surface to 277 K, the highest
temperature difference is 9.772 K. However, when heating the
skin surface to 313 K, the highest temperature difference is only
−0.852 K. Figure 8(b) displays the comparison between using
convective and constant temperature boundary conditions at
the skin surface. In the low surface temperature situation,
when cooling the surface to 277 K, the highest temperature
difference could be nearly twice as large as the result obtained
with a 20 W m−2 K−1 heat transfer coefficient and a 273 K
environment. Simultaneously, in the high surface temperature
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Figure 4. Temperature differences across the two junctions of TEG. (a) Steady-state temperature distribution on the middle Z-cross section
without embedding TEG; (b) h0 = 20 W m−2 K−1, Tf = 288 K; position: x = 0.02 m, 0.04 m, 0.05 m, 0.06 m, 0.071 m, respectively, with
TEG; (c) steady-state temperature distribution on the middle Z-cross section with TEG at position: x = 0.071 m and (d) position:
x = 0.071 m; h0 = 10, 20, 50 W m−2 K−1; Tf = 273 K, 283 K, 288 K, 293 K, 298 K and 303 K, respectively.

To test the effects of various environmental conditions,
more simulations were also made by setting the heat transfer
coefficient as 10 W m−2 K−1, 20 W m−2 K−1, 50 W m−2 K−1

and treating the environmental temperature as 273 K, 283 K,
288 K, 293 K and 303 K, respectively. The calculated results
are presented in figure 4(d). Clearly, for the same heat
transfer coefficient, the largest temperature difference occurred
in the case with the lowest environmental temperature 273 K.
Under the same temperature, the largest temperature difference
appears in the case with the highest heat transfer coefficient
of 50 W m−2 K−1. Overall, the maximum temperature
difference between the two junctions has been found as 1.142 K
with 50 W m−2 K−1 heat transfer coefficients in a 273 K
environment, which is already strong enough to guarantee
power generation by a TEG. In fact, such situations can be still
better if more powerful heat transfer enhancement strategies
can be introduced in the near future.

2.2.4. Effect of physiological states on TEG electricity
output. In daily life, when a person takes on various
physiological states, there exists a difference between the
physiological parameters. For example, the blood perfusion
and metabolic heat generation, which have a significant impact
on the temperature distribution in biological bodies, are
widely different when a person is under different physiological
activities. There exists a correlation between these two
parameters [16] Wq = ωb/Qm = 1 × 10−3 kg J−1, where ωb

is the blood perfusion and Qm the metabolic heat generation.
Wq is the ratio of ωb to Qm. Figure 5(b) gives the temperature
differences between the two junctions of a TEG by using
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Figure 5. Temperature differences between the two junctions of
TEG in different blood perfusion and metabolic heat generation rate.

different blood perfusion and metabolic heat generation rates.
It suggests that the larger the blood perfusion and metabolic
heat generation rate, the higher the temperature difference
across the TEG that can be formed.

2.2.5. Enhancement of TEG electricity output via skin surface
cooling. In order to achieve a higher temperature gradient
from the body core to the skin surface, some external factors
such as intentionally heating or cooling the skin surface
offer valuable assistance (figure 6(a)). As the calculation
shows, cooling the skin surface to 277 K can make the highest
temperature difference reach 1.4 K. While heating the skin

5794

Figure 3.7: Comparison of temperature differences across a single and multiple
TEGs [68].

comparison suggests that for thermal energy harvesting from the human body a
few stacked devices are offering several advantages compared to a single device.

Currently, there are many commercially available thermo electrical energy har-
vesters, or so-called TEGs (Thermo-Electric-Generators), which are mostly in-
tended for higher temperature differences [70–73]. ThermoLife company offers the
TEG based on Bi2Te3 which generates 120 µW and 2.9 V under the temperature
difference of 5 K and occupies an area of 3 cm2 [70]. There is no information about
the performance at lower temperature differences, but it can be extrapolated that
the device would provide around 5 µW/cm2 and 20 mV/cm2 at 1 K temperature
difference. Another company named Nextreme [71] offers a tiny device (2.1 mm
× 3.4 mm) which generates 1 mW and 180 mV at the temperature difference of
10 K. Data is not available for lower values of temperature differences. Micropelt
company offers a state-of-the-art device [73] which is only 4.2 mm × 3.4 mm in size
and it generates 15 µW at only 1 K temperature difference, which corresponds to a
power density of 100 µW/cm2. This means that three stacked devices from Micro-
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Energy Harvesting -  
Biochemical

• Glucose is most commonly 
used as a fuel. 

• Glucose biofuel cells can be 
divided into: 

• enzymatic fuel cells 
• microbial fuel cells 
• abiotic fuel cells 

• Power density 5µW/cm² 
• Challenges: 

• lifetime 
• biocompatibility 
• low power density
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creating an immobilizing film on electrodes,
we have achieved high efficiency in breaking
down glucose and extracting electrons.

(2) Electrical performance improved by
electrolytes optimized for Sony's
unique bio battery structure

Under normal physiological condition, the
concentration of sodium phosphate buffer is typ-
ically around 0.1 M. In contrast, however, the
concentration Sony uses for this newly-devel-
oped bio battery electrolyte is the unusually high
concentration of around 1 M. This is based on
the discovery that such high buffer concentration
levels are effective for maintaining the activ-
ity of the enzymes when immobilized on the
electrodes through electrostatic interactions. Thus
Sony has succeeded in significantly improv-
ing the electrical generation characteristics.

(3) Electrical performance improved by
Sony-developed cathode structure
that efficiently acquires oxygen

To make the enzymes which reduce oxygen work
efficiently while taking up oxygen efficiently
at the cathode, it is necessary to maintain the
moisture content on the cathode electrode at an
appropriate level. In this work, we employed
porous carbon and cellophane as the separator.
By optimizing the structures and fabrication
processes for these materials, Sony was able

to maintain optimal humidity at the cathode with
high reaction efficiency.

(4) Prototype of a bio battery that
achieves both high power output
and compactness

Sony has made a prototype bio battery with high
power output and a compact size using the
technologies described above. This bio battery
is a passive type battery that operates simply
by pouring a glucose solution into a reservoir
that contacts the anode with no stirring required.
Furthermore, oxygen is supplied at the cath-
ode by natural diffusion. A single unit of this
bio battery, a cube 39 mm on a side, achieves
the world's highest power output, 50 mW.
(See the photograph on the first page of this arti-
cle.)

●

Sony plans to continue working for improve-
ments in electric performance and durability
with further development of enzyme immobi-
lization methods and electrode materials.
Through research and development on a wide
range of elemental technologies, Sony plans to
make this bio battery into a commercial prod-
uct in the future.

Current
(e-) Proton (H+)

Enzyme

Enzyme

Gluconolactone

Separator

Electron 
transport 
mediator

Electron 
transport 
mediator

This battery has a structure in which a 
separator is sandwiched between an 
anode (the electrode that immobilizes an 
electron transport mediator and the en-
zymes that break down the glucose) and 
a cathode (the electrode that immobilizes 
the electron transport mediator and the en-
zymes that reduce the oxygen).

Electrons and protons are acquired when 
a solution that contains glucose is sup-
plied externally at the anode and is oxida-
tively decomposed by the enzymes.

The protons move from the anode to the 
cathode through the separator. At the cath-
ode, oxygen is acquired from the air and 
water is generated by a reduction reaction 
between electrons and proton.

As a consequence of above two electro-
chemical reactions, electrical energy can 
be obtained when electrons move through 
an external circuit.

Unique Technologies for Achieving High Power Output

(glucose -> 
    gluconolactone + 2H+ + 2e-)

((1/2)O2 + 2H+ + 2e- -> H2O)

High-density immobilization of enzymes and 
the electron transport mediator (1)
Sony developed procedures and conditions for main-
taining enzyme activity despite high-density immobili-
zation.

Buffer concentration higher than what was 
previously thought possible (2)
The buffer material adjusts the pH at the electrodes 
so that the enzymes can react easily. The buffer con-
centration was increased significantly as compared 
to physiological conditions.

Electrode structure that takes up oxygen 
efficiently (3)
We were able to make the oxygen react efficiently by 
making it possible for the oxygen in the atmosphere 
to move through an air layer to the surface of the im-
mobilized enzyme film at the inside of the electrode.

The world's highest power output for a passive-type 
test cell (4)
By adopting a balanced design with these technologies, 
we were able to create a bio battery that achieves a high 
power output level despite being a passive type in which 
fuel and oxygen are not forced into the cell.

*  Gluconolactone: 
 This is a product of this reaction 

and is often used as a food addi-
tive.

O2
Oxygen

H2O
Water

Fuel: glucose

C6H12O6

Cathode

Electrolyte

Anode

Structure of the Newly Developed Bio Battery

The critical issues for achieving the world's high-
est power output were how efficiently glu-
cose and oxygen could be broken down by
enzymes at the electrodes and how much elec-
trical energy could be extracted. Here we pre-
sent the main points of this research and devel-
opment effort.

■ Main Research and Development
Points (See the figure above)

(1) Electric generation performance
improved by high-density immobi-
lization technologies for enzymes
and electron transport mediators

At the anode, the enzymes and electron trans-
port mediator must be immobilized at high
density on the electrode in a state where their
activities are maintained. In this work, we
used two polymers as the material that plays
the role of a glue that holds these materials in
place. This immobilization method holds the
enzymes and electron transport mediator fixed
in place at high density by using the electro-
static interactions of two polymers that have
opposite ionic polarities. By optimizing the
ionic balance and by developing a process for

Assuring that biomaterials exhibit
their functionality and significantly
increasing the power generation
capacity

C6H12O6 + H2O �! C6H12O7 + 2H+ + 2e�

1

2
O2 + 2H+ + 2e� �! H2O

Figure 3.8: Glucose biofuell cell [74].

pelt inside the fat layer under the human skin can theoretically provide up to 130
µW. It should be noted that these results are obtained from the simulations per-
formed within the company, most probably in ideal conditions. The aforementioned
thermal effects will result in relatively lower values in real applications.

For use in implantable medical applications, the biocompatibility of TEGs must
be considered. The main concern for thermal energy harvesters is the toxicity of
used thermoelectric materials. At the moment, most of TEGs are using bismuth
telluride as the thermoelectric material. This material has a relatively low toxicity,
but it can cause some mild health effects [67]. To solve this issue, the device can
be enclosed in a biocompatible material.

3.2.3 Biochemical Energy Harvesting

Biochemical energy harvesters, also called biofuel cells, convert the energy stored in
chemical bonds into electrical energy. In medical implants, a biofuel cell generates
the power by complementary chemical reactions at a pair of electrodes. Oxidation
occurs at the anode electrode and reduction takes place at the cathode. Chemical
reactions are accelerated by the participation of the catalyst. The difference be-
tween biofuel cells and classical batteries is that in biofuel cells the concentration
of reactants is continually re-established by body fluids. Theoretically, this allows
them to produce the electrical energy continuously.

Due to its omnipresence in body fluids, glucose is the most commonly used fuel
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in biofuel cells. The glucose is oxidized at the anode [74]:

C6H12O6 +H2O −→ C6H12O7 + 2H+ + 2e− (3.15)

The residing hydrogen ions are passing through the protective membrane (separa-
tor). On the other hand, the electrons are blocked by the membrane and directed
through an external load. This process is illustrated in Fig. 3.8. Afterwards, the
reduction of oxygen is performed at the cathode, resulting in an overall charge
neutrality [74]:

1
2O2 + 2H+ + 2e− −→ H2O (3.16)

The water produced by the oxidation is also passing the membrane. Based on the
catalyst that is used to speed up the reaction at the anode, the glucose biofuel cells
can be classified into three groups: enzymatic fuel cells, microbial fuel cells and
abiotic fuel cells.

Enzymatic biofuel cells are enzymatically catalyzed. This type of biofuel
cells employs enzymes such as the glucose oxidase and laccase to accelerate chemical
reactions. The enzyme-based biofuel cells provide high power densities up to 100
µW/cm2 [75]. In [76], a miniature biofuel cell occupying only 0.0026 mm2 and
providing 4.3 µW of power is presented. In [77], this type of a biofuel cell is
implanted in a rat, providing 24.4 µW/cm2 for a few minutes. However, the enzyme-
base biofuel cells suffer from a serious drawback. Their lifetime is quite short
(can reach only a few months at present). Therefore, their usability is limited to
applications that require only short-term powering.

Microbial biofuel cells are using living microorganisms to catalyse reactions
at the anode. This type of fuel cells is very efficient and have a self-regenerative
characteristic. The self-regeneration of the catalyst results in a theoretically unlim-
ited lifetime. Their power density is also very high. The microbe-based fuel cells
can produce around 1000 µW/cm2 [78]. However, implanting the bacteria inside
the body is unsafe for the patients. At the moment, this type of biofuel cells is far
from being accepted as a biocompatible powering solution.

Abiotic biofuel cells are abiotically catalyzed. This kind of fuel cells utilizes
non-organic catalyst such as noble metals or activated carbon. The power density
of the abiotically catalyzed biofuel cells is limited to several µW and it is the lowest
among all three types. On the other hand, unlike enzymatic ones, the abiotic biofuel
cells can provide energy for many months [79]. The glucose biofuel cells, presented
in [80] and shown in Fig. 3.9, can be fabricated using semiconductor fabrication
techniques. Thus, these biofuel cells can be manufactured with the CMOS circuits
on the same silicon wafer, but they are generating only 3.4 µW/cm2.

The output voltage of a miniature biofuel cell is also relatively low (a few hun-
dreds of mV). Therefore, it also requires an interface circuitry (PMU) in order to
provide the power and voltage levels needed for the CMOS circuits, such as in [41].
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efforts to simulate the physiologic fluid (including trace compo-

nents and gas partial pressures), both for experimental purposes

[39] and in order to replace CSF lost during neurosurgical

procedures [56]. In clinical practice, however, normal saline is

routinely used during neurosurgery to replace CSF.

Availability and use of glucose in the cerebrospinal

fluid. At physiologic glucose concentrations, high-efficiency

biofuel cells such as the microbial biofuel cells developed by

Rabaey and colleagues convert glucose to electricity with

Coulombic efficiency exceeding gC~80% [58], and Lovley and

colleagues have reported such efficiencies even at lower glucose

concentrations [59]. At the opposite, low-efficiency extreme,

abiotically catalyzed biofuel cells typically oxidize glucose incom-

pletely to products such as gluconic acid, yielding only two

electrons compared with the theoretical maximum of twenty-four

electrons per molecule of glucose [19], corresponding to a

maximum Coulombic efficiency of only approximately gC~8%.

The minimum glucose flux, Jg, required to fuel a glucose fuel cell

generating power P, is

Jg~
P

gDGg

ð4Þ

where g reflects the overall efficiency of the system (the Coulombic

efficiency provides an upper bound on the overall efficiency), and

DGg ~ 2880 J mol{1 denotes the heat of combustion of glucose.

Using Equation 4, we can estimate the minimal glucose flux

(amount of glucose per day) required to power a fuel cell

generating P ~ 1 mW:

Jg~
1 mWð Þ| 86400 seconds per dayð Þ

0:08{0:80 efficiencyð Þ| 2880 kJ per completely oxidized mole glucoseð Þ
180 grams per mole glucose

ð5Þ

~6:7567:5 mg (37:5{375 mmol) glucose per day ð6Þ

Figure 11. Photolithography Masks and Fabricated Fuel Cells. The image at left shows a set of superimposed photolithographic masks for
glucose fuel cells of various sizes, arranged for fabrication on a silicon wafer 150 mm (6 inches) in diameter. The largest device depicted has an anode
that measures 64 mm by 64 mm. The anodes of the other fuel cells shown are scaled-down versions of the large device, with length and width
alternately reduced by factors of two. The schematic was constructed by overlaying the four process layers: yellow, platinum; orange, roughened
platinum anode (aluminum deposition for annealing); blue, Nafion; green, cathode (single-walled carbon nanotubes in Nafion). The photograph at
right shows the corresponding silicon wafer as fabricated. Scale Bar: 2 cm.
doi:10.1371/journal.pone.0038436.g011

Figure 12. Fuel Cell Cathode. Scanning electron micrograph of the
fuel cell cathode, showing the conducting mesh of carbon nanotubes
encapsulated in Nafion ionomer. Scale Bar: 1 mm.
doi:10.1371/journal.pone.0038436.g012

Table 1. Ionic Composition of Cerebrospinal Fluid and
Interstitial Fluid.

Species CSF Concentration ISF Concentration

Na+ 154 mM 146 mM

K+ 3.0 mM 4.1 mM

Cl– 128 mM 118 mM

{
3 HCO 23 mM 22 mM

H+ pH<7.34 pH<7.44

Typical values for the principal ionic constituents of mammalian cerebrospinal
and interstitial fluids [64].
doi:10.1371/journal.pone.0038436.t001

(5)

(5)

(6)

Glucose Fuel Cells for Brain-Machine Interfaces
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Figure 3.9: Fuel cells fabricated on silicon wafer [80].

3.2.4 Ambient RF Energy Harvesting
An ambient RF energy harvester converts the energy from microwaves into electrical
energy. The condition is that the sources of these microwaves are not dedicated
for this purpose, but they are rather a part of standard broadband infrastructures.
These sources include AM and FM radio, TV broadcasting, cellular networks and
Wi-Fi networks. It is immediately evident that the available power in the urban
areas is much higher than in the rural areas.

Considering that the RF power source in the proximity is transmitting a signal
with the power PT , the theoretical received power is given by the Friis equation [81]:

PR = PT
GTGR
Lpath

, (3.17)

where Lpath is the signal attenuation on the free space path, GT and GR are the
gains of the transmitter and receiver antennas, respectively. It should be noted that
this equation does not take into account any obstacles in the signal path. Therefore,
the attenuation of the signal on its path mainly depends on the distance, and it is
defined as:

Lpath = (4πr
λ

)2, (3.18)

where r is the distance from the transmitter and λ is the wavelength at the frequency
of interest (λ = c

f , c is speed of light). The distance from the transmitter is variable
and depends on the location of the device. The transmitted power PT and the
gain of the transmitter antenna GT are fixed. Once the targeted band is selected,
the wavelength is also set. So, only the gain of the receiver antenna GR can be
manipulated. However, GR depends strongly on the physical size of the antenna,
which means that miniature antennas for implantable applications have a very low
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gain. In addition, it is extremely challenging to design a miniature antenna for
long wavelength bands, such as FM radio [82]. This limits the choice of bands
to ones located at higher frequencies which experience higher signal attenuations.
Therefore, the available ambient RF energy is very limited.

The achievable power density for medium size antennas is from 0.2 nW/cm2

to 1 µW/cm2 [82], which is quite low compared to other potential sources. In
implantable devices, the signal is additionally attenuated by the surrounding human
tissue and the size of the antenna is heavily limited. Therefore, the achievable power
densities are expected to be even lower.

In order to be used for powering the CMOS circuits, the RF signal requires the
RF to DC conversion. Due to the low input power, the efficiency of this conversion
is usually less than 40%, which further limits the actual power that is available to
power a device [82,83].

3.3 Comparison and Discussion

The overall comparison of the different energy harvesting techniques for implantable
biosensors is presented in Table 3.1. The potentially achievable energy densities and
the crucial pros and cons of the various energy harvesters are emphasized.

The energy harvested from the human motion and vibrations can be utilized
in biosensors since sufficient power levels can be obtained. However, due to the
high resonant frequency and the damage over time of the moving parts, many
existing solutions are not suitable for implantable biosensors. The viable solutions
are limited by the strict weight and size requirements. In addition, during the
periods of motion absence, e. g. during sleep, the energy harvester might provide
insufficient power, which raises reliability issues since the obtained power is highly
unpredictable.

Biochemical energy harvesting using glucose fuel cells is a feasible solution for
powering implantable biosensors. However, among different types, only abiotically
catalyzed biofuel cells can meet the requirements in terms of lifetime and biocom-
patibility. The concentration of glucose in cerebral fluid makes them particularly
interesting for the applications related to monitoring brain neural activity. If the
technological development is going to provide a higher power density, they may
become the primary solution for such applications in the future.

Thermoelectric energy harvesting is also a viable solution. There is a temper-
ature gradient within the human body, from which the energy can be harvested.
However, due to the relatively low number of in vivo experiments, it is not clear
how will the thermoelectric harvester behave in practice. The thermal matching
might prove difficult and, consequently, results in much lower effective temperature
difference over the device. Nevertheless, at the moment, thermoelectric harvesters
provide superior power densities compared to other potential sources.

The energy density of RF ambient energy harvesting is the lowest among the
overviewed energy sources. In addition, there are many challenges involved in
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Table 3.1: Comparison of potential energy harvesting sources for implantable de-
vices.

Harvesting
Technique

Type Power
density
[µW/cm2]

Comments

Thermal
∆T = 1− 5K
[70–73]

All 40− 100

+ High power density
+ Small size
+ Commercially available
− Thermal matching

Vibration
[54–57,59,60]

Electromag. 100

+ High power density
+ Small size
+ Low operating frequency
− Damage over time

Electrost. 12

+ MEMS fabrication
+ Small size
+ Non resonant
− Capacitor pre-charging

Piezoel. 60

+ High power density
+ Small size
+ No capacitor pre-charging
− High frequency

Biochemical
[76–80]

Enzymatic 24.4
+ High power density
+ Biocompatible
− Short lifetime

Microbial 1000
+ Very high power density
+ Long lifetime
− Not biocompatible

Abiotic 3.4

+ Fabrication on silicon wafer
+ Long lifetime
+ Biocompatible
− Low power density

RF Ambient
[82] All < 1

− Very low power densities
− Miniature antenna design
− Low efficiency
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designing the miniature, high-gain receiving antennas. The available energy exists,
but it is low and not efficient to harvest. Additionally, the available RF energy
heavily depends on whether the harvesting is performed in urban or rural locations.

The energy harvesting overview shows that, in many cases, only one of those
sources is not enough. An alternative solution is to combine these individual sources
into the multi-source energy harvesting. For instance, it is possible to use both ther-
moelectric and motion energy harvesting in parallel [38]. In fact, the multi-source
energy harvesting is beneficial in terms of higher power and improved reliability.
However, the system complexity increases while the overall power density remains
similar. Following this idea, hybrid energy harvesting, in which the same device
is capable of extracting the energy from different sources, appeared recently [84].
In [85], a simultaneous biochemical and motion energy harvester is presented.

Technology related to thermal energy harvesting is evolving rapidly. This is
because the same technology is used for manufacturing the thermoelectric coolers
(TECs) for the thermal management of microprocessor chips. There are two pop-
ular applications (TEG and TEC) of the similar technology, so many studies are
focusing on thermoelectric technology. Consequently, commercially available ther-
mal energy harvesters with promising performance have appeared. These harvesters
can provide considerable power densities even at very low temperature differences,
such as inside the human body. Finally, high power density, small size, unlimited
lifetime, biocompatibility and ubiquitous temperature difference inside the human
body makes thermal energy harvesting the most promising solution for many im-
plantable biosensor applications.





Chapter 4

Power Management Unit

A thermoelectric energy harvester, implanted in the human body, provides very
low output voltage and power, which are variable and unpredictable at the same
time. Therefore, the resulting output voltage, during some periods, might be as low
as tens of mV and the resulting power a few µW. On the other hand, implantable
biosensor circuits require stable voltage supplies, for instance 1.8 V, and might
consume a few mW of power. The power management unit (PMU) corrects for these
differences and enables a thermoelectric energy harvesting to power the biosensor
circuits. It converts the low voltage from the energy harvester to the voltage or
multiple voltages required by the biosensor circuits. In addition, it manages energy
transfers from the energy harvester to the storage device and further to the biosensor
circuits. These transfers have to be highly efficient so that as little energy as possible
is lost. The high efficiency is extremely hard to obtain considering that the input
power is very low, and the voltage conversion ratio is high. For this reason, all
potential losses within the PMU and the power consumption of the control circuitry
have to be minimized.

The simplified block diagram of the PMU is shown in Fig. 4.1. The PMU serves
as an interface between the energy harvester, the energy storage, and the biosensor
circuits. The main tasks of the PMU are performed by the input converter, which
converts the input voltage and transfers the energy from the input to the storage
device. The start-up block is responsible for pre-charging the storage device so
that the initial voltage is sufficient for the proper functionality of the circuits. The
storage monitor observes the voltage of the storage device and informs the biosensor
when there is enough energy accumulated for entering the active state. Finally, the
voltage regulator provides the stable supply voltages to the biosensor circuits.

The input converter is the key block of the PMU, it defines the functionality
and efficiency of the PMU, and because of this, it is the main focus of this chapter.
First of all, the input converter architecture is proposed. Then, the sources of
losses within the converter are analyzed in detail. Further, the design procedure
of the proposed input converter for minimizing these losses is defined. Finally, the

35
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Figure 4.1: Block diagram of the PMU.

additional tasks of the PMU, such as the maximum power extraction (MPE) and
successful start-up, are addressed. The low power control of the input converter
will be covered in the next chapter.

4.1 Input Step-up Converter Design

Based on the requirements of the PMU and limitations of the complete implantable
system described in the previous chapters, the most important features of the input
converter can be identified as: the efficient conversion and the small size. Unfortu-
nately, these two key features are trading-off with each other. Generally, the boost
converters with external inductors obtain the high voltage conversion efficiency at
the cost of necessary external components, so their scaling is somewhat limited.
On the other hand, the switched-capacitor step-up converters (or so-called charge
pumps) can be fully integrated and miniaturized, but their efficiency is usually
lower than that of the inductive boost converters.

Recent technology advancements and circuit development have enabled switched-
capacitor converters to reach higher efficiencies. In the ideal case, the efficiency
is determined by the conduction losses, which are proportional to the difference
(MVin − Vout), and the switching losses are not taken into account. Therefore, the
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theoretical efficiency of the switched-capacitor converter is given as [86]:

ηtheoretical = Vout
MVin

(4.1)

where Vin and Vout are the input and output voltages, respectively, and M is the
conversion ratio. The obtained efficiency might be relatively high if Vout is close
to the product MVin, but this condition is very difficult to satisfy in applications
where Vin or Vout or both are varying in a wide range [86]. For this reason, most
of the efficient switched-capacitor converters have a fixed conversion ratio [87–90].
This problem might be solved, up to some extent, by using a multi-ratio approach,
where M is constantly changed to improve the efficiency [40, 91, 92]. Once M is
set, in real cases, the efficiency is further reduced by switching losses. The two
primary sources of switching losses are bottom-plate losses due to the parasitics
of floating capacitors and driver losses related to the power consumption of switch
drivers. Unfortunately, as the required number of different possible ratios increases,
more and more switches and drivers are necessary, which limits the overall efficiency
improvement and increases the system size [93]. For example, in the state-of-the-
art work [40], the minimum input voltage of 600 mV is converted to 1.8 V using
three different conversion ratios (the maximum ratio is also three) with the overall
conversion efficiency of 70%. In this design MIM capacitors with very low parasitics
are used and the resulting area is relatively large, approximately 60 mm2.

In thermoelectric energy harvesting applications, both the input and output
voltages are varying, so they require a multi-ratio approach. The input voltage
can be lower than 40 mV, and the output voltage is around 1.8 V leading to a
maximum conversion ratio higher than 40. To obtain such high conversion ratio, at
least nine floating capacitors are necessary [93]. The resulting number of switches,
for distributing the charges between nine floating capacitors and adjusting the con-
version ratio at the same time, is very high. Controlling and driving these switches
is a power consuming task. Moreover, a high number of capacitors results in sig-
nificant bottom-plate losses. For these reasons, the resulting efficiency of potential
switched-capacitor solutions is expected to be unacceptably low.

On the other hand, the efficiency of inductive boost converters does not directly
depend on the conversion ratio, so the high efficiency is achievable even for very high
conversion ratios [86]. Additionally, the complexity is not drastically increased if the
multi-ratio operation is introduced. External components, of course, increase the
overall area and the cost of the power management subsystem. To keep the number
of external components as low as possible, a regular boost topology with only one
inductor can be used. This topology can potentially meet the severe performance
requirements dictated by the target application. In fact, similar topologies are used
in most of the related work [35,37,39,69,94–97]. However, many design challenges
exist, which become more drastic when the PMU is dedicated to energy harvesting
applications. Particularly, different loss mechanisms and the power consumption of
the control circuits are limiting the conversion efficiency. Taking into consideration
that the input power is extremely low, every nW of losses or consumed in the
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Figure 4.2: Simplified schematic of the boost converter.

control influences the overall efficiency. These problems will be addressed later
in this chapter. It is also important to note that the solutions with integrated
inductors do not offer any advantage over switched-capacitors approaches [98].

A boost converter with an external inductor provides a superior performance
when high and variable conversion ratio is required [86]. Therefore, such converter,
as it is shown in Fig. 4.2, is used in this work. Since it is processing a low input
power, the converter is operating in the discontinuous conduction mode (DCM).
This means that the current is not continuously flowing through the inductor, but
it is equal to zero during some parts of the cycle. To briefly describe the operation
of the boost converter, its full cycle can be divided into three sections according
to the state of the switches: i) when the switch S1 is ON and the switch S2 is
OFF, the energy is accumulated over the inductor; ii) when the switch S1 is OFF
and the switch S2 is ON, the energy is transferred from the inductor to the output
capacitor; iii) when both switches are OFF, the converter is basically in the idle
state, waiting for the next cycle.

The detailed operation of the boost converter is illustrated in Fig. 4.3. Consider-
ing t0 as an initial point, first, the switch S1 is turned-on and the resulting voltage
across the inductor, Vin, slowly builds up the current in the inductor according to
the following expression:

iL(t) = iL(t0) + 1
L

∫ t

t0

Vindt = Vin
L

(t− t0), t0 ≤ t ≤ t1, (4.2)

where L is the inductance of the external inductor. If the switch S1 is turned-off
at the moment t1, then the maximum inductor current is given by:

iL(t1) = Vin
L

(t1 − t0) = IL,max. (4.3)
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Figure 4.3: Switching diagram of the boost converter.

At this point, the energy accumulated in the inductor is:

Eind,max = 1
2LI

2
L,max. (4.4)

Afterwards, the switch S2 turns-on and assuming that the output voltage is already
established to Vout, the voltage across the inductor becomes (Vin − Vout). The
accumulated energy is transferred to the output capacitor [69], and the inductor
current is decreasing as:

iL(t) = IL,max −
Vout − Vin

L
(t− t1), t1 ≤ t ≤ t2. (4.5)

To obtain the steady state operation of an ideal boost converter, the energy stored
in the inductor has to be the same at the beginning and the end of the period [99].
This means that the currents through the inductor have to be the same. In this
particular case, the initial current through the inductor was equal to zero, so the
final current should also be equal to zero:

iL(t2) = IL,max −
Vout − Vin

L
(t2 − t1) = 0. (4.6)
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From Eq. (4.3) and (4.6), the condition for the proper functionality of the boost
converter can be obtained:

Vin
t2 − t1

= Vout − Vin
t1 − t0

. (4.7)

The same condition can be obtained by following the inductor volt-second balance
(IVSB), which states that for the steady state operation, the average voltage across
the inductor in a switching period must be zero [99].

It can be concluded that when Eq. (4.7) is satisfied, the converter operates in
the steady state and transfers, in every cycle, Eind,max to the load. Substituting
Eq. (4.3) into Eq. (4.4) yields:

Eind,max = V 2
in(t1 − t0)2

2L . (4.8)

If the operating period of the converter is Ts (and frequency fs), the duration of
the switch S1 ON time (t1− t0) can be expressed as DTs, where D is the duty ratio
of the converter. Therefore, Eq. (4.8) becomes:

Eind,max = V 2
in(DTs)2

2L . (4.9)

The output power can be calculated as:

Pout = Eind,maxfs = 1
2LI

2
L,maxfs = V 2

inD
2

2Lfs
. (4.10)

In the traditional applications of the inductive boost converters, such as a
switched-mode power supply (SMPS), the output power is adjusted by tuning the
duty ratio (pulse width modulation - PWM) or frequency (pulse frequency modu-
lation - PFM) to support the power requirements of the load [99]. In the energy
harvesting applications, since the obtainable power is limited by the source and,
even if it is maximized, it is still too low to power the load, i. e. biosensor circuits,
duty ratio (or frequency) tuning is not used [69, 95, 97]. Instead, the maximum
possible power is provided at any time, as it will be seen later in this chapter.

The conversion efficiency of the boost converter is defined as [99]:

η = Pout
Pin

, (4.11)

where Pin is the average input power of the converter and Pout is the average output
power delivered to the load. The analysis above is for an ideal boost converter,
so the conversion efficiency, η, is equal to 100%, meaning that the entire power
extracted from the source is provided to the load. In reality, the losses within the
converter, Ploss, and the power consumption of its control circuits, Pcontrol, are
limiting the efficiency by decreasing the output power as [35,99]:

Pout = Pin − Ploss − Pcontrol, (4.12)
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Figure 4.4: Boost converter schematic.

So, the conversion efficiency can be rewritten as:

η = 1− Ploss + Pcontrol
Pin

. (4.13)

It is evident from Eq. (4.13) that the sum (Ploss + Pcontrol) have to be reduced
as much as possible compared to Pin in order to achieve high efficiency. This is
especially problematic when the extracted power is very low, as it is in energy
harvesting applications, where it can be less than 5 µW. In such applications,
special attention has to be taken to suppress all potential losses and to limit the
power consumption of the control circuits.

4.2 Loss Mechanisms

The schematic of the boost converter, where switches are implemented with the
transistors MN and MP , is shown in Fig. 4.4. The losses within the converter can
be roughly divided into three categories:

• Conduction losses, which are related to parasitic resistances inside the con-
verter. The most significant resistances include the inductor series resistance,
RL, the ON resistances of the switches, RN and RP , and the equivalent se-
ries resistance (ESR) of the output capacitor, RESR, as it is shown in Fig.
4.5. There are also other losses, such as parasitic resistances of wires and
interconnects.

• Switching losses, which are associated with the undesired capacitances
within the converter. The most significant switching losses are switch driver
losses necessary to turn the switches ON and OFF. However, other nodes may
also introduce switching losses.
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Figure 4.5: Schematic of a boost converter with parasitics.

• Synchronization losses, which originate from inaccurate switching timings
when the switch MP (pFET) turns ON and OFF too late or too early.

The following sections will address these categories individually. Particular
attention will be given to synchronization losses, which become significant as the
input power approaches very low levels.

4.2.1 Conduction Losses
The conduction losses of a particular parasitic resistor are defined by [86]:

Pcond,i = I2
rms,iRi, (4.14)

where Irms,i is the root mean square (RMS) current which is flowing through the
resistance Ri. The conduction losses related to the nFET switch, MN , can be
estimated by using Eq. (4.14):

Pcond,N = I2
rms,NRN , (4.15)

where RN is the ON resistance of the transistor MN . The RMS current through
MN can be expressed as:

Irms,N =

√
1
Ts

∫ Ts

0
i2N (t)dt. (4.16)

When the transistor MN is conducting (t0 ≤ t ≤ t1), its current is equal to the
inductor current and it is defined by Eq. (4.2), otherwise, it is equal to zero. If the
duration of MN ON time is τN = t1 − t0, then the Eq. (4.16) can be rewritten as:

Irms,N =

√
1
Ts

∫ τN

0

V 2
in

L2 t
2dt =

√
V 2
inτ

3
N

3L2Ts
. (4.17)



4.2. LOSS MECHANISMS 43

Combining Eq. (4.3), (4.15) and (4.17),

Pcond,N = V 2
inτ

3
N

3L2Ts
RN =

I2
L,max

3 RNτNfs. (4.18)

The conduction losses related to MP ON resistance, RP , is similarly determined
by:

Pcond,P =
I2
L,max

3 RP τP fs. (4.19)

The conduction losses related to the series resistance of the inductor, RL, can be
written as:

Pcond,L =
I2
L,max

3 RL(τN + τP )fs. (4.20)

Eq. (4.18), (4.19) and (4.20) show that, as the input power is scaled down, the
conduction losses are also scaled in the similar manner, and their influence on the
overall efficiency remains almost the same. For example, since the input power is
given as:

Pin = Eind,maxfs = 1
2LI

2
L,maxfs, (4.21)

the conduction losses related to the ON resistance of MN can be expressed as:

Pcond,N = 2Pin
3L RNτN , (4.22)

where the relation between the transferred power and the conduction losses is evi-
dent.

4.2.2 Switching Losses
The switching losses related to driving the gates are given by [86]:

Psw,i = CiV
2
i fs, (4.23)

where Ci is the total gate capacitance, Vi is the high voltage level during switching
and fs is the switching frequency. Considering Eq. (4.23), the switching losses
related to MN and MP can be estimated as:

Psw,N = CNV
2
outfs, (4.24)

Psw,P = CPV
2
outfs. (4.25)
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The switching losses are not scaling with the transferred power. Therefore, at low
power levels, switching losses might prevail over conduction losses. However, they
can be reduced by decreasing the switching frequency or the size of the switches
at the cost of higher conduction losses. The optimal switch sizes and switching
frequency for which the overall sum of conduction and switching losses is minimized
will be addressed in the section 4.3.

The nodes with the high parasitic capacitances can also introduce significant
switching losses. The most critical such node is X in Fig. 4.5, since both switches,
MN and MP , contribute to the total capacitance at this node, together with other
contributors. In particular, as this node is connected to an external inductor, the
parasitic capacitances from the metal traces of on-chip and off-chip interconnec-
tions, as well as from the pad, bond wire and leads are all summed up at this node.
The switching losses related to the node X are given by [97]:

Psw,X = 1
2CXV

2
outfs, (4.26)

where CX is the total parasitic capacitance at the node X.
In low power applications, the switch sizes and, consequently, the capacitances

CN and CP are usually scaled down to reduce the gate driving losses. However, the
capacitance CX is not scaled down in the same way and, as a result, the switching
losses related to the node X might become comparable to the gate driving losses.

4.2.3 Synchronization Losses
In boost converters operating in DCM, the synchronization losses completely de-
pend on the timings of the pFET switch, MP . More precisely, after MN turns-off,
the accurate time has to pass before MP switch turns-on. Similarly, the duration
of MP ON time has to be accurate, so MP should be turned-off again at a precise
moment of time [100, 101]. Therefore, synchronization losses can be classified into
two groups: A) losses related to MP turn-off timing and B) losses related to MP

turn-on timing. The losses related to turning-off MP are usually more significant
and their impact is more often recognized.

A) Turn-off timing losses of the pFET switch

The turn-off timing of the pFET switch,MP , defines the duration of its ON time
(τP ), as it is shown in Fig. 4.6. Three different scenarios can be distinguished [101]:

• τP is accurate – this means that MP is turned-off in the right moment,
as it is shown in Fig. 4.6(a). As it has been mentioned, MP transfers the
energy from the inductor to the output. Since the voltage across the inductor
is negative during that process, the current in the inductor and through the
switch is decreasing according to Eq. (4.5). In the ideal case, MP should
turn-off when this current reaches zero and if it does so no synchronization
losses are introduced. This scenario is called Zero-Current Switching (ZCS).
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Figure 4.6: Detailed switching diagram during the pFET ON time [35].

• τP is short – this means that MP is turned-off early, as it is illustrated
in Fig. 4.6(b). Even though the transistor is off, the inductor current will
continue to flow through the body diode of the transistor. The resistance of
this forward-biased body diode is higher than the ON resistance of MP , so
additional losses are introduced. As closer the τP is to the accurate value,
less losses are introduced. These losses can be approximated by observing the
waveforms of the current through MP shown in Fig. 4.6(b). Assuming that
the output voltage during the duration of the error time terr is constant, the
lost energy is equivalent to the shaded area in Fig. 4.6(b) [35]:

Esync,short = 1
2VoutIL,max

terr
τP

(terr − tos), (4.27)

where tos is the overshoot time that is illustrated in Fig. 4.6(b).

• τP is long – this means that MP is turned-off late, as it is shown in Fig.
4.6(c). After reaching zero, the current through the inductor changes polarity
and starts discharging the output capacitor. This means that the transferred
energy is returned to the inductor and lost. This scenario is particularly
problematic since it introduces relatively high losses and it should be avoided
if possible. As closer the τP is to the accurate value, the related losses are



46 CHAPTER 4. POWER MANAGEMENT UNIT

lower. These losses can be approximated in similar way as in Eq. (4.27) [35]:

Esync,long = 1
2VoutIL,max

terr
τP

terr. (4.28)

The overshoot time tos is usually very close to the error time terr. Taking this into
account, it is evident from Eq. (4.27) and (4.28) that the losses related to long τP
are more significant.

B) Turn-on timing losses of the pFET switch

In DCM operating converters, after MN turns-off, it is necessary that a certain
amount of time passes before MP turns-on. This time is called dead time and
it is preventing the situation in which both switches are conducting at the same
time [100]. Otherwise, a low resistance path from the output to the ground is
established, which would discharge the output capacitor and severely reduce the
efficiency or even disturb the functionality. However, even when the dead time is
introduced, depending on its duration, significant losses may endure. The dead
time is basically defined by the moment in which MP turns-on and three different
scenarios can be distinguished as it is shown in Fig. 4.7 [101]:

• Dead time is accurate – this means that MP is turned-on in the right
moment, as it is shown in Fig. 4.7(a). When both switches are OFF, the
inductor current is charging the parasitic capacitance at node X. If MP is
turned-on at the same moment when this capacitor is charged to the value
of the output voltage, the almost lossless switching is achieved. In other
words, MP should be turned-on when VX = Vout. This scenario is called
Zero-Voltage Switching (ZVS).

• Dead time is short – this means that MP is turned-on early, as it is illus-
trated in Fig. 4.7(b). In this situation, the voltage at node X is still lower
than the output voltage, VX < Vout, and it gets charged from the output ca-
pacitor. This reverse current flow is returning the already transferred energy
and it is highly undesirable because it introduces significant losses.

• Dead time is long – this means that MP is turned-on late, as it is shown in
Fig. 4.7(c). Consequently, the voltage at node X exceeds the output voltage,
VX > Vout. Eventually, the body diode of MP becomes forward-biased and
starts conducting. The conduction losses of the body diode are higher than
of the ON switch and additional losses are introduced.

As it will be shown, the accurate dead time depends on the conversion ratio of a
boost converter, and in the applications where the conversion ratio is varying, the
accurate dead time is also varying. Therefore, the dead time has to be adaptive
to eliminate the dead time losses successfully. Nevertheless, usually, the dead time
is set to a fixed duration and the related losses are neglected. For these reasons,
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Figure 4.7: Detailed switching diagram during the dead time.

the detailed analysis of dead time losses is carried out in this work. The goals are
to define the accurate dead time, to identify the consequences if the dead time is
not accurate and to estimate the related losses and their influence on the overall
efficiency.

The equivalent circuit of the boost converter during the dead time is shown in
Fig. 4.8 [102]. The switches are OFF and can be represented as their corresponding
body diodes. During the dead time, the inductor is acting as a current source
providing the current equal to IL,max. As it was already mentioned, the capacitance
CX incorporates all parasitic capacitances at this node and it is given by:

CX = CjN + CovN + CjP + CovP + Cpar, (4.29)

where CjN and CjP are the depletion capacitances of the reverse biasedMN andMP

body diodes respectively, CovN and CovP are the overlap and fringing capacitance
of turned-off transistors and Cpar represents the sum of parasitic capacitances at
the node X. The capacitance Cpar includes the on-chip parasitic capacitance of
metal interconnections, the capacitance of the pads, bondwires, leads, off-chip board
capacitance, inductor parasitic capacitance, etc. The depletion capacitances are
given by:

Cj = Cj0A√
1 + VR

Φ0

, (4.30)

where Cj0 is the depletion capacitance per unit area when VR = 0, A is the deple-
tion region area, VR is the reverse-bias voltage of the diode and Φ0 is the built-in
junction potential. It can be concluded from Eq. (4.29) and (4.30) that the de-
pletion capacitances and, consequently, the capacitance CX depend on the voltage



48 CHAPTER 4. POWER MANAGEMENT UNIT

MN

MP

Cstore

VX

to a regulator

CX

IL,max

Figure 4.8: Equivalent circuit of the boost converter during the dead time [102].

VX . However, as CjN decreases with VX , and CjP increases with VX , their sum
remains almost constant. In addition, the other capacitances contributing to CX in
the Eq. (4.30) do not depend on the voltage VX . Therefore, the overall variation of
the capacitance CX due to the varying VX is relatively low and can be considered
almost constant in most cases [102].

According to the Fig. 4.8, during the dead time, the constant current IL,max is
charging the capacitor CX . Therefore, the voltage VX can be written as:

VX(t) = VX(0) + IL,max
CX

t. (4.31)

Assuming that the capacitor is completely discharged after MN turns-off and that
the accurate dead time is achieved when VX = Vout, then:

IL,max
CX

tacc = Vout. (4.32)

Combining Eq. (4.32) and (4.3) the accurate dead time, tacc, can be estimated as:

tacc = CXVout
IL,max

= CXL

τN

Vout
Vin

= CXL

τN
K, (4.33)

where τN is the ON time of MN and K = Vout

Vin
is the conversion ratio of the

converter. Furthermore, the steady-state condition, given by Eq. (4.7), can be
rewritten as:

Vin
τP

= Vout − Vin
τN

. (4.34)

Considering Eq. (4.34), for Vout � Vin the conversion ratio is approximately K ≈
τN

τP
. Finally, the accurate dead time can be expressed as:

tacc ≈
CXL

τP
. (4.35)
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The duration of MN ON time (τN ) is usually fixed to achieve the MPE, so the
duration of MP ON time (τP ) is varying to meet the condition (4.34) [69, 95, 97].
Consequently, the accurate dead time is also changing according to the levels of the
input and output voltage. This means that in order to suppress the dead time losses,
an adaptive dead time following the expression (4.35) at any moment, has to be
used. However, usually a fixed dead time is used. In this case, to reduce the losses,
a fixed dead time should be equal to the maximum possible value of the Eq. (4.35).
As a result, the short dead time, which introduces significant losses, is avoided,
but the dead time is longer than necessary and the body diode is conducting for a
short duration almost every cycle. The related losses, Ploss,dead, can be estimated
as [101]:

Ploss,dead = VdiodeIL,maxterrfs, (4.36)

where Vdiode is the voltage drop of MP body diode and terr is the dead time error.
As it can be seen from Fig. 4.7, the dead time error is terr = tfix− tacc, where tfix
is the adopted fixed dead time and tacc is the accurate dead time. Inserting Eq.
(4.33) and (4.3) into Eq. (4.36), the losses can be written as:

Ploss,dead = Vdiode
Vin
L
τN

CXL

τN
(Kmax −K)fs

= VdiodeVoutCXfs(
Kmax

K
− 1).

(4.37)

If the output voltage is considered constant, the Eq. (4.37) can be rewritten as:

Ploss,dead = VdiodeVoutCXfs(
Vin

Vin,min
− 1). (4.38)

According to Eq. (4.38), the dead time related losses will be the highest for Vin =
Vin,max. The ratio Vin,max

Vin,min
can easily reach values higher than 10 in many applica-

tions [27,28], resulting in considerable losses. The expression (4.38) can be used to
quickly estimate the dead time losses. In addition, the overall efficiency reduction,
∆EFF , due to the dead time losses can be also estimated as:

∆EFF = Ploss,dead
Pin

=
VdiodeVoutCXfs(Kmax

K − 1)
V 2

in

Rin

=
VdiodeRinCXfs(Kmax

K − 1)K2

Vout
,

(4.39)

where Rin is the input resistance of the boost converter. The efficiency reduction
reaches its maximum for K = Kmax

2 and it is equal to:

∆EFFmax = VdiodeRinCXfsK
2
max

4Vout
. (4.40)
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Using the expression (4.40), the overall efficiency reduction due to the dead time
losses can be easily estimated. All parameters are usually known in the initial
phases of the converter design and only the capacitance CX have to be extracted
or estimated from the particular design. The efficiency reduction can easily exceed
a few percentages, especially in the applications where the maximum conversion
ratio is very high [102].

Unlike conduction and switching losses, which are inevitable and can only be
reduced up to some extent, synchronization losses are avoidable and can be almost
completely eliminated. If the dead time and the duration of MP ON time are
adaptive and accurate for all possible input voltages, synchronization losses might
be suppressed to almost negligible levels compared to conduction or switching losses.
The low power control of the boost converter is responsible for this task, as it will
be presented in more detail in the next chapter.

4.3 Impact of Losses on Efficiency

In the previous sections, the losses within the boost converter have been identified
and analyzed. As it has been demonstrated, the synchronization losses, Psync,
can be almost entirely eliminated by the adequate timings of the driving signals
generated in the control circuitry. Implementation of such control will be covered
in the next chapter as well as the techniques to minimize the power consumption of
the control. On the other hand, the conduction and switching losses, Pcond and Psw
respectively, are inevitable and can only be reduced up to some extent. In most
converters, these losses are the main contributors to the sum (Ploss + Pcontrol),
which defines the efficiency given by Eq. (4.13), and they have to be minimized in
order to achieve high efficiency.

The total losses within the converter can be expressed as [35,97,99]:
Ploss = Pcond + Psw + Psync. (4.41)

Assuming that the synchronization losses are eliminated by the control, the total
losses can be approximated as:

Ploss = Pcond,N + Pcond,P + Pcond,L︸ ︷︷ ︸
conduction losses

+Psw,N + Psw,P + Psw,X︸ ︷︷ ︸
switching losses

, (4.42)

where Pcond,N , Pcond,P , Pcond,L, Psw,N , Psw,P and Psw,X are given by Eq. (4.18),
(4.19), (4.20), (4.24), (4.25) and (4.26) respectively. The terms in Eq. (4.42) can
be rearranged according to the impact of the individual components as:

Ploss = Pcond,N + Psw,N︸ ︷︷ ︸
nFET

+Pcond,P + Psw,P︸ ︷︷ ︸
pFET

+Pcond,L︸ ︷︷ ︸
inductor

+Psw,X︸ ︷︷ ︸
node X

. (4.43)

The losses related directly to MN can be determined with Eq. (4.18) and (4.24):

Pcond,N + Psw,N =
I2
L,max

3 RNτNfs + CNV
2
outfs. (4.44)
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If τN is replaced with τN = DTs = D
fs
, similar as in Eq. (4.9), the Eq. (4.44)

becomes:

Pcond,N + Psw,N = V 2
inD

3

3L2f2
s

RN + CNV
2
outfs. (4.45)

By observing the Eq. (4.45), several conclusions can be drawn. The losses related
to MN can be reduced by increasing the inductance of the inductor. However,
the inductor’s physical size and, consequently, its inductance are limited by the
application, so there is a small room for reducing the losses in this way. The duty
ratio of the converter and its switching frequency are fixed by the maximum power
extraction (input matching), as it will be seen in the next section. Therefore, only
the ON resistance of the switch and its gate capacitance are left for manipulation.
The Eq. (4.45) can be also expressed as:

Pcond,N + Psw,N = V 2
inD

3

3L2f2
s

R′N
WN

+ C ′NWNV
2
outfs, (4.46)

where R′N is the ON resistance of MN per unit width, C ′N is the capacitance of
MN per unit width and WN is the width of the transistor MN . Therefore, as
the transistor size is increasing the switching losses are also increasing while the
conduction losses are decreasing. This means that there is an optimal transistor
size for which the losses are minimized, and it is reached when [35,97]:

∂Ploss
∂WN

= 0. (4.47)

The losses related to nFET, as well as the losses related to the node X, depend on
WN , while other terms in Eq. (4.43) are independent of WN and can be ignored
(their derivative with respect to WN is zero). Therefore, it can be written:

∂Ploss
∂WN

= ∂(Pcond,N + Psw,N + Psw,X)
∂WN

= 0, (4.48)

which can be simplified as:

∂(k1
1
WN

+ k2WN )
∂WN

= 0, (4.49)

where k1 = V 2
inD

3

3L2f2
s
R′N and k2 = (C ′N + 1

2C
′
jN + 1

2C
′
ovN )V 2

outfs. Finally, the optimal
width of MN , WN,opt, can be derived as:

WN,opt =
√
k1

k2
=
√

V 2
inD

3R′N
3V 2

outL
2f3
s (C ′N + 1

2C
′
jN + 1

2C
′
ovN )

. (4.50)
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Similarly, the optimal width of MP , WP,opt, can also be derived as:

WP,opt =
√

V 3
inD

3R′P
3V 3

outL
2f3
s (C ′P + 1

2C
′
jP + 1

2C
′
ovP )

. (4.51)

It is interesting to notice that the optimal transistor’s ratio, derived from Eq. (4.50)
and (4.51), depends only on the input and output voltages and the used technology
as:

WN,opt

WP,opt
≈

√
VoutµP
VinµN

, (4.52)

where µN and µP are the charge-carrier mobilities of MN and MP , respectively.
It can be seen from the expressions (4.50), (4.51) and (4.52) that the optimal

switch sizes depend on the input voltage. Therefore, the operation of the converter
is optimal for a particular value of the input voltage and as Vin moves away from
the optimal point, the conduction and switching losses sum is no longer minimized.
However, this sizing procedure is still an effective way to keep the losses under
control. The input voltage according to which the switches are sized should be
located in the middle of a full range, or it should be a value which occurs most
often.

The inductor value is also critical for the efficient operation of a boost converter.
In fact, a higher inductor value reduces the conduction losses, as it can be seen in
Eq. (4.18). On the other hand, a higher inductance either requires a larger physical
size of an inductor, which is quite limited in implantable applications, or introduces
a higher parasitic series resistance, which actually increases the conduction losses.
An inductor of 10 µH is used in this work as a good trade-off between the losses,
parasitic resistance and form factor.

4.4 Maximum Power Extraction

The thermoelectric energy harvester can be modeled as a voltage source in series
with a resistor, as described in Eq. (3.7) and (3.8). To extract the maximum
possible power from such source, an adequate resistance has to be presented to the
harvester. According to Fig. 4.9, if the resistance seen at the input of the converter
is Rin, the power extracted by the converter is given by:

Pin = V 2
in

Rin
=

(VT Rin

Rin+RT
)2

Rin
= V 2

T

Rin
(Rin +RT )2 . (4.53)

This power is maximum for:

∂Pin
∂Rin

= 0, (4.54)
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Figure 4.9: Simple input matching.

which is obtained for Rin = RT . On the other hand, the input resistance of the
boost converter is given by [38,69]:

Rin = Vin

Iin
, (4.55)

where Iin is the average input current of the converter. This current can be ex-
pressed as [38,69]:

Iin = IL,max
2

τN + τP
Ts

= VinτN (τN + τP )
2LTs

. (4.56)

By introducing Eq. (4.56) in (4.55), Rin becomes:

Rin = 2LTs
τN (τN + τP ) . (4.57)

Assuming that Vin � Vout implies τP � τN , so Eq. (4.57) can be approximated as:

Rin ≈
2Lfs
D2 . (4.58)

Therefore, to extract the maximum possible power from the harvester, in this case
from the thermoelectric energy harvester, the switching frequency, fs, and the duty
cycle of the boost converter, D, have to be fixed [38, 69, 95, 97]. Consequently, the
internal resistance of the harvester and the input resistance of the converter are
constantly matched, and no maximum power point tracking (MPPT) algorithms
are needed. The control circuitry is responsible for keeping the resistances matched,
by fixing the terms in Eq. (4.58).
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4.5 Start-up Circuitry

The start-up circuitry is one of the major challenges in the PMU implementation.
The input voltage of the PMU is much lower than the voltage necessary to success-
fully operate the switches, and the storage capacitor has to be pre-charged to the
adequate level through another path. Usually, an additional block is responsible
for successful start-up, bypassing the input converter, as it is shown in Fig. 4.1.

A few solutions for implementing such block can be found in the literature
[69,95,96,103]. In [96], a bulky transformer is utilized to self-start-up the converter.
The secondary coil of the transformer is used to grow the oscillations which are then
used to start-up the boost converter. The start-up circuit is completely electrical
and starts from only 40 mV, but it requires an external transformer with area and
cost penalty. In [69], a mechanical switch implemented with MEMS is used for
the start-up. Since the mechanical switch changes its state only once during the
start-up, to build up enough energy a large inductor of 22 µH is also required. The
achieved start-up voltage of 35 mV is the lowest one reported. One recent work [95]
uses another external inductor to build up oscillations and start up the auxiliary
boost converter. The oscillator is a simple voltage-limited LC-tank, followed by
the voltage multiplier to boost the amplitude. Another boost converter is used
later for high efficient conversion. This approach employs three external inductors
and starts-up from 50 mV. In [103], a self-start-up technique, which uses a ring
oscillator and a low efficiency charge pump to start from the input voltage of 95
mV, is presented. This method requires the post-fabrication trimming of the voltage
threshold, which increases the cost.

Another viable solution is a start-up through RF harvesting with a dedicated
RF source, such as one implemented in [26]. This solution is convenient because
the antenna used for communication purposes can be used for the start-up [104].
The efficiency of the energy transfer does not have to be high since it is a one-time
process.

4.6 Summary

The input converter is the critical block of the PMU. The architecture of the input
converter is proposed taking into consideration its main requirements, namely its
size and voltage conversion efficiency. Since the efficiency of the converter is defined
by its losses, a detailed analysis of all potential sources of losses is conducted.
In addition, their impact on the overall efficiency is estimated. The sources of
inevitable losses, such as conduction and switching losses, are identified, and the
input converter design procedure for minimizing these losses is proposed. At the
same time, avoidable synchronization losses related to the proper timings are also
addressed in detail. However, their suppression depends on the control circuit that
will be tackled in the next chapter. Finally, the maximum power extraction strategy
and the potential solutions for the start-up circuits are presented.



Chapter 5

Low Power Control

The control circuit is responsible for the proper functionality of the boost converter,
which is defined by the switching diagram shown in Fig. 4.3 and the steady state
condition given by Eq. (4.7). Besides that, the control circuit ensures that syn-
chronization losses are minimized so that the conversion efficiency of the converter,
given by Eq. (4.13), is as high as possible. Therefore, as explained in the previous
chapter, the switching timings have to be well defined and adjustable at the same
time. Finally, the power consumption of the control circuit is also reducing the
overall efficiency and, because of that, it is limited to very low levels. To sum-
marize, the control has to accomplish accurate and adaptive switching under the
extreme power limitations.

The implementation of an efficient control for a boost converter targeting im-
plantable thermoelectric energy harvesting applications is the main focus of this
chapter. First, the architecture of the proposed control will be presented. Second,
the signal generator for driving the nFET switch will be implemented to obtain
MPE defined in the section 4.4. Third, Zero-Current Switching (ZCS) and Zero-
Voltage Switching (ZVS) techniques for driving the pFET switch will be proposed
and implemented to suppress synchronization losses described in the section 4.2.3.
Finally, the simulation results will be presented and discussed.

5.1 Proposed Control Architecture

As it was already mentioned, the control has to fulfill several tasks related to
accurate switching while consuming a very low power. This means that it has to be
relatively simple but highly effective at the same time. The control in [35] is based
on a simple idea, which can be described as following: i) After the transistor MP

turns off, by observing the voltage VX , the information whether the transistor MP

is turned off early (VX is high) or late (VX is low) can be obtained, as explained
in the section 4.2.3 and illustrated in Fig. 4.6. ii) The voltage VX can be sensed
by using a simple D flip-flop to map this information into a digital bit, b0. ii)
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Figure 5.1: Block diagram of the traditional control circuit.

By adjusting the duration of the MN ON time (τN ), according to the value of b0,
the turn-off timing of MP gets closer to the accurate value after every switching
cycle. Following this idea, a fully digital control, which does not consume any
static power and roughly achieves ZCS, can be implemented. However, since τN
is altered, the input resistance of the boost converter, given by Eq. (4.55), is also
changed. As a result, the converter is not extracting the maximum possible power
from the energy harvester, as explained in the section 4.4. This issue is recognized
and solved in [69], where instead of τN , the duration of the MP ON time (τP )
is adjusted. Similar control is used in most of related work [35, 69, 95, 97]. The
simplified block diagram of such control is shown in Fig. 5.1. An oscillator generates
the fixed frequency and duty ratio signal (qn), which drives MN for MPE. A 1-bit
information b0, obtained from sensing the voltage VX , controls the counter value
up (b0 = 1) or down (b0 = 0). The counter value then adjusts the duration of τP
through Pulse-Width-Modulation (PWM) block, accordingly. As a result, MPE and
relatively accurate ZCS are achieved. However, even in the improved version of the
control, presented in [69], several issues can be identified. Since the counter value
is continuously adjusted, the nominal value of τP is never reached. The transistor
MP will always switch around the nominal point, slightly early or slightly late.
Moreover, losses related to MP turn-on timing, i. e. dead time losses, are not
addressed at all. Therefore, the existing solution can be improved by eliminating
dead time losses and further reducing the losses related to MP turn-off timing.

The proposed control, which targets to improve the existing solution, is shown
in Fig. 5.2 [105]. Unlike in the traditional solution, the voltage VX is sensed two
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Figure 5.2: Block diagram of the proposed control circuit.

times to obtain the 2-bit information, which stops the counter when the nominal
duration of τP is reached. Moreover, an additional block is added to achieve ZVS
and to eliminate the dead time losses. More details about these improvements
will be provided in the following sections. In addition, the power consumption
of the control circuit is minimized by following the techniques presented in [106].
Particularly, the power supply voltage of the control is reduced to 1 V, the short
circuit currents of logic gates are limited by making their input and output edges
equal, and subthreshold leakage is minimized by reducing W

L of transistors in the
logic gates.

Since the power supply voltage of the control is reduced to 1 V, the level shifters
are introduced to adapt the voltage level of digital signals to the voltage level of
the output. This is necessary in order to drive the switches correctly [107]. The
conventional level shifter circuit is used, as it is shown in Fig. 5.3. The switch
drivers are implemented as tapered buffers of n stages, with a scaling factor fscale,
where n and fscale are given by [108]:

n = ln
( Cg
Cg,min

)
, (5.1)
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Vin

VDD

Vout

M1 M2

M3 M4

Figure 5.3: Level shifter schematic.
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Figure 5.4: Switch driver schematic.

fscale = n

√
Cg

Cg,min
, (5.2)

where Cg is the gate capacitance of the driven switch and Cg,min is the gate capac-
itance of the minimal sized inverter. The circuit of these drivers is shown in Fig.
5.4.

5.2 Driving the nFET Switch

The maximum power extraction (MPE) is obtained when the input resistor of a
boost converter is matched to the internal resistance of an energy harvester, as it is
explained in the section 4.4. The input resistance of a boost converter is given by
Eq. (4.58). On the other hand, the internal resistance of a thermoelectric energy
harvester depends on the used device. For instance, the internal resistance of the
device presented in [72] is only 5 Ω, while the internal resistance of [73] is 300 Ω.
In this work, an intermediate value of 100 Ω is adopted. Considering Eq. (4.58),
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Figure 5.5: nFET switch signal generator [105].

the switching frequency, fs, can be calculated as:

fs ≈
RinD

2

2L . (5.3)

Assuming the inductor of 10 µH, adopted in the section 4.3, and 50% duty cycle,
which is often used because of its simple implementation [35, 69, 95], the corre-
sponding operating frequency should be equal to 1.25 MHz. However, such high
operating frequency introduces high switching losses and increases the power con-
sumption of the control circuit. For this reason, the duty cycle and, consequently,
the operating frequency are scaled down to 10% and 50 kHz, respectively. These
values provide an appropriate trade-off between conduction losses, switching losses,
implementation complexity and the power consumption of the control circuit.

The control signal generator for driving the transistorMN with the fixed switch-
ing frequency and duty cycle is shown in Fig. 5.5 [105]. Note that the duration of
MN ON time, given by τN = D

fs
, is also fixed. A current reference provides biasing

currents for an ultra-low power ring oscillator. The oscillator generates two 50%
duty cycle clock signals, which are combined in logic gates to obtain a 10% duty
cycle signal for driving MN .
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The current reference is operating in the weak inversion region. The relation
between the gate-source voltages of the transistors M1 and M2 can be written as:

VGS1 = VGS2 + ID2Rs, (5.4)

where ID2 is the drain current of M2. For VDS > 0.1 V, VGS of the transistor,
which is operating in weak inversion, can be approximated as [109]:

VGS = VTH + nVT ln
( ID

2nβV 2
T

)
, (5.5)

where VTH is the threshold voltage, n is the subthreshold slope factor, VT (= kT/q)
is the thermal voltage, k is the Boltzmann constant, T is the absolute temperature,
q is the elementary charge, β(= µCox

W
L ) is the gain factor, µ is the carrier mobility

and Cox is the gate-oxide capacitance. The current mirror consisting of transistors
M3, M4 and M5 assures that Ibias = ID1 = ID2. Combining Eq. (5.4) and (5.5),
the biasing current can be expressed as:

Ibias =
nVT ln

(
β2
β1

)
Rs

. (5.6)

The resistance Rs and the transistors M1 and M2 are sized in such way so that
the obtained biasing current is equal to 30 nA.

The current starved ring oscillator consists of ten inverter stages and one nand
stage for resetting/disabling purposes. Its operating frequency is approximated
as [110]:

fs ≈
1

2Ntd
= Ibias
NVDDCL

, (5.7)

where N is the number of delay stages, which, in this case, is equal to ten because
the nand stage is not loaded. The operating frequency of 50 kHz is obtained by
proper sizing the loading capacitors. The delay between two extracted clock signals
corresponds to two inverter stages and is equal to 1/(10fs), so the resulting signal
(qN ) has a duty cycle of 10%. A 3-bit signal b〈2 : 0〉 controls the resistance Rs and,
consequently, the biasing currents to adjust the operating frequency for process
variations, if necessary.

5.3 Zero-Current Switching

Since the MN ON time duration (τN ) is fixed by the input matching, the duration
of MP ON time (τP ) has to be adjusted in order to meet the condition (4.34)
and achieve efficient ZCS. In [35], a simple method is proposed to obtain ZCS, as
explained in the section 5.1. However, as a result, the transistor MP will always
turn-off either slightly early or slightly late. As it is shown in Eq. (4.27) and
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Figure 5.6: Waveforms of a pFET switch turning off (a) slightly early, (b) early
and (c) late [105].

(4.28), it is much more efficient to turn-off MP slightly early than late. This fact is
exploited in this work to improve the ZCS method proposed in [35], which is also
used in other related work [69,95,97].

In the method proposed in this work, the voltage VX is sensed two times after the
MP is turned-off. The sensing timings are delayed with respect to each other for a
fixed duration, as it is illustrated in Fig. 5.6. The 2-bit digital signal (b1b0) provides
the information whether MP is turned-off late (b1b0 = 00), early (b1b0 = 11) or on-
time (b1b0 = 10). The reading b1b0 = 01 is not expected to occur. The counter
value, and, consequently, τP , is updated according to b1b0, as it is illustrated in
Table 5.1. As a result, when τP reaches nominal duration, the counter is stopped,

Table 5.1: Adjusting the counter value according to the sensed signal.

b1b0 Counter Action
00 down
01 –
10 stop
11 up
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and the boost converter continues switching at the nominal point achieving ZCS,
continuously.

The implementation of the proposed method is shown in Fig. 5.7 [105]. The
sensing of the voltage VX is triggered by the delayed rising edge of the signal qP ,
which is driving the transistor MP . Based on the counter value, the PWM block
adjusts the duration of τP for the next switching cycle. The PWM is implemented
as one-shot signal generator with controllable signal width. The one-shot pulse is
triggered by the rising edge of signal q′N,d, which is the delayed version of the signal
q′N from the Fig. 5.5. The 4-bit counter is used in this work as a good trade-off
between the accuracy of τP and complexity. It is important to note that the counter
is modified so it does not reset back to zero when the highest value is stored and
signal up is active, but it rather keeps the highest value locked. Similarly, when
zero is stored and signal down is active, the counter stays at zero.

Delay blocks are implemented as a simple digital delay elements consisting of two
inverters and a loading capacitor between them. The D flip-flops are transmission-
gate flip-flops with internal gate isolation (TGFF), which are proven to be energy
efficient [111].

5.4 Zero-Voltage Switching

As it was concluded in the section 4.2.3, the dead time has to be adaptive to
suppress the synchronization losses related to MP turn-on timing. The duration of
the dead time for which these losses are eliminated relates to the duration of τP ,
as it can be seen in Eq. (4.35). On the other hand, the value stored in the counter
corresponds to the duration of τP . Therefore, the same counter can be used to
control the adaptive dead time. However, the counter value is proportional to τP ,
while the dead time relates to τP as ∝ 1

τP
. For this reason, the nonlinear decoding
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Table 5.2: τP , decoder outputs and dead time corresponding to counter values.

s3s2s1s0 τP [ns] d6d5d4d3d2d1d0 tdead [ps]
0000 20 0000000 2500
0001 32 0000001 1600
0010 44 0000010 1200
0011 56 0000100 900
0100 68 0001000 800
0101 80 0001000 800
0110 92 0010000 600
0111 104 0010000 600
1000 116 0100000 500
1001 128 0100000 500
1010 140 0100000 500
1011 152 0100000 500
1100 164 1000000 300
1101 176 1000000 300
1110 188 1000000 300
1111 200 1000000 300
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Figure 5.8: Adaptive dead time circuit [102].
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of the counter value has to be done before generating the dead time. Table 5.2
presents the durations of τP , the decoder outputs and the dead time durations
corresponding to the actual counter values. Since the 4-bit counter is used in this
work, sixteen different durations of the dead time can be implemented. However,
usually good approximations are obtained with lower number of different durations,
such as eight in this case. This is because the accurate dead time values are getting
closer to each other as the counter value is increasing. The value of capacitance
CX is assumed to be equal to 5 pF.

The implementations of the adaptive dead time circuit are shown in Fig. 5.8
[102, 105]. The adaptive dead time circuit is acting as a digitally programmable
delay element. It delays the rising edge of the signal q′N and creates the signal q′N,d,
which afterwards triggers the one-shot signal generator (PWM) from the Fig. 5.7.

5.5 Simulation Results

The proposed control is applied to the boost converter presented in the section
4.1, as it is illustrated in Fig. 5.2. The parameters of the boost converter are
summarized in Table 5.3. Transistors are sized according to Eq. (4.50) and (4.51)
to minimize the losses, as it is explained in the section 4.3. The input voltage is
varied between 20 mV and 200 mV, while the output voltage is fixed to around 2
V. The efficiency of the converter is compared to the state-of-the-art converter [35]
for different conversion ratios, as it is shown in Fig. 5.9. The converter and the
control proposed in this work maintain high efficiency for much higher voltage
conversion ratios. This is mainly due to a very low power consumption of the
corresponding control circuitry. In addition, efficiencies of the same control circuit,
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Figure 5.9: Efficiency comparison between [35] and this work. Image from [105].
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Table 5.3: Parameters of the proposed boost converter.

WN WP L RL Cin Cstore
1800 µm 600 µm 10 µH 0.5 Ω 1 µF 30 nF

Figure 5.10: Waveform of the voltage VX [105].

before and after introducing the improvements in ZCS technique and additional
dead time block (ZVS), are presented. Efficiency enhancement, when the proposed
techniques are used, is evident and can reach up to 10% at high voltage conversion
ratios.

The simulation results, presented in Fig. 5.10, show that ZCS and ZVS are
successfully achieved. The accurate dead time duration, which corresponds to Fig.
4.7(a), is obtained, as well as slightly short τP , which corresponds to Fig. 5.6(a).
At the same time, the power consumption of the complete control circuit is only
620 nW.

The simulated efficiency improvement, shown in Fig. 5.11, was obtained by
adding the dead time block and it corresponds to the values estimated in Eq.
(4.40). This proves the accuracy of the derived expressions and effectiveness of the
proposed adaptive dead time circuit. The power consumption of the adaptive dead
time circuit is only 10 nW, and it provides the maximum efficiency improvement of
2.2%.

5.6 Summary

The control circuit determines the functionality and the efficiency of the boost
converter. The ultra low power control, which employs MPE, ZCS and ZVS, is
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Figure 5.11: Efficiency improvement due to the adaptive dead time [102].

proposed and combined with previously presented boost converter to achieve effi-
cient energy transfer from a thermoelectric harvester to biosensor circuits.

The comparison of the boost converter driven by the proposed control with the
related work is shown in Table 5.4. This work demonstrates superior voltage con-
version efficiency, especially when it is compared to the work with higher output
voltages (conversion ratio) [69, 96]. Therefore, it shows a good potential for im-
plementing an efficient, high conversion ratio PMU, which is required for enabling
autonomous implantable biosensors. It should be noted that the control circuit is
powered from an ideal 1 V source and the results are obtained from simulations.
Therefore, when this supply voltage is generated from the output capacitor, some
additional power will be lost.

Table 5.4: Comparison of the proposed boost converter with state-of-the-art work.

Carlson
[35]

Ramadass
[69]

Im
[96]

Weng
[95]

Chen
[39]

This
Work

Year 2010 2011 2012 2013 2015 2015
Process 0.13-µm 0.35-µm 0.13-µm 65-nm 0.18-µm 0.18-µm
Output
Voltage 1 V 1.8 V 2.0 V 1.2 V 0.5 V 2.0 V

Peak
Efficiency 75 % 58 % 61 % 73 % 83.4 % 81 %
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Conclusion and Future Work

The available energy harvesting sources in the human body are investigated, the
biosensor’s powering requirements are identified and the potential interface circuits
are explored. Additionally, an efficient PMU for thermoelectric energy harvesting
is proposed for self-powered implantable biosensors. The proposed PMU consists of
a customized boost converter and an efficient control circuit. It acts as an interface
between a thermoelectric energy harvester and circuits of an implantable biosen-
sor. The boost converter is designed so that the sum of conduction and switching
losses is minimized. In addition, synchronization losses are successfully identified,
estimated and eliminated by the ultra-low power control circuit. As a result, the
proposed PMU achieves 81% efficiency and enables self-powered implantable biosen-
sors. When compared to the state-of-the-art work, the PMU demonstrates higher
efficiencies at voltage conversion ratios above 20.

Even if the synchronization losses are completely eliminated and the power con-
sumption of the control is further reduced, it is unlikely that the efficiency of the
proposed PMU can exceed 90%. This is because the conduction and switching
losses are inevitable, and their minimized sum still reduces the efficiency in stan-
dard CMOS processes with at least 10%. An advanced process technology, with
lower ON resistances of the transistors and lower parasitic capacitances, may enable
efficiencies higher than 90%.

Although the work in this thesis fulfills the main objectives defined in the section
1.3, several shortcomings and potential improvements are identified for the future
work:

• In the section 4.3, while calculating the optimal width of switches to mini-
mize the impact of inevitable losses, the leakage of the switching transistors
is neglected. However, the subthreshold leakage of switches may become sig-
nificant at very low power levels, since it is not scaling with the input power.
In addition, the subthreshold leakage is proportional to the transistor width,
and, therefore, it should be included in the optimal width calculations.

67
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• It is mentioned in the section 5.1 that the voltage supply of the control circuit
is reduced to 1 V. However, this voltage supply is not generated in this work,
but instead an ideal voltage source is used. In reality, it has to be obtained
from the output voltage either by using another converter (step-down) or by
adding a second output to the boost converter.

• Some less critical, but still important, blocks of the PMU are not implemented
in this work including a start-up circuit, a storage monitor, a bandgap, and
an output regulator. These blocks will be implemented in the future work to
obtain the complete PMU solution, as it is presented in Fig. 4.1.

• State-of-the-art thermoelectric energy harvesters provide up to 100 µW/cm2

at low temperature differences, such as within the human body. Considering
the size limitation of implantable devices, the expected output power is around
20 to 30 µW in the best case. Assuming 80% efficiency of the PMU, the power
provided to the biosensor circuit can be less than 20 µW. While this amount
of power is sufficient for some biosensors [26], it can not support all possible
applications. The average power consumption of a biosensor has to be lower
than the provided amount. Otherwise, another energy harvesting source can
be added to obtain higher power and improved reliability, at the price of the
system size and complexity. In such cases, a multi-source PMU has to be
considered.
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