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ABSTRACT

Large-scale deployment of IEEE 802.11 wireless LANs (WLANs) remains a significant challenge. Many access points (APs) must be deployed and interconnected without a-priori knowledge of the demand. We consider that the deployment should be iterative, as follows. At first, access points are deployed to achieve partial coverage. Then, usage statistics are collected while the network operates. Overloaded and under-utilized APs would be identified, giving the opportunity to relocate, add or remove APs. In this thesis, we propose extensions to the WLAN architecture that would make our vision of iterative deployment feasible.

One line of work focuses on self-configuration, which deals with building a WLAN from APs deployed without planning, and coping with mismatches between offered load and available capacity. Self-configuration is considered at three levels. At the network level, we propose a new distribution system that forms a WLAN from a set of APs connected to different IP networks and supports AP auto-configuration, link-layer mobility, and sharing infrastructure between operators. At the inter-cell level, we design a load-balancing scheme for overlapping APs that increases the network throughput and reduces the cell delay by evenly distributing the load. We also suggest how to reduce the handoff time by early detection and fast active scanning. At the intra-cell level, we present a distributed admission control that protects cells against congestion by blocking stations whose MAC service time would be above a set threshold.

Another line of work deals with self-deployment and investigates how the network can assist in improving its continuous deployment by identifying the reasons for low cell throughput. One reason may be poor radio conditions. A new performance figure, the Multi-Rate Performance Index, is introduced to measure the efficiency of radio channel usage. Our measurements show that it identifies cells affected by bad radio conditions. An additional reason may be limited performance of some AP models. We present a method to measure the upper bound of an AP’s throughput and its dependence on offered load and orientation. Another reason for low throughput may be excessive distance between users and APs. Accurate positioning of users in a WLAN would permit optimizing the location and number of APs. We analyze the limitations of the two most popular range estimation techniques when used in WLANs: received signal strength and time of arrival. We find that the latter could perform better but the technique is not feasible due to the low resolution of the frame timestamps in the WLAN cards.

The combination of self-configuration and self-deployment enables the autonomic operation of WLANs.
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1. INTRODUCTION

The deployment, maintenance and evolution of current communication networks are increasingly complicated. Their heterogeneity, increasing size and capacity, and constant need for upgrades and updates contribute to the problem. Autonomic communications is a new paradigm created to meet these challenges and assist the design of next generation networks.

Self-organization is the key concept in the autonomic communication vision. Current networking equipment and protocols feature several parameters for adapting their behavior to the requirements of each deployment. Tuning parameters had worked fine, but it is showing its limitations to cope with current, rapidly changing scenarios that need continuous reconfigurations. Self-organization is therefore necessary in next generation networks. Network components and protocols must cooperate to gather information about the changing environment and determine their working parameters to cope with the varying demands. A self-organizing network is proactive and capable of changing its behavior depending on the circumstances.

The broad idea of self-organization has been refined into more specialized tasks such as self-configuration, self-healing and self-deployment. Self-configuration means that the network is capable of deriving its expected behavior from high-level policies set by users or administrators. Self-healing refers to the network’s ability to detect failures in any of its components or protocols, and find solutions so that the service is not interrupted. Self-deployment pretends that the network helps in its upgrade and update by identifying performance bottlenecks and by properly reacting to the addition or removal of elements.

The main focus of autonomic communications has been wired networking, but wireless networking can also benefit from these ideas. Actually, wireless networking already features a certain level of self-organization. Automatic selection of transmit power and dynamic frequency allocation are frequent in current networks. The challenge now is how to extend the self-organization approach to the radio access network to support new needs, such as sharing of infrastructure among operators or integration of different radio technologies.

In this thesis, we consider how to apply the autonomic communication paradigm to a particular type of wireless networking: the IEEE 802.11 wireless local area networks (WLANs). The peculiar characteristics of WLANs make them suitable for obtaining great benefits from self-organization. They are often deployed by non-specialized personnel, operate
in shared, unlicensed spectrum, and do not have a radio access network similar to the one in wireless cellular systems to coordinate the access points.

The architecture of WLANs was specified in the IEEE Standard 802.11, ed.1999 and considers two working modes. The ad-hoc mode permits wireless stations in range to communicate directly. The infrastructure mode, focus of this thesis, allows wireless stations to communicate even when they are not in range of each other by adding fixed infrastructure to the network architecture. Three logical components are included: access points (APs), distribution system (DS) and portal. The APs forward frames between the wireless stations and the DS. The DS transports frames between access points. The portal allows the communication with hosts that are not part of the WLAN. Currently, the most popular implementation of this architecture is an Ethernet-based DS. APs of the same WLAN are connected to an Ethernet that acts as the distribution system. The APs behave as link-layer bridges forwarding frames to and from the wireless stations. The router of the Ethernet plays the role of the portal.

In this thesis, we want to address a special aspect of infrastructure WLANs: their deployment to provide wireless access to Internet in large areas. This matter has generated significant challenges and is showing the limitations of the current WLAN architecture. Large numbers of access points connected to the same Ethernet must be installed and maintained. Network planning is difficult due to the limited a-priori knowledge of user behavior and complicated indoor radio propagation. And, the reduced cooperation among APs limits the network’s ability to cope with congestion due to accumulation of users.

We consider that the deployment of a large-scale WLAN should be iterative because user’s behavior cannot be predicted in large areas. At first, APs are deployed to achieve partial coverage. Then, usage statistics are collected while the network operates. Overloaded and under-utilized APs would be identified, giving the opportunity to relocate, add or remove APs.

We propose in this thesis extensions to the WLAN architecture to support our vision for iterative deployment and the autonomic operation of WLANs. Particular attention is paid to traffic control, since an organically growing network would likely suffer temporary congestion in some areas.

Our contribution is organized in a set of papers. Fig. 1 shows how the different papers are related. One line of work focuses on self-configuration, which deals with building a WLAN from APs deployed without planning, and coping with mismatches between offered load and available capacity. Self-configuration is considered at three levels. At the network level, we propose in Paper A how a set of APs connected to different IP networks can form a single WLAN. At the inter-cell level, we present in Paper B how a set
of overlapping APs can cooperate to handle more efficiently the traffic generated in their coverage area. This cooperation requires handing off some stations to balance the load. Therefore, we study in Paper C how to reduce the handoff time. At the intra-cell level, we suggest in Paper D how a WLAN cell can be protected against congestion by adding a distributed admission control. Our admission control is based on the IEEE 802.11 MAC service time that is thoroughly analyzed in Paper E.

The other line of work deals with self-deployment and investigates how the WLAN can assist in improving its iterative deployment by identifying the reasons for low cell throughput. In Paper F, we look at how to measure the efficiency of the airtime usage. A new performance index is proposed to evaluate whether poor radio conditions are affecting the throughput. In Paper G, we investigate if the throughput is limited by the performance of the AP implementation. We present a method to measure the upper bound of an AP’s throughput and its dependence on offered load and orientation. In paper H, we argue that accurate positioning of users in a WLAN would permit optimizing the location and number of APs. In the paper, we analyze the limitations of the two most popular range estimation techniques when used in WLANs: received signal strength and time of arrival.
Fig. 1 Relation between the papers in this thesis
2. CONTRIBUTIONS OF THIS THESIS

The major contributions of this thesis to IEEE 802.11 WLANs include:

- An IP-based distribution system with support for AP self-configuration, link layer mobility and sharing of APs by different operators.
- A load-balancing scheme for overlapping access points.
- Several techniques to reduce the hand off delay.
- A distributed admission control to prevent congestion.
- A statistical study of the IEEE 802.11 MAC service time.
- A new performance index to measure the efficiency of airtime usage.
- A method to measure an upper bound for an access point throughput.
- A study of the limitations of user positioning.
3. PAPERS PUBLISHED IN CONJUNCTION WITH THIS WORK

The contributions of this thesis have been organized into a set of papers. A brief summary of each paper together with the description of my contribution in co-authored papers is given below. The papers appear classified into the categories shown in Fig. 1.

3.1. Self-configuration

3.1.1. Network level


In this paper, we investigate how to make the WLAN architecture more suitable for large-scale deployment. The need for an Ethernet-backbone and manual configuration of each AP are identified as limitations when the size of the network grows. We have designed an alternative backbone based on IP networks and added self-configuration. Our design has the following features: new access points (APs) are configured automatically; APs are able to communicate across IP networks, no common Ethernet backbone is required; one AP may belong to several WLANs, operators are hence able to share their APs; and, stations do not require any modification to operate with APs connected to the new backbone.

We introduce two new entities in the WLAN architecture to assist in self-configuration. The first, called portal, is the IP gateway to reach the stations and maintains IP tunnels with the APs. The second, called registry, stores all information about the WLAN and its APs. The registry is the key to self-configuration. When APs are started, they contact the registry to become members of a particular WLAN and retrieve their configuration information, such as network name or portal’s address. If an AP belongs to several WLANs, it simply connects with several registries. Frames are forwarded in IP tunnels between the portal and APs. The support of station mobility at the link-layer involves the portal and APs. When an AP receives a link-layer handoff request, it updates its forwarding information and sends routing updates to the portal and old AP. A detailed description of the architecture, the involved entities’ functions and supporting protocols, appear in the paper.
The author of this thesis performed the work presented in this paper with the supervision of the co-author.

3.1.2. Inter-cell


Self-configuration is necessary when several APs serve the same area, since the AP closest to the users receives a higher number of connections. We have designed a load-balancing scheme for WLANs. It features a completely distributed architecture based on agents running at each AP. These agents exchange load information to determine whether their corresponding AP is overloaded, balanced or under-loaded. Balanced APs only accept new stations, while under-loaded APs accept new or roaming stations. Overloaded APs do not accept more stations and force the handoff of associated stations until the load is balanced. We have shown in our experimental evaluation that our balancing scheme increases the total network throughput and decreases the cell delay by uniformly distributing the load.

The author of the thesis made this work in cooperation with his Master thesis student Victor Aleo, and with the supervision of Gunnar Karlsson. The thesis’ author contributed the idea, architectural design and paper preparation. Victor Aleo co-designed the load-balancing algorithm and made its implementation and evaluation.


A key part of any inter-cell cooperation is a fast handoff. We have measured, analyzed and suggested how to reduce the link-layer handoff time in IEEE 802.11b networks. The handoff process was split into three sequential phases: detection, search and execution. We studied the detection based on failed frames (link-layer detection) instead of weak signal because it produces less handoff events. We have shown that the link-layer detection phase can be reduced to three consecutive non-acknowledged frames when stations are transmitting, or three missing beacons if only receiving. We have also determined the timers of active scanning to reduce the search phase by 20% compared to the shortest measured one. Finally, our measurements indicate that the execution phase is very short and can be neglected.
The author of this thesis performed the work presented in this paper with the supervision of the co-author.

3.1.3. Intra-cell


As a complement to load balancing, we have proposed adding admission control to prevent packet losses due to congestion in a cell. We suggest a distributed scheme that offers QoS guarantees for the average packet loss due to congestion. The admission control works by performing a short, non-disturbing probing, which estimates what the average MAC service time would be after the new flow enters the cell. The new flow is admitted if the estimate is below an admission threshold, which is established to maintain the average packet loss rate below a configurable limit. The threshold is calculated with our suggested algorithm at the AP, since it depends on the number of stations and load in the cell, and it is broadcasted in the beacons. Our admission control offers a trade-off between cell utilization and packet loss due to congestion. Congestion can be avoided by setting a low threshold for the MAC service time. In this case, flows can benefit from a bounded packet loss rate and can obtain an expected service time from the probing phase.

The author of the thesis made this work in cooperation with Ignacio Más with the supervision of Gunnar Karlsson. The thesis’ author contributed the analysis of the MAC service time on which the admission control is based and the evaluation of the proposed admission control via simulations. He actively participated in the design of the admission control algorithm and paper preparation.


As part of our research in admission control, we have studied the IEEE 802.11 MAC service time via statistical analysis of simulations. Our findings complement existing information from analytical models by providing packet level information for small number of stations. Three studies were reported. The analysis of location showed how the mean varies with the offered load using the number of stations, bit rate and packet size as
parameters. The analysis of variability showed a high spread of service time around the mean. Finally, the analysis of autocorrelation showed that the service time of a packet could not be predicted from the service time of previous packets. The starting point for this study was the modeling work that has been presented recently. We conclude that models, which are valid only in saturation and for a high number of stations, provide only worst case measures and give limited insight of WLANs’ performance.

The author of this thesis performed the work presented in this paper with the supervision of the co-author.

3.2. **Self-deployment**

3.2.1. Efficiency of air-time usage


Throughput per AP has been used as the main figure of merit in performance analysis of WLAN cells. Its usefulness as a performance metric is limited because low throughput can be produced by either low offered traffic load or bad radio conditions. We address this problem and propose the multi-rate performance index (MPI) as an additional figure of merit to characterize the performance of WLAN cells. It represents the average bit rates used in a cell, allows comparison between cells of different types (e.g. IEEE 802.11a and 802.11b) with respect to their channel usage efficiency, and permits the calculation of the actual cell capacity if the maximum bit rate is known. We include several measurements in real cells to illustrate its utility for performance analysis. The MPI identifies cells whose throughput is limited by radio conditions rather than lack of offered traffic.

The author of this thesis performed the work presented in this paper with the supervision of the co-author.

3.2.2. Maximum throughput


A problem with throughput measurements is that the maximum throughput that can be expected from a particular AP device is unknown. In this paper, we present a method to measure the maximum saturation throughput of APs, including the testbed setup, the software tools and the
mathematical support for processing the results. The saturation throughput was chosen as the figure of merit because it represents the upper bound for the AP’s throughput. Our method provides three results for each AP: the mean peak saturation throughput, the dependence of the throughput on the offered load, and an estimation of the influence of the orientation. We validated our method by measuring and analyzing the differences in performance of five IEEE 802.11b access points.

The author of the thesis made this work in cooperation with his Master thesis student Enrico Pelletta. The overall idea and measurement method are primarily Pelletta’s contribution. The implementation of the measurement software and the reported measurements are entirely Pelletta’s work. The thesis’ author contributed by refining the idea and measurement method, verifying the measurement results, and by preparing the paper.

3.2.3. User position


Accurate positioning of users in a WLAN would permit optimizing the location and number of APs. However, limited resolution in range estimation due to complex indoor radio propagation prevents it. In this paper, we have analyzed the problems of the two more promising range estimation techniques for WLANs. Firstly, we examine the predominant option, range estimation based on received signal strength (RSS). Our measurements illustrate its shortcomings: lack of accurate radio propagation models and difficulties to build experimental radio maps. Secondly, we look at a promising alternative, the time of arrival (TOA) range estimation. We discuss its two problems: the resolution of the frame timestamp and the need for synchronized clocks between APs and stations. We found that TOA could perform better in practice, since the impact of the surrounding environment would be less important. However, we could not verify it experimentally due to the low resolution of the frame timestamp in commercial WLAN cards.

The author of this thesis performed the work presented in this paper with the supervision of the co-author.
4. CONCLUSIONS

We have presented extensions to the WLAN architecture to make our vision of the iterative deployment feasible and to support large-scale deployments better. Self-configuration dealt with building a WLAN from a set of APs deployed without planning, and coping with mismatches between offered load and available capacity. Our contributions included a new IP-based distribution system suitable for unplanned large deployments, a load balancing to distribute the load among overlapping APs, techniques to reduce the hand off time, and a distributed admission control based on our statistical study of the MAC service time.

Self-deployment investigated what information the network should collect to assist in improving its continuing deployment. Our contributions were a new performance metric to measure the efficiency of the airtime usage, a method to measure the maximum throughput of an AP, and an analysis of the difficulties in range estimation.

We believe that the contributions in this thesis represent a first step towards the autonomic operation of WLANs. We hope that our work stimulates others to continue this line of research. Increasing the cooperation among APs in a WLAN can be exploited further to simplify the deployment, operation and maintenance of WLANs.
5. FUTURE WORK

Self-healing is a natural addition to a self-organizing WLAN. APs can cooperate to identify malfunctions in the backbone, user terminals or other APs. Examples of current problems that could be addressed are identification of rogue APs, finding coverage holes, or isolation of greedy users that operate modified radio interfaces to their advantage. We think this would be an interesting addition to the WLAN architecture.

Self-configuration can be extended to other areas. For instance, assignment of radio channels in areas with a high AP density and selection of the transmission power to limit interference could be automated. Some parts of our work could be taken a step further. Load balancing could be improved to work with partially overlapping APs. And, our admission control could be modified to work centralized, since it might be better in some scenarios.

The possibilities of self-deployment were not fully exploited in our work. Measurements in working WLANs should be conducted to evaluate if there is room for improvement in their deployment. Based on this information, algorithms to improve the deployment could be designed. These algorithms should be validated by re-deploying an existing WLAN and measuring the benefits achieved.
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Abstract—We present extensions to the IEEE 802.11 WLAN architecture to facilitate the deployment and operation of large-scale networks. A new distribution system (DS) is designed to work across IP networks removing the need for an Ethernet backbone. APs connected to different IP networks can join the DS to form a single WLAN for users with link-layer mobility support. Two entities, portal and registry, are added to support self-configuration of access points, transport across the IP backbone and link layer mobility for stations. A novel feature of our DS design is the possibility that operators share some of their access points. Our proposed extensions are transparent to the stations; they do not require any modification to work with the new architecture.

This work has been partly supported by the European Union under the E-Next Project FP6-506869
1. INTRODUCTION

The popularity of IEEE 802.11 wireless LANs (WLANs) has led to large-scale deployments that reveal some of the limitations of the WLAN architecture. One source of problems is the backbone that connects the access points (APs), which is known as distribution system (DS). There are several implementation options [1], but the predominant choice is the Ethernet-based DS. It is preferred because the broadcast nature of the Ethernet simplifies the implementation of frame forwarding and mobility support. But it requires all APs connected to the same Ethernet. The Ethernet backbone does not necessarily limit the size of the WLAN. Hills have reported that it is possible to build and operate a single Ethernet across several buildings of a university campus [2]. The problem appears for operators that need to connect their APs to different Internet Service Providers (ISP), a common situation in public hot spots. In this case, wireless operators cannot deploy their WLAN without the cooperation of ISPs, which should modify their wired infrastructure and emulate an Ethernet across their IP networks.

Another source of problems is the low cooperation among APs. Link-layer mobility support is the only standardized joint operation. Yet, the signaling was limited to executing the handoff. Several research works have shown that increasing the cooperation between APs can improve the handoff execution in terms of speed [9] or lower packet losses [10]. Other works have shown the benefits of a higher cooperation in areas other than handoff. For instance, neighboring APs can automatically select non-overlapping channels [4] or share the load in their overlapping region [11].

Finally, large-scale operators would like to extend their coverage area by sharing resources with other operators. Operators tend to focus on communities, whose members can occasionally visit areas such as airports or conference venues where other operators exist. Sharing APs would benefit all parties. Additionally, operators would like to share home APs with residential users wishing to sell their spare capacity. Currently, the WLAN architecture does not support sharing APs. On the contrary, it forces each AP belongs to one WLAN only. Operators are therefore forced to enter into roaming agreements and implement authentication across networks and layer 3 mobility (such as Mobile IP) to share their networks. It would be easier if APs would incorporate sharing functionality and be able to belong to several networks. Users would not notice that they are using APs of another operator.

In this paper, we present extensions to the IEEE 802.11 infrastructure WLANs to facilitate the deployment and operation of large-scale networks.
Two entities are added: a registry and a portal. The registry represents the operator and takes care of the configuration of APs. The portal is the gateway to the WLAN. A new distribution system is designed to operate across IP networks. There is no need to have a common Ethernet backbone: portal and APs can communicate using IP packets. Cooperation among APs is increased to implement smooth handoff. Finally, our DS incorporates the possibility to share APs by different operators. These modifications to the architecture are transparent to wireless stations; they operate following the IEEE 802.11 standardized procedures, including the link-layer mobility support.

We summarize the main contributions as follows:

- We present a novel IP-based distribution system that permits APs connected to different IP networks for building a single WLAN. This is an important contribution since the WLAN can be built without cooperation with the operators of wired networks.
- We describe a simple self-configuration scheme that supports remote configuration of APs. This greatly simplifies the deployment of new APs.
- We introduce a mobility protocol in the distribution system that supports wireless station mobility at the link layer, even when APs are connected to different networks. Wireless stations do not need to support layer 3 mobility protocols such as Mobile IP.

This work is a step in the direction of autonomic wireless networking. We have focused on facilitating the deployment of WLANs via self-configuration and sharing of APs. We have identified some security issues, but they have not been addressed in the scope of this work. A thorough analysis is required to protect the infrastructure against malicious users and attacks. Finally, self-deployment, or the ability of the network to assist in its continuing deployment, could be incorporated into the architecture.

The rest of the paper is organized as follows. Section 2 describes our proposed extensions to the WLAN architecture; Section 3 presents the self-configuration procedure; Section 4 describes the transport in the distribution system; Section 5 explains the mobility support; Section 6 shows our implementation; Section 7 surveys the related work; Section 8 contains the future work; And, Section 9 concludes the paper summarizing the main findings.

2. ARCHITECTURE OF THE IP-BASED DS

We propose to introduce some extensions in the distribution system of the WLAN architecture to facilitate the deployment and operation of large-scale networks. We firstly describe the feature of the new DS, followed by
the description of its components. Then we comment on scalability and security of the new DS.

2.1. Features

We enumerate the main features of our DS before describing its components:

- Wireless stations do not need any modification to operate with the new infrastructure. We only introduce changes in the backbone. Stations continue to work with the AP in their standardized way.
- APs can be connected to different IP networks. There is no need for a common Ethernet backbone or to have all APs connected to the same ISP. Hence, APs will use IP packets for their communications. The routers and switches in the backbone do not require any changes.
- Station mobility will be supported at the link layer. We do not require any layer 3 mobility in the stations. Stations will maintain their IP address after handoff.
- APs can belong to several WLANs. In this case, they would broadcast different network names on the radio interface and connect to several backbones via their wired interface.
- Operators can share infrastructure. Each AP controls the usage of a radio channel in its coverage area. Different operators will be able to share the AP, i.e. the airtime. The wired backbone and access router may also be shared.
- APs are self-configured. They can be added or removed at any time, and the DS deals with their configuration.

2.2. System components

An infrastructure WLAN is composed by a set of APs connected to a common DS. The functions of the DS are to transport frames to and from APs, and support station mobility. We add a new function, self-configuration of APs, supported by a new entity called registry. We also specify a new implementation of the distribution system in the APs to support transport and mobility across IP networks. A new supporting entity, called portal, deals with this functions in cooperation with APs. The name portal first appeared in the IEEE 802.11 standard, edition 1999 as the conceptual point through which the traffic enters and leaves the WLAN. A description of the registry and portal functions, and the changes to APs follows.

**Registry**: The registry stores all information about the WLAN in one location. APs contact the registry to join the WLAN. After authentication, if required, the registry records the IP address of the AP and replies with the
configuration information to operate, such as the WLAN network name to broadcast on the wireless link and IP address of the portal. Authentication of stations is not a function of the registry: Stations authenticate following the standardized procedure for WLANs. None of the functions of the registry are time-critical. The registry can be located anywhere in the Internet, although the WLAN configuration time may benefit from short round-trip times from APs to the registry.

**Portal:** The portal is the gateway to the WLAN. Incoming traffic to wireless stations is routed to the portal using standard Internet routing protocols. The portal sends the traffic via IP tunneling to the AP to which the destination station is connected. Packets generated at the wireless stations arrive to the portal from the APs using the same IP tunnels. At the portal, the IP packets from the stations are extracted and forwarded using the routing protocols of the wired network. The portal and APs form an overlay network to transport IP packets. Each time a station hands off, the new location is notified to the portal so that routing information can be updated.

**Modifications in the APs:** Some functionality must be added to the AP so that the new infrastructure is transparent to the stations. On the wireless interface, there is only one modification. APs may need to transmit several beacons announcing different network names, if the AP belongs to several WLANs. On the wired interface, the AP needs to support IP encapsulation, and routing based on source IP address. The latter is necessary to choose the correct portal when several operators share the AP. It also needs to implement the protocol to interface with the registry for registration and with the portal for transport and mobility support. None of these functions are particularly complex and they require none or very little local storage.

Fig. 1 illustrates the architecture of the WLAN after adding our components. APs are connected to existing networks and they create an

![Fig. 1: Extended WLAN architecture](image-url)
overlay network across existing routers with the portal as gateway. Note that registry and portal can be in separate nodes, as shown, or be integrated in one.

Table I shows the main functions of the architecture and the entities involved in their execution. Self-configuration is achieved by a dialog between APs and registry. Mobility support and transport involves the cooperation of portal and APs.

A typical WLAN operator would run a registry and a portal. It may own some APs and share others with other operators. The smallest operator would run the portal, registry and AP in the same unit. An example of such operator is an individual wishing to share its residential AP and Internet connection.

### 2.3. System scalability

We have considered how our architecture scales with the number of APs. The shared resources are the portal and the registry. Several portals can be used to prevent a possible bottleneck. It is similar to an IP network with several routers. Each portal would announce the network prefix used for the addressing of wireless stations via dynamic routing protocols to attract incoming traffic. Incoming packets would be tunneled to the AP to which the destination station is connected. APs can send outgoing packets to any of the portals. The main difference with the single-portal case is that each AP would need to send mobility updates to each portal.

The registry can hardly be considered a bottleneck: It is only contacted when APs join the network, and this operation is not time critical. Nevertheless, the registry is a similar to a database and it could be converted into a distributed database if needed, for instance to provide enhanced availability.

### 2.4. System security

We do not deal thoroughly with security issues in this paper. But we have identified a security need in addition to the security of current WLANs. The communication among APs and portal or registry needs to be secured and

<table>
<thead>
<tr>
<th>Functions</th>
<th>Entity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-configuration</td>
<td>Registry, APs</td>
</tr>
<tr>
<td>Transport</td>
<td>Portal, APs</td>
</tr>
<tr>
<td>Mobility support</td>
<td>Portal, APs</td>
</tr>
</tbody>
</table>

**Table I Main functions of the architecture and entities involved in their execution**
possibly encrypted. But this problem is not different from having secure communications between IP nodes; existing work such as IPsec can be used readily.

3. SELF-CONFIGURATION

Self-configuration refers to the ability of a set of APs connected to different IP networks to form a WLAN. The key entity is the registry. It acts as the meeting point where each AP will find information about the network and the rest of APs.

We assume that each AP is connected to an IP network via its wired interface and it is able to establish TCP connections to any destination in the Internet. For this purpose, the AP needs an IP address that can be configured statically, or obtained automatically from the network using, for instance, DHCP.

After booting, each AP will contact at least one registry to join a WLAN. The registration protocol is detailed in the next subsection. Several registries may be contacted if the AP belongs to more networks. The IP address of the registry is the only information required by the AP.

3.1. AP registration protocol

The AP registration protocol allows an AP to become part of a WLAN. Fig. 2 shows a sample scenario in which an AP is registering. Portal and registry appear connected to different networks to illustrate that they do not need to be collocated. Before any exchange of messages, the AP establishes a TCP connection to the registry’s IP address and port number. Any port number can be used for the registry as long as it is not used for other application and it is known by all APs. A TCP connection is preferred over a UDP because it guarantees the delivery of the messages. After connecting, the following messages are exchanged.

1. The AP sends a registration request to the registry stating its publicly reachable IP address on the wired interface and its wireless MAC address.

2. The registry answers with a registration response including the following

![Diagram of AP registration protocol](image-url)
information: result of the registration (accepted or rejected), name of the wireless LAN to be broadcast on the wireless interface, IP network and netmask that the WLAN stations use, and IP address of the portal.

3. If the registration is accepted, the registry notifies the portal about the IP address of the new AP. From that moment, the portal will accept station registrations and traffic from the AP.

Some messages maybe be added if it is required that the portal authenticates the AP. The authentication may be done before the registration request or immediately after the registry gets the request.

After the AP registers, it is ready to start operating. It will announce its presence by broadcasting beacons with the wireless LAN name. Stations may decide to connect to the AP after receiving the beacons. The station connects to the AP by following the signaling specified in the IEEE 802.11 standard. We do not introduce any changes. However, the AP will send additional messages to the portal to prepare for the traffic forwarding. We call this extra phase the station registration protocol.

3.2. Station registration protocol

We explain here the messages involved in the connection of a station to an AP. Some of these messages belong to the standard signaling specified in the IEEE 802.11 standard, while two are added by our distribution system. Fig. 3 shows the sequence of messages, which can be described as follows:

1. The station authenticates with the AP following standardized messages. Depending on the authentication mode, two or four messages are used.
2. After successful authentication, the station sends the association request.
3. Before the AP can confirm the association, it must notify the portal of the arrival of the new station.
4. A confirmation receipt is sent from the portal to the AP.
5. After receiving the confirmation, the AP sends the association confirmation to the station. This message is part of the standard signaling.
Messages 3 and 4 were added to the standardized messages. Message 3, the new station notification, contains the MAC address of the station from the association request and the IP address of the AP. The portal stores these two values but needs also the IP address of the station. If static IP addressing is used, the portal should be able to obtain the IP address from the station’s MAC address (for instance, by looking at a pre-configured list). In case of using dynamic IP addressing, the IP address that will be assigned to the station is unknown at this point and must be discovered later. In any case, this address is necessary for the routing of the downlink traffic as described below.

When the station receives the association confirmation in message 5, it can start sending packets across the wireless link. The first action from the station must be to get an IP address to work in the wireless LAN. We support the automatic retrieval of IP configuration via a DHCP server hosted in the portal. The station sends the initial DHCP request using a broadcast on the link layer. This is received by the AP and forwarded to the DHCP server at the portal. When the DHCP reply arrives from the portal, the AP uses link layer delivery to forward it to the station. The DHCP server is a standard implementation but for one detail: It must notify the portal of the IP address granted to the station. In this way, the portal can complete the record for the station, i.e. the mapping between IP address of the station and AP to which it is connected.

Once the station gets the IP configuration information (IP address, DNS server and IP address of the default gateway) it can send and receive IP packets. Note that all wireless stations will get IP addresses in the same network. The gateway for this network will be a virtual interface located in the portal.

4. TRANSPORT

In this section, we provide a detailed description of the transport of IP packets from and to wireless stations across our infrastructure. We split the description into three different cases: downlink routing (from the Internet to wireless stations), uplink routing (from stations to the Internet), and finally the handling of broadcast messages sent from stations. These subsections are preceded by an explanation of the assignment of IP addresses since it affects the frame forwarding.

4.1. Addressing

Wireless stations connected to a WLAN must have addresses of one and the same IP network. In addition, the portal must have an address of the same network because it is the LAN’s default gateway. Fig. 4 shows an
example of the assignment of IP addresses to stations and APs. In this example, we have simplified the decimal dotted format of IP addresses for clarity. Each address is composed by a letter and a number separated by one dot. The letter represents the network prefix and the number the host number in that network. Network A is used for the WLAN. Stations are given addresses A.2 and A.3. The gateway for the WLAN is a virtual interface with address A.1 in the portal.

Each AP has obtained an address for its wired interface. These addresses have different network prefixes because the APs are connected to different networks. The APs can reach the registry at its address, C.3. In this example, the portal is also connected to network C and it is reachable at C.2. During self-configuration, APs register to the registry at C.3 and receive C.2 as the portal’s address. Packets from APs will reach the portal using IP-within-IP encapsulation. The destination address will be C.2 and the source address will be the AP address. On the other direction, addresses will be swapped. The only requirement for APs, registry and portal addresses is that they are reachable.

The portal has a second address (G.2 in the example). This is the connection to other networks; Incoming traffic to the WLAN network will be sent to that address.

4.2. Uplink routing

In the uplink direction, a station encapsulates its IP packets in 802.11 MAC frames and sends them to the AP. When the AP receives the frames, it must determine whether the destination belongs to the wireless LAN and should be sent to another AP or whether the frame should be sent to the portal. The AP makes the decision looking at the IP header included in the MAC frame. If the destination IP address does not belong to the WLAN IP network, the frame is sent to the portal. Otherwise, the AP needs to find out the address of the AP to which the destination station is connected. Since
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there is no broadcast among the APs, it is not effective for the source AP to contact each of the others asking who has associated the destination address. Instead, the AP will contact the portal where this information is stored. Therefore, the source AP can query the portal and this will return the AP’s IP address through which the destination address can be reached. When the answer arrives, the source AP encapsulates the 802.11 frame in an IP packet addressed to the received IP address. The AP caches the answer for future use, and the portal records that this information is in the AP’s cache. If the destination station would hand off later, the portal would notify the AP so that the information can be updated. This is described in detailed in Section 5.

The IP packet from the AP is forwarded by the routers in the DS as any other packet in the wired network. When the packet arrives at its destination, there are two possibilities. The first one is that the receiver is another AP. In this case, it extracts the 802.11 MAC frame from the IP packet and changes the MAC addresses in its header so that the destination address is the one of the destination station, the source is the AP, and the original source is the station that generated the frame. All these addresses are available to the AP in the header of the received frame, except its own MAC address, which is known. After changing the addresses, it sends the frame through the radio link to the destination station. The second possibility is that the receiver is the portal. In this case, the portal will extract the 802.11 MAC frame and then the IP packet contained in its payload. The packet will be passed to the router hosting the portal, which will forward it using its routing table to the final destination outside the WLAN.

4.3. Downlink routing

Slightly different operations are performed in the downlink direction. Downlink packets originated outside the WLAN will reach the portal in the first place. There, IP-within-IP encapsulation is used to transport the IP packet to the AP where the destination station is associated. The IP address of this AP can easily be obtained since the portal stores this information.

Another type of packet that can reach the APs in downlink routing is an IP packets containing a WLAN frame originated from another station in the WLAN. The destination AP must react properly to any of these types of downlink packets, whether they come from the portal or another AP. The first step when a packet arrives is to check the protocol field of the IP header. It indicates that the packet comes through the portal when the protocol field contains the IP-within-IP protocol number. In this case, the external IP header is removed and the resulting IP packet is encapsulated in an 802.11 frame to be delivered through the wireless link to the station.
Otherwise, the packet comes from another AP and thus an 802.11 frame is left after the IP header is removed. This frame contains in its header the MAC address of the destination station so it can be delivered through the air interface to its destination.

The frame forwarding explained above depends on the accuracy of the portal’s information about the current position of the stations. When a station hands over, the portal must be notified. Section 5 explains how this is done.

### 4.4. Handling of broadcast frames

Broadcast packets are typical of LANs and hence they appear in WLANs. Some protocols such as ARP or DHCP use them in their normal operation. This type of packets needs special treatment in our distribution system. Two types of broadcast packets can be distinguished: link layer broadcast and IP network broadcast.

Link layer broadcast is easily identified when the frame arrives to the AP. All bits in the destination address are one. The AP forwards these frames to the portal as if their final destination would be outside of the WLAN. The portal also identifies these frames by looking at the destination address in the MAC header. Then it sends one copy of the frame to every AP in the WLAN. The frame is transported inside an IP packet to the AP, where it is broadcast over the wireless link.

IP packets sent to the network broadcast are also detected when they arrive to the AP. Each AP knows the network broadcast address from the information received during registration. The AP reacts in the same way as with link layer broadcast. It sends the frame to the portal. In the portal, the IP broadcast is detected and a copy is sent to every AP.

Our implementation of the broadcast may not be the most efficient for the routers that form the DS. Sending one copy to each AP may generate duplicated copies in some of the links. It would be more efficient to use a multicast group. However, we discarded this option for two reasons. First, because IP multicast is not widely supported on the Internet and we did not want to impose any requirements on the existing networks. Second, even when it is supported, the amount of traffic sent to create and maintain the multicast distribution tree may well exceed the number of broadcast messages. Protocols using broadcast try to minimize the number of these messages, since its transmission affects all stations in the network. For instance, DHCP tries to renew the last IP address leased using a unicast frame to the server. A broadcast is only used to get the initial address when the server does not answer. Similarly, the ARP protocol uses broadcast only the first time than an address needs to be resolved. Renewals of the information in the cache are done using unicast messages.
5. MOBILITY SUPPORT

A wireless stations can decide to change the AP with which it is associated at any moment. The procedure, called handoff, involves two phases: preparation and execution. During the preparation phase, the station finds all APs in range. During the execution phase, it selects one AP, authenticates and then requests a reassociation. If it receives a confirmation, all subsequent packets will be sent and received through the new AP. A detailed analysis of the handoff and its duration is available at [5]. The signaling messages between station and AP to perform the handoff are standardized in the IEEE standard 802.11, 1999 edition. However, the standard only indicates the actions that APs should perform to reroute the traffic after the handoff. The signaling between APs is not standardized since it may vary for different implementations of the DS. Hence, each DS must specify the signaling between APs to complete the handoff.

We provide two schemes to support the handoff. The basic handoff is simpler to implement, but some packets may be delivered out of order during the handoff. The smooth handoff adds optimizations to prevent out of order delivery and reduce the interruption of downlink traffic. The downside is that it consumes more resources on the wired backbone. The DS can decide which type of handoff is more suitable for each station. Stations that are moving often and have high quality of service demands may benefit from the smooth handoff, while other stations can use the basic handoff to save resources. Both types of handoffs are explained in detail in the subsections below.

5.1. Basic handoff

The basic handoff is illustrated in Fig. 5. The station controls the handoff via signalling messages sent over the wireless links. These messages appear in pairs. A confirmation follows each request. The station starts the handoff scanning the radio channels to find alternative APs. The scanning can be active or passive. In the active scanning, the station broadcasts a probe request and waits for the probe response. In the passive scanning, the station waits for the beacon reception. The scanning is the preparation phase during which the station retrieves information about other APs in range and chooses one to perform the handoff. The execution phase includes the exchange of messages to connect to the new AP. First, the station request authentication against the AP. This can require the exchange of several messages depending on the authentication method until the confirmation is received. Second, the station requests the reassociation. When the reassociation confirmation arrives, the handoff is completed. The station can resume the
transmission of frames via the new AP. All messages sent and received by
the station are specified in the IEEE 802.11 standard and are not modified by
the introduction of our DS. These messages appear in Fig. 5 as R(x) and C(x).

Some elements of the distribution system must perform actions when
receiving the handoff messages from the station to update routing
information and reroute the traffic. These elements communicate via new
messages sent across the DS. These messages are part of our DS and are
represented in Fig. 5 with U(x) and the corresponding confirmation C'(x).

The old AP must buffer any data to the station as soon as the station starts
the preparation phase. The stations changes radio channel and hence is not
able to receive frames from the old AP. The old AP will receive a
reassociation update from the new AP as soon as the station re-associates. In
response, it confirms the reception of the message, deletes local state about
the station, and forwards buffered traffic to the new AP. During a short
period, the old AP forwards any frame that could arrive afterwards to the
new AP.

The new AP receives the reassociation request from the station and must
notify the rest of the components in the DS about the new position of the
station so that the forwarding information is updated. In our case, three
elements must be notified: the portal, the old AP, and other APs that are
forwarding packets to the station. The new AP sends two position updates:
one to the portal, which centralizes the routing information for the downlink
traffic, and another to the old AP, which has buffered data. When the update
arrives to the portal, it replies with a confirmation and changes the routing
information so that downlink IP packets are forwarded to the new location of
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the station. In addition, the portal sends a reassociation update to the rest of AP in the DS that were forwarding packets to the station. This information was stored in the portal as described in Section 4.

When the new AP receives the reassociation request from the station, it replies with the reassociation confirmation, thus the station can resume the uplink forwarding without waiting for the DS to complete the updates. The downlink traffic will be resumed as soon as the routing information is updated in the DS.

5.2. Smooth handoff

The basic handoff interrupts the traffic while a station is changing between access points as illustrated in Fig. 5. The uplink traffic is interrupted from the moment the station sends the first probe request until it receives the re-association confirmation. This time is strongly influenced by the duration of the probing [5]. Since we work under the assumption that the stations remain unmodified, it is not possible to reduce this interruption time. However, it is expected that the station buffers the uplink packets during the handoff, so the upper layer does not detect any lost packet.

The downlink traffic is affected in a different way. When the station has already requested the reassociation with the new AP and, thus left the old AP, the portal will continue sending downlink packets to the old AP until it receives the reassociation update from the new AP. Therefore, these packets would be lost if no mechanism is added to recover them. This problem also appears during the routing update in Mobile IP and several micro-mobility protocols. The proposed solution buffers packets in the old AP and later
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reroutes them to the new AP [6][7]. This is already done in the basic handoff, but the upper layer communications may still experience a throughput reduction due to the reception of several out of orders packets [8].

We introduce in our DS a mechanism that reduces the need for rerouting packets. It is based on sending copies of downlink packets to the APs that are possible destinations for the handoff of a station. A similar scheme was used in [10] and proved effective to maintain the quality of multimedia flows during handoffs.

Our smooth handoff is illustrated in Fig. 6. APs notify the portal when they receive probes from stations that are preparing the handoff. Thus, when a downlink packet arrives, the portal does not only forward it to the AP with which the station is associated, but also sends copies to all the APs that were probed (n-casting). The portal also notifies other APs that are sending traffic to the station, so they can also send copies. When the station moves to another AP, the downlink packets are already on their way or waiting in the new AP. The n-casting only starts when the station is preparing the handoff and finishes when the registry receives the reassociation update. A safety timeout is used to stop the n-casting in case that the station cancels the handoff after the preparation. IP Multicast could have been used instead of n-casting, but typically the period between the handoff preparation and execution is not long enough to allow the creation of a multicast group.

The main advantage of the smooth handoff is that downlink traffic is resumed as soon as the re-association request arrives to the new AP. However, some IP packets may be missing in the new AP buffer. For instance, if the handoff were executed faster than the round-trip time from the new AP to the portal, the new AP’s buffer would be empty at the time of the station’s re-association. One way to avoid this problem would be that the new AP delays the probe response until it gets copies of the station’s traffic from the portal. Since this would happen on every AP, the probing phase would now tend to be too long. Instead, we propose to recover the missing packets from the buffer at the old AP. For this purpose, the re-association update sent from the new AP to the old AP contains a list of the first packets in the buffer of the new AP. We use the identification field of the IP header plus the source address to identify each IP packet (a similar scheme to identify packets was used in [7]). The old AP will send to the new AP the missing packets if necessary.

The opposite case is also possible. The new AP buffer may contain some packets that the stations already received via the old AP. We assume that the station can detect these duplicated packets and eliminate them. This is a
useful functionality since duplicated packets may be caused in the Internet for other reasons.

The main drawback of the smooth handoff is that capacity in the wired network and buffer memory in the APs are consumed with copies of packets. The number of copies equals the maximum number of APs in range for a station. Fortunately, this number is small in real wireless LAN networks because a maximum of three APs in 802.11b or eight in 802.11a can cover the same spot without interfering with each other. Thus, it is unlikely that a station can reach more than these numbers of access points at a given location for a given network.

6. IMPLEMENTATION

We are implementing the described IP-based distributed system and supporting entities as a proof-of-concept. The implementation runs on Linux PCs and has two separate modules. One module implements the extensions required to an AP. The other module implements the registry and portal.

6.1. Extensions to the AP

Our APs are Linux PCs running the Host AP driver\(^1\). This driver features a user space daemon that implements the AP functionality. We add a second user space daemon to implement our extensions.

![Fig. 7: Schematic of the DS implementation in the AP](http://hostap.epitest.fi/)

---

\(^1\) http://hostap.epitest.fi/
Fig. 7 shows a schematic of the DS implementation in the AP. The AP has two interfaces: Ethernet to the DS and IEEE 802.11 WLAN to the wireless stations. The DS daemon (DSD) sends and receives messages from both. The DSD maintains two logical paths: one for signaling and another one for user data.

The DSD receives management signaling from the WLAN interface. Examples of these management messages are association and handoff requests. The arrival of these messages to the DSD triggers the transmission of additional signaling messages through the Ethernet interface to the registry or portal, depending on the received messages as explained in the previous sections. In addition to receiving WLAN management messages, the DSD generates one type of IEEE 802.11 management message: beacons. These beacons are broadcast with the name of the WLANs that the AP is connected to.

The DSD participates in forwarding data frames as described in Section 4. It handles the encapsulation of data frames and makes the routing decisions inside the DS.

6.2. Registry and portal implementation

We are implementing the registry and portal in a PC router running Linux. Fig. 8 presents a diagram of the router including the registry and portal together with their signaling and data connections.

The registry is a user space program without special privileges that accepts connections in a TCP port. Its configuration information, such as
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**Fig. 8: Diagram of the registry and portal implementation**
name of the WLAN, is stored in local files. Dynamic configuration that is recorded during its operation, such as IP address of registered APs, is kept in memory.

The portal is a user space daemon. It requires special privileges to access directly to link layer drivers for data handling. The portal implements IP tunneling, handles packet encapsulation, downlink routing and n-casting during handoffs.

7. RELATED WORK

To the best of our knowledge, this is the first paper that proposes an implementation of the WLAN distribution system to facilitate large-scale deployments. El-Hoiydi surveyed the implementation options for the DS and its suitability for different scenarios [1]. However, the Ethernet-based DS is currently the only option available for APs with wired backbone.

Several large-scale deployments have been reported in recent years. They propose different solutions to deal with the shortcomings of the Ethernet-based DS. Hills described the WLAN network at Andrew University [2]. It uses a single Ethernet-backbone that spans several buildings in the campus. Their approach is to pay special attention to the interconnection of the switches so that there is enough capacity on every link and the spanning-tree protocol can handle the routing. They show that it is a valid solution for a campus-size network. However, it is not a general solution since WLAN operators do not always enjoy the freedom to deploy switches and connecting cables at will.

Escudero et al. presented a different architecture for a campus WLAN [3]. They split the wireless network into different areas. Inside an area, an Ethernet backbone connects the APs and link layer mobility is supported. When the stations move across areas, Mobile IP is used to maintain the connections. This approach works, but it adds the complexity of supporting Mobile IP in the wired networks and mobile stations.

Choi et al. presented NESPOT, the commercial WLAN-based Internet service of Korea Telecom [4]. It is a nation-wide WLAN with about 8700 hotspots in operation. Each hot spot can have one or more APs. Since the WLAN is designed and deployed by a nation wide ISP, it would be expected that roaming between hot spots would be supported. Instead link layer handoff is limited to the hotspots in which an Ethernet backbone is available. Building a single Ethernet backbone seemed unfeasible for this network size.

8. FUTURE WORK

We have found a number of additional topics while designing our distribution system that require further research.
• We have not analyzed the impact of using Network Address Translators (NAT) between APs and the registry or portal. The current design will not work in this case. One reason is that APs are identified by their IP address. Two APs behind the same NAT would appear with identical addresses to the portal. Another reason is that the portal and the other APs need to send encapsulated IP traffic to the APs behind the NAT. How to instruct the NAT to deal with these packets requires further studies.

• Fault detection of APs could be added to the DS. Currently, APs only contact the registry when they join the network. If they should fail later, the error is unnoticed. One possible solution is to add a heart beat protocol. It should be analyzed if the fault detection should be assigned to the registry or portal. In this line, a protocol supporting the disconnection of APs from the infrastructure should also be added.

• Performance monitoring follows fault detection. If added to the portal or registry, the operator can retrieve valuable information on the usage of their APs. This can be particularly useful in case of sharing APs.

• We did not deal with the issue of how to regulate the sharing of APs by different operators. Operators may want to have guarantees on their share of airtime. Some owners, such as residential users, may want to keep some airtime for their traffic. Sharing in these scenarios needs more analysis.

9. CONCLUSION

Large-scale deployments of WLANs are exposing the limitations of the WLAN architecture. We have addressed issues related to deployment, configuration and operation of WLANs whose APs are connected to different ISPs. We introduced two new entities, a portal and a registry, and redesigned the distribution system to work with IP packets. The new architecture supports self-configuration of APs, sharing APs between operators, connection of APs to different IP networks, transport of frames across the IP backbone, and station mobility at the link layer. An important feature of our design is that wireless stations do not require any modification to operate with the new architecture.

The smooth operation of large-scale WLANs is a large research problem. The work presented in this paper is a contribution towards this goal. Other aspects of the problem that need to be addressed include self-healing and protection against misbehaving users.
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I. INTRODUCTION

Wireless LANs are the predominant option for wireless broadband packet access to the Internet. Their architecture, specified in the IEEE 802.11 standard, features a set of access points (APs) connected to a common Ethernet backbone. Each AP serves an area which radius depends on the bit rate and the type of environment. When the capacity of a single AP cannot accommodate the offered load in an area, several APs operating in different channels can be installed with overlapping coverage.

However, the capacity available does not increase with the number of APs in an area because stations typically select the AP that can be reached with the strongest signal to noise ratio. Since users tend to concentrate in some areas and the signal strength strongly depends on the distance, the AP closest to the users receives a higher number of stations [8][9]. Therefore, a load balancing mechanism must be added to the wireless LAN architecture.

We present in this paper our design of a load-balancing scheme for wireless LANs. It features a completely distributed architecture based on agents running at each AP. These agents send and receive load information via the wired backbone and select the stations that must hand off to balance the load. The main contribution of our design is the increase in total throughput and the decrease in cell delay achieved by uniformly distributing the load among overlapping APs. Additionally, our design can easily be deployed in an existing network because it works with standard wireless LAN stations and does not require any central server.

The rest of the paper is organized as follows. The related work is reviewed in Section II. The architecture of our load balancing system is presented in Section III, and its functional model is described in Section IV. Section V contains our experimental evaluation. Finally, we draw our conclusions in Section VI.

II. RELATED WORK

The IEEE standard 802.11 specifies the architecture and protocols for wireless LANs. For instance, it describes the operation modes, the medium access protocol and the physical interface characteristics. Several supplements to the standard extend its features. Examples of such supplements are the IEEE 802.11b and IEEE 802.11a, which add higher-speed physical layers in the 2.4 GHz and 5 GHz bands respectively. New supplements are expected to target particular problems. For instance, the IEEE 802.11e supplement will enhance the current 802.11 MAC to include quality of service. However, there is no standardization work to add load balancing in wireless LANs.
The commercial deployment of wireless LANs is demanding load balancing to effectively increase the capacity per spot. Due to the lack of a standard, some vendors have introduced proprietary solutions [2][3]. In short, they suggest adding load information to the beacon frames such as the number of users in the cell. Stations should use this information in addition to the signal strength to select the access points. There are two drawbacks to this approach. First, lack of interoperability between different vendors. Second, the stations do not cooperate to balance the load across the network.

The only research paper on load balancing in wireless LANs known to the authors is [6]. In this paper, Balachandran et al. present a load-balancing scheme based in a centralized access server that collects the load level at each AP and decides to which AP each station associates. The access server maximizes overall network utilization, but it is a single-point of failure and a potential bottleneck. Our work achieves the same goal with a completely distributed architecture instead of a centralized server.

III. ARCHITECTURAL DESCRIPTION

Load balancing schemes can be used in wireless LANs if at least two access points (APs) serve each physical location. Therefore, we assume a wireless LAN similar to the one depicted in Fig. 1. Reliability is the main reason for such architecture, since the failure of an AP does not create an area without coverage. Capacity provision is another important reason. When the offered traffic in a spot exceeds the capacity of a single AP, additional APs can be installed to increase the available capacity. In any case, APs with overlapping coverage should operate in different channels to avoid mutual interference. We also assume that all APs belong to the same wireless LAN network and thus are connected to the same Ethernet backbone.
We add load balancing to wireless LANs by introducing a Load Balancing Agent (LBA) in each AP. Each LBA periodically broadcasts the load level of its AP to the common backbone. Using the reports from other LBAs, each LBA assesses whether the load is balanced among neighboring APs. If it is not balanced, it determines its AP state with respect to load sharing. There are three possible states: overloaded, under-loaded or balanced. Under-loaded APs are willing to accept new stations either roaming from neighboring APs or entering the network. Balanced APs only accept new stations joining the network. Overloaded APs do not accept additional stations and force the handover of current stations to reduce its load level.

This completely distributed architecture meets our easy-deployment goal in two ways. First, there is no need to modify existing wireless LAN stations. Second, there is no need to add a central server that collects the load levels and decides the best distribution of stations.

The load metric is one of the key elements in a load balancing system. The number of calls per cell is used in wireless networks such as GSM. This is a suitable metric in such networks because each voice call generates the same amount of traffic. However, Bianchi and Tinnirello showed that a metric based on the amount of traffic improves load balancing in wireless packet networks such as wireless LANs because each station generates a variable amount of traffic [1]. Several traffic-based metrics were presented in [1] such as the packet loss and the gross load including the number of stations and the retransmission probability. The same authors presented the number of competing stations as metric in [4]. Although we agree that these metrics show nice features, we need a different one that can be computed from the AP since one of our goals is to avoid modifications to the stations.

We use the throughput per AP, including uplink and downlink traffic, in bytes per second as the load metric. This is an adequate metric for our scenario because it is based on the traffic level and the AP can compute it without assistance from the stations.

Another important element in a load balancing system is the function used to measure the balance of the system. Comparing the throughput at different APs is not feasible because the varying nature of the traffic generated by the stations will always make these values different. Instead, we use the balance index $\beta$ firstly introduced in [5] and used in [6]. Let $B_i$ be the throughput at AP $i$, then $\beta$ is defined as

$$\beta = \frac{\left( \sum B_i \right)^2}{\sum B_i^2},$$

(1)
where \( n \) is the number of neighboring APs over which the load is being distributed. The balance index is 1 when all AP have the same throughput and tends to \( 1/n \) when the throughput is severely unbalanced. The target for the load-balancing algorithm is to maximize the balance index.

The balance index quantifies the balance among neighboring APs, but it is not used to determine the APs state among overloaded, under-loaded or balanced. For this matter, the load at each AP is compared with the average load \( L \) calculated as follows

\[
L = \frac{\sum B_i}{n}
\]

The APs with load below \( L \) are declared under-loaded and thus can accommodate more traffic. The APs with load above \( L \) are divided into two groups: overloaded and balanced. Overloaded APs are those which load exceeds the average by \( \delta \), while balanced APs are those which load exceeds the average by less than \( \delta \). The rational behind the parameter \( \delta \) is to force the transfer of load from the most overloaded APs to those with load below the average \( L \). The APs that are slightly over the average should not receive more load. Fig. 2 shows an example with four APs. The gray area in the figure highlights the balanced area. AP2 is balanced, while AP3 is overloaded. AP3 should transfer some load to either AP1 or AP4.

The parameter \( \delta \) reduces the number of load transfers, but it also permits some unbalance since only APs exceeding the average load by \( \delta \) will transfer some load.

Another important aspect of a load-balancing scheme is the policy to select the station that will be transferred from an overloaded AP. The simplest
policy is random selection. But it tends to produce many transfer decisions until the load is balanced. Instead, we have created a new policy called the best candidate aimed at reducing the number of transferred stations. The best candidate policy selects the stations which throughput is closest to the difference between the average load and the load at the AP.

Finally, we have designed a mechanism to transfer a station from an overloaded AP to an under-loaded one. The signaling specified in the IEEE 802.11 standard does not support this operation. Instead, the standard specifies that the stations can choose any AP in range. Our transfer procedure is a two-step process. First, the overloaded AP terminates the association of the station that should hand off by sending the standardized signaling message called disassociation notification. Second, the station searches and re-associates with another AP. If the station tries to re-associate with an overloaded or balanced AP, they will reject the request. Only under-loaded APs will accept the station. The drawback of this mechanism is that the station may need to try several APs until an under-loaded one is found.

IV. FUNCTIONAL DESCRIPTION

The finite state machine of the LBA is shown in Fig. 3. The load balancing actions are cyclically executed every Load Balancing Cycle (LBC). The cycle always starts calculating the balance index and finishes broadcasting the current AP load to other APs via the Ethernet backbone. If
the load distribution is balanced (i.e. $\beta=1$), no additional actions are performed. If the network is not balanced, then the average load $L$ is calculated and used to determine the state of the AP. Depending on the state, the access rules are updated as indicated in the figure. Finally, if the state was overloaded, extra actions are taken to reduce the load before closing the cycle with the broadcast of the load level.

Overloaded APs transfer only one station per cycle. The station is selected with the best candidate policy and transferred with the signaling indicated above. During the station’s handoff, the load in the whole network is lower because the roaming station cannot transmit. To prevent that other APs change their state during this temporary load reduction, the overloaded AP waits in the transfer step until the notification of the re-association is received via the backbone. In this way, other APs use for their calculation the load level at the overloaded AP before the station transfer. As soon as the station is associated again, the overloaded AP transmit is new load level. The drawback of this procedure is that the load-balancing cycle that includes a station transfer might be larger than the desired LBC.

V. EXPERIMENTAL EVALUATION

We have implemented the LBA as a proof of concept. Additionally, we have used our implementation to measure the increase in total throughput and the decrease in delay when the traffic is balanced. The LBA was implemented as a user space process in Linux. Details of the implementation are available in [7]. The experimental setup consisted of two access points implemented in Linux using the Host AP driver\(^1\). In addition to the driver, each AP was running our LBA to implement the balancing system. During the tests, we used MGEN\(^2\) to generate UDP traffic and Trace Plot Real-Time\(^3\) to analyze the delay and throughput.

Preliminary experiments were conducted to determine the two parameters of our LBA: $\delta$ and the Load Balancing Cycle. During our performance experiments, we set $\delta$ to 10% and the Load Balancing Cycle to the wireless LAN beacon interval, i.e. 100 ms. This means that the difference in load between APs must exceed 10% to trigger the load balancing and that the LBA broadcast the load level once per beacon period.

We report one experiment to illustrate the increase in throughput and decrease in packet delay when using our balancing system. More experiments analyzing the performance of the load balancing are shown in [7].

\(^1\) http://hostap.epitest.fi/
\(^2\) http://manimac.itd.nrl.navy.mil/MGEN/
\(^3\) http://proteantools.pf.itd.nrl.navy.mil/trpr.html
The experimental setup contained two APs with overlapping coverage and two stations. Each station generated 2 Mbps of UDP traffic and both stations were connected to the same AP at the beginning of the experiment. We run the experiment twice, the first time without load balancing and the second enabling it. During the second execution, the LBA transferred one of the stations to the other AP to balance the load. Fig. 4 shows the packet delay of the transferred station while Fig. 5 plots the station’s throughput. Both figures include the cases with and without load balancing to facilitate the comparison.

Fig. 4 shows that the average packet delay was 450 ms without load balancing. It also shows that there are three different phases in the experiment run with load balancing. Until time 13.6 s, the station was sharing the AP and thus the average delay was the same as without load balancing. Between 13.6 s and 16.6 s, the LBA forced the handoff of the station to the other AP and the station’s traffic was temporarily interrupted. After 16.6 s, the transmission is resumed via the new AP. The first packets suffered a markedly high delay because they were waiting in the wireless card buffer during the handoff. After these packets were transmitted, the packet delay reduced progressively as the kernel buffer was been depleted. At time 21.3 s, packets generated by the station were no longer buffered so the packets delay reduced to 8 ms in average.

The unexpectedly high handover time is due to misbehavior of the station’s wireless LAN card. When it receives the disassociation notification from the AP, it disconnect from the wireless LAN instead of reassociate with the other AP of the same network. Despite this firmware bug, the experiments show that delay was reduced from 450 ms to 8 ms due to load balancing. It also indicates that the number of load transfers should be minimized because
each one generates a temporary traffic interruption. A study of the handoff process and how to reduce its duration is presented in [10].

Fig. 5 presents the station’s throughput during the same experiment. Without load balancing, the station achieves an average throughput slightly over 1.5 Mbps in average. With load balancing the station reaches the expected 2Mbps after the load transfer is completed. There are also three phases in this plot. Before the handover, the station’s throughput was 1.5 Mbps. During the handoff, the station’s transmission is interrupted. After the handoff, the station temporarily transmits over the expected 2 Mbps throughput due to the buffered data. Comparing the achieved throughput in steady state after the handoff, i.e. at 23 seconds, the plot shows that the station increases its throughput by 500 Mbps due to the load balancing. Since the other station behaved in a similar way, the total throughput increased from 3 Mbps to 4 Mbps.

VI. CONCLUSIONS

We have presented a distributed load-balancing scheme for wireless LANs. Agents running in each AP exchange load information to determine whether their corresponding AP is overloaded, balanced or under-loaded. Balanced APs only accept new stations, while under-loaded APs accept new or roaming stations. Overloaded APs do not accept more stations and force the hand off of associated stations until the load is balanced. Since the standardized signaling does not support this operation, we have designed a two-step process to transfer a station. Firstly, the overloaded AP disassociates the station and then only under-loaded APs accept it. We have shown in our experimental evaluation that our balancing scheme increases the total network throughput and decreases the cell delay.
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Abstract—We analyze the link-layer handoff process in wireless LANs based on the IEEE 802.11b standard and suggest how to reduce its duration. Firstly, we divide the process into three phases: detection, search and execution. Our performance measurements indicate that the detection and search phases are the main contributors to the handoff time. We show that the link-layer detection time can be reduced to three consecutive lost frames. We also show that the search time can be reduced at least by 20% using active scanning with the two timers that control its duration set to 1 ms and 10.24 ms. Several simulations illustrate the achieved reduction in handoff time.
I. INTRODUCTION

Wireless LANs based on the IEEE 802.11b standard are the predominant option for wireless access to the Internet. The performance of the cells permits the use of real time services, such as voice over IP, when admission control is added and the MAC scheduler is modified [1]. However, experimental measurements in our testbed, which are summarized in Table I and described later, indicate that current implementations of link-layer handoff do not meet the needs of real time traffic.

In this paper, we propose and evaluate via simulations techniques to minimize the IEEE 802.11b handoff time. We describe the handoff procedure and divide it into three phases. Our main contribution is a set of techniques to reduce the two longer phases, detection and search. The rest of the paper is organized as follows. Section II describes the handoff procedure. Section III presents our measurements of current handoff implementations. Sections IV, V and VI contain our proposals to reduce each of the handoff phases, including simulation results to assess the time reduction achieved. Finally, Section VII summarizes our findings.

II. HANDOFF PROCEDURE

Link-layer handoff is the change of the access point (AP) to which a station is connected. In the case of IEEE 802.11b wireless LANs, the handoff implies a set of actions (e.g. change of radio channel, exchange of signaling messages) that interrupt the transmission of data frames. The duration of this interruption is called handoff time. The handoff procedure aims to reduce this time as much as possible so that upper layers do not notice the handoff, except for a temporarily higher delay on the link. Loss of packets during handoff is avoided by buffering frames in the station and in the old AP. When data transmission is resumed, these frames must be transmitted via the new access point. In addition, the infrastructure connecting the APs, typically a set of Ethernet switches, must be notified of the new position of the station in order to route the frames properly. These two actions lead to different handoff time for uplink and downlink traffic, the latter always being longer. Several authors have proposed solutions to make the uplink and downlink handoff time equal based on an adequate design of the distribution system [2] and the cooperation of access points via their wired interfaces [3]. Since the design of the infrastructure connecting the APs is outside the scope of this paper, we assume that such solutions are in place and thus downlink and uplink handoff times are the same.

The signaling to perform the handoff is specified in the Medium Access Control (MAC) protocol of the IEEE 802.11 standard and is common to the IEEE 802.11a, IEEE 802.11b and IEEE 802.11g supplements. Therefore, in
general, our work on handoff optimization can apply to all of them. However, our measurements and simulations focus on IEEE 802.11b.

We propose to analyze the handoff process by splitting it into three sequential phases: detection, search and execution. The detection phase is the discovery of the need for the handoff. The search phase covers the acquisition of the information necessary for the handoff. Finally, the handoff is performed during the execution phase. The following sections detail the events that occur during each phase.

III. MEASUREMENTS OF HANDOFF TIME

The duration of each handoff phase was measured in our testbed. It consists of two co-located IEEE 802.11b access points belonging to the same wireless LAN and connected to an Ethernet switch. Thus, stations can perform link-layer handoffs between APs. Each access point is a PC equipped with a D-Link wireless LAN card running Linux and the Host AP driver [4]. During the experiments, other PCs with the same driver were monitoring the activity on the radio channels. For the monitoring PCs, we developed software that captured the frames on the corresponding channel and calculated the duration of each handoff phase. Four commercial IEEE 802.11b cards with different chipsets were selected to measure their handoff time as an average of 10 repetitions. Each station’s handoff was measured independently. During the tests, the only traffic in the cells was a flow of packets generated by the station with the characteristics of voice over IP.

We noted in preliminary measurements that commercial wireless LAN cards take advantage of the information provided by the physical layer and completely skip the detection phase. These cards start the search phase when the strength of the received radio signal degrades below a certain threshold. Since we were interested in measuring the performance of the handoff using link-layer detection (i.e. without support from the physical layer), the handoff was forced by abruptly switching off the radio transmitter of the AP to which the station was connected. This allows assessing the importance of using the signal strength in deciding to start the handoff. Handoff measurements using physical layer information have already been reported by Mishra et al. [5]. It can be expected that a wireless LAN card implements both physical and link-layer detection. The later would be preferred in some situations such as wireless LANs featuring admission control or load balancing. In these cases, stations can loose the right to continue transmitting via the current AP regardless of the received signal strength.

As indicated above, we define the handoff time as the time during which the traffic was interrupted. Thus, in our experiments we measure the handoff
time from the first non-acknowledged data frame until the transmission of the first frame via the new access point.

Our handoff measurements are presented in Table I. From them we can draw the following conclusions. First, different stations showed different performance, but none matched the delay requirements of real time applications during handoff. Second, detection is the longest phase in all cases, while execution could be neglected. And third, detection and search times widely vary among different models. This was expected since the IEEE 802.11 standard only specifies the mechanisms to implement the handoff, but their combination and duration are left unspecified. The purpose was to allow the manufacturers some freedom to balance between different tradeoffs such as fast reaction or low power consumption.

The length differences in detection and search could be explained by analyzing the frames captured during the handoffs. This type of analysis produced the following conclusions. The need for handoff is detected at the link-layer after several non-acknowledged frames. The number of allowed failed frames is the main factor in controlling the duration of the detection phase. It varies with each card model because when a frame is not acknowledged, the station cannot differentiate whether the reason was a collision, congestion in the cell or the access point being out of range. Different cards use different assumptions depending on their purpose. For instance, the D-Link 520 is designed for a desktop PC, thus it assumes that the AP is always in range and retransmits for a longer period than the Orinoco card designed for laptops. Nevertheless, it was common to all the cards to reduce the bit rate and use the RTS/CTS mechanism after failed frames to overcome possible radio fading or collisions in an overloaded cell. Surprisingly, none of the analyzed models used the lack of beacon reception to discover that the access point was not in range. Regarding the search phase, all cards performed active scanning based on broadcasting probes to locate APs. The duration’s variance is due to the different number of probe requests sent per channel and more significantly due to the time to wait for probe responses.

The most detailed handoff measurements previously reported are [5]. Our measurements are in line with that work but numerical comparison is difficult because different cards were used. Additionally, their definition of handoff time does not include the link-layer detection phase. In their experiments, stations voluntarily started the search phase when the signal from the AP became weaker than a threshold.

The main conclusion from our measurements is that detection and search phases are the main contributors to handoff time. Therefore, we analyzed them in the following sections and suggest how they can be reduced.
IV. REDUCING THE DETECTION PHASE

The actions during the detection phase vary depending on which entity initiated the handoff. When the handoff is network initiated, the detection phase consists of a single disassociation message sent by an access point to the station. However, the most common handoff is the one initiated by the station, in which stations have to detect the lack of radio connectivity based on weak received signal reported by the physical layer or failed frame transmissions. QoS-concerned stations implement the former method because the handoff is initiated before any frame is lost. This method assumes that the density of APs is high and therefore, there is a better AP in range as soon as the received signal gets weak. On the other hand, the latter method produces less handoff events because the handoff is not triggered by temporary radio fading or interferences, but only when transmission is actually interrupted.

Our study focuses on the optimization of detection based on failed frames, i.e. link-layer detection without physical layer information. The main difficulty is to determine the reason for the failure among collision, radio signal fading, or the station being out of range. We have observed in our measurements that stations firstly assume collision and retransmit several times using lower bit rates. If transmission remains unsuccessful, then radio fading is assumed and probe request are sent to check the link. Only after several unanswered requests, the station declares the out of range status and starts the search phase. Different cards showed different detection times depending on the number of failed frames allowed and the number of probes sent. As Table I indicates, this type of detection procedure tends to be long, so we suggest a different approach: stations must start the search phase as soon as collisions can be excluded as the reason for failure. If the actual reason was a temporary signal fading, the selected access point after the search would likely be the current one and the handoff will not be executed. This means that independently of the duration of the fading, the data flow will be interrupted for the duration of the search phase, which further motivates the reduction of that phase.

Therefore, a key factor in our detection algorithm is the number of collisions that a frame can suffer before it is transmitted. Let \( C \) be the random variable representing the number of collisions per successfully transmitted frame. Its cumulative distribution function (CDF) is given by

\[
\Pr(C \leq k) = \sum_{i=0}^{k} (1-p)^{i} = 1 - p^{k+1}
\]

where \( p \) is the probability, seen by the station, that its transmitted frame collides. This probability depends on the number of stations competing for the medium, and it can be calculated with the non-linear system reported by
Bianchi in [6] for saturated conditions (i.e. all stations always have a frame ready to transmit) that is the worst case for collisions. The CDF of the number of collisions per transmitted frame is plotted in Fig. 1. This figure shows that three consecutive collisions is a rare event, even in saturation. Therefore, our link-layer detection algorithm can be formulated as follows: if a frame and its two consecutive retransmissions fail, the station can discard collision as the cause of failure and start the search phase; there is no need to explicitly probe the link. In the same conditions we used during our measurements, this time would be around 3 ms, which is approximately 300 times shorter than the fastest measured detection phase. A drawback of this link-layer detection algorithm is that its duration increases with the cell load and the transmitted frame length.

A special situation happens when stations are not sending traffic at the time of handoff, but only receiving. In this case, stations must track the beacon reception to differentiate between the situation when the access point has no traffic addressed to them or the AP is out of range. Stations must start the search phase after three beacons are missing and no traffic to other stations was received. Stations should not react at the first missing beacon because beacons can also be lost due to collisions. This converts the beacon period into another key factor to reduce the detection time. The shorter the period is, the shorter the detection time would be. But as the beacon period is reduced, more capacity is used for sending beacons instead of data frames. We have added beacon transmission to the ns-21 IEEE 802.11 module to evaluate this trade-off. Fig. 2 shows the result of our simulations for a saturated IEEE 802.11b cell.

1 ns-2 is a network simulator developed at the Information Science Institute, USC.
(http://www.isi.edu/nsnam/ns/)
This result confirms the expected behavior and allows selecting an adequate beacon interval. Currently, commercial IEEE 802.11b access points are shipped with a default 100 ms beacon interval. This means that approximately 4% of the AP’s capacity is used for beacons and that detection time based on three missed beacons would be 300 ms. Fig. 2 indicates that increasing the used capacity only to 6% would reduce the beacon interval to 60 ms. This would reduce by 60% the detection time (i.e. to 180 ms). Further reductions of the beacon interval, and thus the detection time, are possible but at the cost of noticeably decreasing the AP’s capacity.

V. REDUCING THE SEARCH PHASE

The search phase includes the set of actions performed by the station to find the APs in range. Since APs can operate in any channel of the allowed set, the IEEE 802.11 standard mandates that all allowed channels must be scanned. The standard also specifies two methods to scan a channel, active and passive scanning. In passive scanning, stations listen to each channel for the beacon frames. The main inconvenience of this method is how to calculate the time to listen to each channel. This time must be longer than the beacon period, but the beacon period is unknown to the station until the first beacon is received. Another problem is its performance. Since the whole set of allowed channels must be scanned, stations need over a second to discover the access points in range with the default 100 ms beacon interval. There are 11 allowed channels in USA, thus it would take 1.1 seconds. In most of Europe, there are 13 channels, so it would take 1.3 seconds.

When faster scanning is needed, stations must perform active scanning. Active scanning means that stations will broadcast a probe-request frame on each channel and wait for the probe response generated by the access point.
The time to wait for responses depends on the channel activity after the probe transmission. If the channel is idle during MinChannelTime, i.e. there is neither response nor any kind of traffic in the channel, the scanning is finished and the channel is declared empty. If there is any traffic during this time, the station must wait MaxChannelTime. MaxChannelTime should be large enough as to allow the AP to compete for the medium and send the probe response. Both MaxChannelTime and MinChannelTime are measured in Time Units (TU). The IEEE 802.11 standard defines a TU to be 1024 microseconds. Note that scanning stations might not be able to sense other stations communicating with the AP, but they will always receive the acknowledgments sent from the AP and thus they will wait MaxChannelTime for probe responses.

Despite that MinChannelTime and MaxChannelTime control the duration of the scanning, the IEEE standard does not specify their values. We indicate in the rest of this section how to calculate them to minimize the search phase. First, we calculate MinChannelTime that is the maximum time an access point would need to answer given that the access point and channel were idle. If we neglect propagation time and probe response generation time, the IEEE 802.11 medium access function establishes that the maximum response time is given by

$$\text{MinChannelTime} = DIFS + (aCWmin \times aSlotTime)$$  \hfill (2)

where DIFS is the Distributed InterFrame Space, aCWmin is the maximum number of slots in the minimum contention window, and aSlotTime is the length of a slot. These values are defined in the IEEE 802.11b standard and inserting them in (2), we obtain 670 µs. Since MinChannelTime must be expressed in Time Units, we can conclude that MinChannelTime should be one TU (i.e. 1024 µs).

The calculation of MaxChannelTime is more complicated. It is the maximum time to wait for a probe response when the channel is being used. This time is not constant since it depends on the cell load and the number of stations competing for the channel. In order to find an upper bound for MaxChannelTime, we have run simulations to measure the time to transmit the probe response. Fig. 3 presents the results of our simulations. The probe response time shown is the average over 10 transmissions for each load level with channel bit rate set to 2 Mbps, the maximum possible rate for the probe response in IEEE 802.11b.
Our simulations confirm that the transmission time of a probe response depends on the offered load and number of stations. In addition, they also show that MaxChannelTime is not bounded as long as the number of stations can increase. We suggest then to set a value for MaxChannelTime that would prevent overloaded access points to answer in time. Since 10 stations per cell seems to be an adequate number to achieve a good cell throughput [6], Fig. 3 indicates that 10 TU (10.24 ms) would be a reasonable choice for MaxChannelTime.

Now that we have determined MinChannelTime and MaxChannelTime and that both timers are shorter than feasible beacon intervals, it is clear that active scanning is faster than passive scanning. Thus, active scanning should be used to minimize channel-scanning time.

Finally, we have to calculate the total search time that includes the time to scan all available channels. The number of available channels varies with regions. For instance, there are 13 possible channels in most of the European countries, while there are 11 in USA. Considering that the time to scan a channel is different depending whether it is been used, the total search time $s$ can be calculated as

$$s = uT_u + eT_e$$

where $u$ is the number of used channels (i.e with traffic) and $T_u$ is the time needed to scan a used channel. Respectively, $e$ is the number of empty channels and $T_e$ is the time to scan an empty channel. We can now determine $T_u$ and $T_e$. When a channel is scanned, a probe request is broadcasted and then the station waits for the probe response. Since the probe request is sent to the broadcast address, its reception will not be acknowledged. Therefore, at least two consecutive probe requests must be sent to overcome a possible collision.
Each probe request must follow the same channel access procedure as the data packets, thus they will experience the transmission delay. Let $T_d$ be the transmission delay, then we can calculate $T_u$ and $T_e$ as follows:

$$T_u = 2T_d + \text{MaxChannelTime}$$

$$T_e = 2T_d + \text{MinChannelTime}$$

The total search time can be calculated with (3) and (4), as well as the transmission delay. It increases with the number of used channels because MaxChannelTime is larger than MinChannelTime. This is illustrated in Fig. 4, which shows the total search time versus number of used channels in range for different load conditions. To plot it, we obtained $T_d$ from our delay simulations reported in Fig. 5. In Fig. 4, we used $T_d$ for an offered load of 50% with 5 and 10 stations per cell. In addition, we included a no-load case that is comparable with our measurements conditions reported in Table I. This case shows that the search time can be reduced to 70 ms when handing over between two APs, which is 20% faster than the shortest search phase measured.

These values in the x-axis of Fig. 4 are particularly interesting: one channel used would be the case of a search phase started due to radio fading when there are no other access points in range; two channels used would be the case of a handoff between two access points, the current and the new; and three channels used is an interesting value since it is the maximum number of channels that can share the same physical location without mutual interference.

Two problems regarding the search time must be highlighted. First, all access points in a given location affect the handoff time of stations, even access points belonging to different wireless LANs, because
MaxChannelTime will be spent scanning their channels. Second, in areas with a high density of access points, search time can increase over the limits of real time applications. Both problems could be addressed with a small modification to the standard: the active scanning should not scan all available channels in a region (e.g. Europe or USA), but a shorter list with the channels actually used in the wireless LAN to which the station is connected. This is feasible since most wireless LANs use a fixed subset of the available channels. The list could be distributed as an additional field in the beacons.

VI. REDUCING THE EXECUTION PHASE

The last phase is the execution of the handoff. To perform the handoff, the station sends a reassociation request to the new access point and the AP confirms the reassociation sending a response with a status value of “successful”. This execution is the shortest possible, but the typical execution is longer because the new access point needs to authenticate the station before the reassociation succeeds.

The IEEE 802.11 standard specifies two authentication algorithms: open system and shared key. The open system is the default and equals to a null authentication algorithm. It involves the exchange of two frames, while the shared key algorithm requires a four-step transaction. Our measurements show that the execution phase using open system authentication is slightly over 1 ms for an empty cell, thus reducing the execution phase will not significantly reduce the total handoff time. Nevertheless, there are more complicated authentication schemes under study that require contacting an external server. In these cases, the authentication must be made before the handoff execution [7].
VII. CONCLUSIONS

We have measured, analyzed and suggested how to reduce the link-layer handoff time in IEEE 802.11b networks. The handoff process was split into three sequential phases: detection, search and execution. We studied the detection based on failed frames (link-layer detection) instead of weak signal because it produces less handoff events. We have shown that the link-layer detection phase can be reduced to three consecutive non-acknowledged frames when stations are transmitting. In the same conditions we used during our measurements, this time would be around 3 ms, which is approximately 300 times shorter than the fastest measured detection phase. When stations are only receiving, we identified the beacon interval as the key factor in reducing detection time. Our simulations suggest 60 ms as an adequate beacon interval. We have also shown that using active scanning with its timers MinChannelTime and MaxChannelTime set to 1 ms and 10.24 ms respectively can reduce the search phase by 20% compared to the shortest measured one. Finally, the execution phase can be reduced with pre-authentication, but our measurements indicate that it is a very short phase and its reduction will not significantly decrease the total handoff time when using the current authentication methods.

REFERENCES

PAPER D: DISTRIBUTED ADMISSION CONTROL FOR WIRELESS LANS
Distributed admission control for WLANs

Hector Velayos, Ignacio Más and Gunnar Karlsson
KTH, Royal Institute of Technology
16440 Kista, Sweden
{hvelayos,nacho,gk}@kth.se

KTH Technical report
TRITA-S3-LCN-0502
ISSN 1653-0837
ISRN KTH/S3/LCN/--05/02--SE

Abstract—This paper presents a distributed admission control for IEEE 802.11 wireless LANs that limits the packet losses due to congestion in a cell. This novel scheme requires no modification to the current distributed coordination function, and offers an upper bound for the average packet loss probability that flows will suffer in the wireless LAN cell. We show via extensive simulations that the admission control maintains the loss probability below the given threshold regardless of the offered load or number of stations. Our simulations also analyze the main drawback of this scheme: a reduction in the link utilization. The admission control offers soft QoS guarantees to multimedia flows without the need of complicated scheduling or polling mechanisms in IEEE 802.11.
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1. Introduction

Wireless LANs based on the IEEE 802.11 standard suit are the predominant choice for high-speed wireless access to the Internet. The IEEE 802.11 medium access control protocol was designed as an asynchronous best-effort service, and as such it does not offer capabilities to support quality of service (QoS) guarantees for real-time transmissions. As the interest in supporting multimedia services in WLAN is steadily increasing, the need to provide QoS guarantees equivalent to those in the wired network has to be addressed.

Two access schemes were specified in the IEEE 802.11 standard [10]. The point coordination function (PCF) was designed for contention free access. The PCF is a centralized scheme, in which the access point grants transmission permission to the stations that request it. It has never been commercially available, but it has originated some recent work on different polling schemes [1][2], or call admission control mechanisms [3]. Nevertheless, the dominant access scheme is the distributed coordination function (DCF), which features contention access whereby offering greater flexibility compared to the PCF. In favor of the DCF, previous work has shown that the PCF mode can have poor performance both alone and in cooperation with the DCF [4]. The main issue with DCF is the lack of QoS support. Current standardization work addresses how to modify the DCF to support priority schemes [11][12] suitable for multimedia transmissions [5]. The general approach has been to use some kind of priority scheduling under which the delay sensitive traffic can have priority access to the channel. All these approaches require modifications in the MAC protocol to implement the queue management.

We propose a distributed admission control for the standard DCF that offers QoS guarantees for the average packet loss due to congestion, and average transmission delay. Our proposal builds on the observation that the deployment of QoS mechanisms requires incremental steps and little changes in the hardware architecture and standardized protocols. In this sense, we want to provide a QoS scheme that uses the standard DCF mode and requires no modification in the MAC. The admission control works by performing a short, non-disturbing probing, which estimates what would be the average MAC service time after the new flow enters the cell. This average service time is then compared to an admission threshold, which is established to maintain the average packet loss rate below a configurable limit. The threshold is dynamically calculated at the access point and broadcasted in the beacons since it depends on the number of stations in the
cell and the load generated by those stations. The new flow is admitted if its MAC service time during the probing is below the threshold. Our admission control offers a trade-off between cell utilization and packet loss due to congestion. Congestion can be avoided by setting a low threshold for the MAC service time. In this case, multimedia flows can benefit from a bounded packet loss rate and can obtain an expected service time from the probing phase. This estimation facilitates buffer dimensioning for the mobile stations. Our scheme can be used alone or as a complement to the proposed priority scheduling to prevent congestion in the cell. In any case, our approach assumes a stable radio channel and thus we do not consider effects like fading or multi-path propagation, which could increase the losses.

Flow admission control has been advocated as a means to reduce overload situations and instabilities in network traffic, where network efficiency in overload can be improved by performing proactive admission control instead or relying on users impatience [6]. A clear phase change in the performance occurs when offered load in any network link exceeds its capacity. When the completion rate decreases, due to increased loss and increased offered traffic due to retransmissions, the effective throughput tends to zero. By limiting the number of flows in the system, the completion rate can be kept high, effectively clearing up bandwidth for new flows to enter. Furthermore, human perception favors consistency. The network should hence allow all kinds of sessions to complete when started without noticeable changes in quality that would annoy the user or might render the sessions useless. It is for example more acceptable to postpone a web surfing session that cannot be carried out reliably than to allow it to start with high uncertainty about the chances of completing it. Moreover, the proposed admission control scheme can be used as a means to enable an end–to–end admission control for a whole Internet path based on probe loss [7], or it can be used as a method to evaluate which cell would be more desirable in a load balancing scheme [8].

The rest of the paper is organized as follows. Section 2 presents the MAC service time in WLANs. Section 3 describes the probing procedure. Section 4 shows our simulation results. Section 0 contains the future work. Finally, Section 6 summarizes the main findings.

2. The MAC service time

The delay of a packet crossing a wireless LAN cell can be split into three parts: the delay at the medium access control (MAC), the transmission delay and the propagation delay. The propagation delay can be neglected due to the small size of the cells. The transmission delay can be easily determined
from the packet size and the bit rate used. The MAC delay is the most
difficult to calculate because it depends on the traffic sent by the other
stations in the cell. We divide the MAC delay into two parts: the service time
and the queuing time. The former is the time to gain access to the shared
channel for the transmission of the packet following the rules specified in the
IEEE 802.11 standard. The latter is the time spent in the queue waiting for
earlier packets to be transmitted.

Our admission control is related to packets’ delay, so we analyze in this
section the service time for the IEEE 802.11 MAC protocol. We identify
the number of stations competing for the channel as an important factor that
affects the service time. We show via simulations that the service time may
vary several orders of magnitude between consecutive packets sent from the
same station. We also determine the average MAC service time and its
standard deviation for different cell loads and numbers of stations.

2.1. Channel access procedure

The channel access procedure is defined in the IEEE 802.11 standard
[10] and is common to all supplements such as IEEE 802.11a and IEEE
802.11b. As justified in the introduction, we focus our work on the DCF, one
of the two channel access functions described in the standard. The DCF is a
distributed access scheme in which all stations, including the access point,
execute the same procedure to compete for the channel. The station that
gains the channel transmits a single packet and enters the competition again
if it has more packets to transmit.

The competition for the channel in the DCF works as follows. All
stations with a packet ready to transmit choose a random number between 0
and 31. This number, called the congestion window, is the number of time
slots that the station must sense the channel to be idle before it can start
transmitting. The length of a slot depends on the physical layer (e.g. a slot is
20µs in IEEE 802.11b and 9µs in IEEE 802.11a). Since the different stations
will likely choose different random numbers, this scheme is often collision
free. However, two stations may choose the same congestion windows and a
collision would occur. The chances of this event increase with the number of
stations, but it is a rare and hardly impacts the overall performance [9].
When it occurs, it is solved via retransmission at the MAC layer.

There are some rules for decrementing slots from the congestion
window. First, the station must sense the channel idle during a complete slot.
If a transmission starts during the slot, the whole slot is considered used.
Second, a packet transmission includes some periods in which the channel is
idle. No slots can be discounted during these periods. For instance, the
channel is idle during some microseconds between the data packet transmission and its acknowledgment. This time cannot be used to discount slots. Third, after a transmission of a frame is completed (including the acknowledgment) the station must sense the channel to be idle during an interval called Distributed Inter-Frame Space (DIFS) before decrementing new slots.

When a station reaches zero, it can transmit. In the basic access, the station transmits a single packet and waits for the acknowledgment to confirm its reception. If the optional Request To Send, Clear To Send (RTS/CTS) signaling is enabled, the station transmits a RTS frame to notify the rest of stations that it is about to start a transmission. The access point confirms the RTS reception sending a CTS frame. When the CTS frame reaches the station, it transmits the data frame and waits for the acknowledgement. In any case, if the acknowledgment is not received, the station retransmits the frame. On each retransmission, the same procedure is used with the exception that the interval from which to choose the congestion window is doubled. A packet can be retransmitted a maximum of 7 times, although the congestion window interval is doubled only the first 5 times. The side effect of doubling the congestion window interval is that stations retransmitting gain the channel less often than stations transmitting a packet for the first time. This is called the capture effect and affects the fairness of the access scheme when some stations often need to retransmit due to poor radio conditions. Nevertheless, it may increase the link throughput because stations with good channel conditions tend to transmit more often.

This access scheme is fair in the sense that each station receives the same number of transmission opportunities in the long term. If all stations use similar bit rates and experiment comparable number of retransmissions, then they achieve the same throughput. However, each station’s throughput decreases in equal proportion if the offered traffic exceeds the cell’s capacity. Our admission control addresses this problem by limiting the number of flows that stations can generate so that congestion is avoided.

2.2. Analysis

The mathematical analysis of the IEEE 802.11 MAC service time based in the Markov model proposed for throughput analysis produces average values for saturation conditions (i.e. all stations ready to transmit) [9]. Since we are interested in the service time of each packet in a flow for bursty traffic sources, we simulate the access link to get these results. We have used
the Network Simulator 2\textsuperscript{1} for our simulations. The only addition was a monitoring agent to measure the MAC service time. A single cell is simulated where each station has the same contribution to the cell load, which ranges from 5\% up to 100\%, increasing in steps of 5\%. The number of stations in the cell $n$ is a parameter in our simulations. The bursty traffic of each station is generated according to an exponential on-off traffic source. The average on-time $t_{on}$ is 20 ms and the average off-time $t_{off}$ is 35 ms. If the desired cell load is $l$, the rate of each station during the on period is calculated as follows:

$$rate = \frac{(t_{on} + t_{off}) l}{t_{on} n}.$$  

During the simulations, $n-1$ stations generate traffic and we measure the service time of the $n$-th station. The results reported in the next section correspond to the measurement of 50 packets per run. We repeat the simulation with different random seeds 30 times to calculate the average service time. All simulations use a fixed packet size equivalent to the default TCP segment size (approximately 500 bytes), and there are no retransmissions due to poor radio conditions. The following figures present two types of results for the MAC service time. First, we show the service time per packet for different load levels. Then we show the average service time and its standard deviation for different load levels using the number of stations as a parameter.

Fig. 1 shows the MAC service time per packet in a cell with 10 stations for three load levels. Low load corresponds to an offered load equivalent to 15\% of the channel capacity, high load to 60\% of the channel capacity, and overload to 90\% of the channel capacity. The cell operates without losses only at low and high loads. In overload, the traffic in excess is dropped. The subplots in Fig. 1 show the service time per packet and the running average. The running average is the average of the service time including all packets previously transmitted and is updated after each packet transmission.

We can draw these conclusions from Fig. 1. There are always packets whose service time is below one ms regardless of the offered load. For these packets, the station can decrement all slots in the congestion window without interruptions due to transmission. This case is always possible, although its probability decreases when the load increases. This is confirmed comparing the subplots in Fig. 1. The number of occasions in which the service time is below 1ms is much higher in the first subplot than in the last one.

\textsuperscript{1}http://www.isi.edu/nsnam/ns/
Fig. 1: IEEE 802.11 MAC service time per packet for different cell load.
The maximum service time for a packet depends on the cell load. The higher the load, the higher the service time could be. The peaks shown in the service time correspond to cases in which the congestion window decrement is interrupted by transmissions from other stations. The probability of this event grows with the load. The difference between peaks in the same subplot is related to how many packets interrupted the slot discount.

There is no correlation between the service times of two consecutive packets. This was expected from the access channel procedure since each packet is transmitted independently of any other using the same rules. Fig. 1 confirms this assumption.

Despite the differences in service time between packets, the running average stabilizes quickly; around 20 packets are enough to get an accurate value. Nevertheless, the average is a poor indicator of the service time for individual packets as shown in the subplots.

Fig. 2 shows the average service time for different load levels and the standard deviation for the average service time. In both figures, we use the number of stations as a parameter. Both figures indicate that the number of stations starts to be important only when the offered load is above 60%.

If the offered load is below 60%, the average MAC service time seems to be small. But the standard deviation is of the same order of magnitude as the average. This indicates that the service time of the packets is widely spread around the average. Some packets may experience service times in the order of tens of milliseconds. An example of such packets is visible in the middle subplot of Fig. 1. Therefore, the MAC service time cannot be neglected for some applications with a tight end-to-end delay requirement for every packet. A typical application of this type is voice over IP that requires a maximum of 150 ms end-to-end delay for every packet. A MAC service time of around 20 ms for some of the packets may be excessive.

3. The probing scheme

The purpose of our admission control is to determine whether a new flow can be accepted to the cell without compromising the QoS of the existing flows. The decision is taken at the station originating the new flow since we aim at a distributed scheme. One possibility is that the station with a flow tries to estimate the cell’s load by listening to the channel. Unfortunately, the station may not receive all transmissions in the cell. Therefore, this method would likely result in an under estimation of the cell’s load. Another possibility is that the station starts the new flow and monitors its packet losses. If the losses exceed a certain limit, the flow should be stopped. Although this scheme would work, existing flows in the
cell are likely to suffer similar losses since the MAC protocol gives the same number of transmission opportunities to each station. The new flow would be blocked too late. Instead, we propose that the station with the new flow performs active measurements to determine if the new flow can be accommodated. The main goal of our probing scheme is to perform these measurements in a way that gives enough information to perform an accurate admission decision, but does not produce significant disturbances in the ongoing traffic.

Our admission decision is based on a comparison with the average MAC

Fig. 2: Average and standard deviation of the IEEE 802.11 MAC service time as a function of the cell load
service time that the cell experiences for a particular utilization. The maximum utilization we permit in the cell is given by the target packet-loss probability that we want to enforce. The only information the station requires to perform the admission decision is the admission threshold. We suggest that the access point includes this value together with the other cell information that is periodically broadcast in the beacon. The access point determines the threshold from the number of stations in the cell and the desired upper bound for the average packet loss probability. The number of stations is always available at the access point because it grants connection authorizations, and the bound for the loss probability must be provided as a configuration parameter. We describe in the subsection below the procedure to compute the threshold and give the threshold values for a couple of cases.

The probing procedure works as follows: When a station wants to start transmitting a new flow, it sends 50 probe packets at the flow’s peak rate with a probe packet size of 500 bytes. Ideally, the probe size should be equal to the average packet size of the flow, but this information is unknown at the time of the probing. Instead, we use a fixed size that is close to the average packet size on the Internet backbones. The time required to complete the probing depends on the flow’s peak rate. For instance, a flow with 1 Mbps of peak rate would complete the probing in about 200 ms.

The train of probe packets interacts with the ongoing flows, thus experiencing a service time similar to the service time of the new flow if it would be accepted. The station measures the service time of each probe packet and determines the mean service time of the probes. If RTS/CTS is enabled, the RTS service time should be measured instead. The obtained mean is compared to the admission threshold received in the last beacon. If the mean is smaller than the admission threshold, the new flow is accepted. Otherwise, the flow is rejected and has to back off for a certain time before performing a new attempt to enter the cell.

The effect of the probing phase on the ongoing sessions depends on the load in the cell and the number of stations. The evaluation of our admission control, presented in Section 4, shows that the probing does not significantly affect ongoing sessions, and yet permits making correct admission decisions.

### 3.1. Finding the admission threshold

The admission threshold is the mean service time for which the mean packet-loss probability in the cell is equal to the target. The admission threshold is calculated in two steps. In the first step, we determine which is

---

2 Sprint IP monitoring project, [http://ipmon.sprint.com](http://ipmon.sprint.com)
the offered load that corresponds to the target loss probability. From our simulations, we have obtained the relation between mean packet-loss probability in the cell and offered load. This relation is shown in Fig. 4 for 4 and 10 stations. Each point of the plot for an offered load was obtained by averaging the mean packet-loss probability for 30 simulation runs with different random seeds. The data in Fig. 4 shows that there is no packet loss when the offered load is lower than 50%, and that there is an offered load value after which the packet-loss probability increases roughly linearly. This value depends on the number of stations in the cell. The higher the number of stations, the lower the value because congestion is reached earlier. The slope at which the loss probability increases also depends on the number of stations. The smaller the number of stations, the higher the slope because there is less buffer space in a smaller group of stations. The linear behavior of the loss probability function permits us to determine the offered load corresponding to the target loss probability. For example, if we select a target loss probability of 2.5%, we obtain from Fig. 4 that the maximum offered load in the cell should be approximately 72% and 79% of the link capacity for 4 and 10 stations, correspondingly.

In the second step to calculate the admission threshold, we determine a suitable service time that indicates that the offered load is equivalent or slightly lower than the value obtained in the previous step. Fig. 2 shows the mean service time as a function of the offered load. The mean service time is

![Admission threshold as a function of the number of stations in the cell for 0.5% and 2.5% packet loss probability.](image)

Fig. 3: Admission threshold as a function of the number of stations in the cell for 0.5% and 2.5% packet loss probability.
not appropriate to determine the offered load due to its high standard deviation. We rather choose the minimum mean obtained during the 30 independent simulation runs that produced the mean service time shown in Fig. 2. This conservative option produces a lower admission threshold. We show in the evaluation below that this results in higher unnecessary blocking, but virtually eliminates the wrong admissions.

The two-steps procedure allows calculating the admission threshold for the desired target loss probability as a function of the number of stations. An example of the result is show in Fig. 3 for two target loss probabilities: 0.5% and 2.5%. For instance, the admission threshold would be 4.25 ms for the target packet loss probability of 2.5% if there were six stations in the cell.

Fig. 3 shows two profiles for the admission threshold as a function of the number of stations. The threshold for 2.5% packet loss increases with the number of stations, while the number of stations does not affect the threshold for 0.5%. The first threshold corresponds to a loss probability high enough to permit a light congestion; therefore, some packets wait until the transmission of packets from other stations is completed. It is natural that the maximum service time (i.e. the admissible threshold) increases with the number of stations. Ten stations have more buffer space than 4 stations to store packets while the first in the queue is transmitted. The second threshold completely prevents the congestion so the maximum service time is independent of the number of stations. The offered load is low enough so that most of the packets are transmitted as soon as they reach the link layer. They do not have to wait for transmissions from other stations to complete.

4. Evaluation

We have implemented our admission control in ns-2 to evaluate its behavior and performance. There were three goals for our evaluation: First, we wanted to show that our admission control effectively keeps the packet-loss probability below the target; second, we desired to compare the achieved link utilization with and without admission control; and third, we wanted to analyze the correctness of the decisions taken by the admission control.

Our evaluation is based on simulations. We study the different aspects of the admission control as a function of the offered load. The offered load is expressed as a percentage of the link capacity and varies from 5% to 100% in steps of 5%. Each offered load value is simulated 30 times with different random seeds. The results in the plot are the mean of the 30 repetitions. The number of station is used as parameter. Two values are shown: four and ten stations. In all simulations, we have used the same type of bursty sources
described in the analysis of the MAC service time in Section 2. The target packet-loss probability of 2.5% is also common to all simulations. Therefore, the admission thresholds given in Fig. 3 are used when admission control is enabled.

Fig. 4 depicts the mean packet loss probability in the cell for different offered loads, with and without admission control, for 4 and 10 stations. The admission control is set to keep the packet-loss probability below 2.5%. The figure clearly shows that the packet loss probability grows almost linearly from an offered load of around 60% of the link capacity when there is no admission control. When our admission control is enabled, the packet-loss probability remains well below our target packet-loss probability of 2.5%, regardless of the offered load or number of stations.

Fig. 5 shows the link utilization with and without admission control for different offered loads. The utilization for 4 stations without admission control was omitted for clarity since it virtually overlaps with the utilization for 10 stations without admission control. It can be seen that there is a slight decrease in utilization at high offered loads when the admission control is enabled. This is due to the fact that some sessions are blocked to avoid the losses due to congestion. Lower link utilization is the main penalty of our admission control.

Another important observation is the effect that the number of stations has on the achieved utilization. The lower the number of stations, the lower the link utilization. This effect is consequence of our simulated scenario in
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**Fig. 4:** Packet loss probability for 4 and 10 stations as a function of the offered load with and without admission control.
which each station generates the same amount of traffic. This means that blocking one out of four flows represents a higher reduction in offered traffic than blocking one out of 10 flows. This effect is then more related to the size of the sessions being setup than to the number of stations in the cell.

Finally, we show the performance of the admission control in Fig. 6 by classifying the admission decisions into three subsets: correct decisions, wrong decisions and unnecessary blocking. Wrong decisions are those in which the admission control fails to bound the packet loss ratio in the cell, i.e. after admitting a new flow the cell experiences a packet loss probability above 2.5%. Unnecessary blocking occurs whenever a new flow is not admitted, although the loss probability in the cell would not have grown over our target value had it been admitted. As a design decision, we wanted to minimize the number of wrong decisions, risking to increase the unnecessary blocking and thereby to decrease the utilization. The figure shows that our admission threshold meets our design choice. There are a negligible number of wrong decisions while the unnecessary blocking is only high near the theoretical limit of the load that should be accepted. Around 60% of offered load new flows are rejected while some of them could have been accepted and still meet our packet loss criteria. However, once the offered load increases over 80% most of the flows are correctly rejected. A less restrictive admission control would achieve higher utilization, but would have risked admitting sessions that could suffer a higher packet loss probability than our target.
5. Future work

There are a number of related problems to our admission control for the DCF that need further study.

- We have fixed the probing length to 50 packets since it produced mean service time measurements accurate enough for our purposes. A deeper analysis of the required probing length may result in a reduction of the probing phase.
- Our admission control requires the participation of the access point. The admission threshold is dynamically calculated at the access point as a function of the number of connected stations and the target packet-loss probability. A different way to determine the admission threshold must be investigated so that our admission control can also be used in ad-hoc networks.
- The selection of our admission threshold may be considered too restrictive. Most flows are blocked as soon as the offered load approaches the desired limit. Alternative selection strategies could be researched and compared to our choice.
- Our admission control is flow based. If a station sends several flows, the admission control is applied to each one independently. Our simulations focused in the case with one flow per station. Further simulations should validate that the admission controls also works for
the case with several flows per station.

- We have designed and validated our admission threshold with a single traffic pattern: exponential on/off. Additional simulations are needed to validate that our admission controls works fine regardless of the traffic pattern.

6. Conclusions

In this paper, we have presented a distributed admission control for the DCF of IEEE 802.11 wireless LANs that guarantees an upper bound on the mean packet-loss probability due to congestion. The admission decision is based on comparing the measured service time of a short, non-disturbing probing with a given admission threshold. We have described how to calculate the threshold as a function of the number of stations and target loss probability. The probing provides an estimate of the expected service time, which can be important for multimedia flows. We have evaluated the performance of our admission function showing the percentage of correct and wrong decisions, as well as the amount of unnecessary blocking. The evaluation shows that 50 packets are enough to perform an accurate decision that effectively limits the mean loss probability in the cell.

As a preliminary step, we have analyzed the IEEE 802.11 MAC service time per packet and on average. We have found that the service time for a packet cannot be easily predicted. It can be below one ms for any offered load or reach tens of milliseconds for high loads. However, the mean service time quickly reaches a stable value that can be estimated after transmitting a few packets. We have taken advantage of this finding in the design of our admission control.

The main drawback of the proposed admission control is a reduction in the link utilization. We have shown that this reduction depends on the number of nodes in the cell and, of course, on the size of the sessions being set up. Nevertheless, we believe that the levels of utilization achieved are acceptable.
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1. INTRODUCTION

Information about the expected delay in communication networks is vital for most applications. Interactive multimedia requires a limited end-to-end delay to reach acceptable quality levels. Streaming of multimedia contents uses delay measurements to compute the size of the play-out buffers for jitter compensation. Elastic flows such as web browsing rely on the ability of TCP to predict the end-to-end delay for triggering retransmissions. These examples explain the recent research interest in delay studies for different networking technologies. In particular, the delay in wireless LANs (WLANs) based on the IEEE 802.11 standards has received much attention lately, since it is the most popular option for high-speed, packet-based wireless access to the Internet.

The delay of a packet in a WLAN can be split into three parts: the delay at the medium access control (MAC), the transmission delay and the propagation delay. The propagation delay can be neglected due to the small size of the cells. The transmission delay can be easily calculated from the packet size and bit rate used. The MAC delay is the most difficult to determine because it depends on the traffic in the cell. We divide the MAC delay into two parts: service time, or time to gain access to the shared channel following the rules specified in the IEEE 802.11 standard, and the time spent in the queue waiting for earlier packets to be transmitted. We focus our study on service time, since queuing delay is the consequence of packet inter-arrival times being shorter than the service times.

The growing interest in quality of service has fueled the publication of models for the delay in the IEEE 802.11 MAC protocol. The analysis of MAC service time is a key part of these models. A common assumption for early models is that stations are always ready to transmit (saturation). There are several examples of such models. Chatzimisios et al. studied the packet delay in presence of transmission errors [1]. Their model is an evolution of Bianchi’s model based on Markov chains for throughput analysis in ideal channel conditions [2]. Tay and Chua suggested a different model based on stochastic analysis that provides throughput and packet delay [3]. Carvalho and Garcia presented another model for the MAC delay as a function of the channel state probabilities [4]. Unfortunately, these probabilities can only be
calculated under the assumption of saturation. All these models provide mean service time in saturation; they cannot be used for non-saturating loads. Nevertheless, their output values can be used as upper bounds for the service time. Bancs suggested an approximated expression for the distribution of the backoff delay (equivalent to the service time) in saturation [5]. His work permits a better understanding of the service time in saturation compared to previous models that only provided the mean.

The saturation condition was relaxed in two models recently published. Tickoo and Sikdar presented a queuing model for the average service time valid for non-saturating loads and arbitrary arrival patterns [6]. Their model determines the mean service time from average inter-arrival times for traffic sources. Li and Battiti suggested another model for non-saturation in which the mean service time can be derived from the probability that a station’s transmission queue is empty after the successful transmission of a packet [7]. None of these models provide information about service time for individual packets.

There are two limitations in existing models. First, they only provide the mean MAC service time; the variability of the packet delays is not modeled. Second, they assume that the number of stations in the cell is large enough so that the probability of packets colliding is constant and independent of the transmission time. However, measurements with real equipment are not a valid alternative to these models to obtain more information about the MAC delay. Packet timestamps in commercial WLAN cards are not accurate enough and include other delays not related to the MAC protocol operation.

In this paper, we present a statistical analysis of the IEEE 802.11 MAC service time based on simulations. Our analysis extends the mathematical models providing packet level information for small number of stations. Output from our analysis includes histograms, mean and variability, cumulative distribution functions, and autocorrelation plots. We show that the service time distribution is skewed and the variability increases with the load. Applications with strict requirements on delay per packet may consider the 95-percentile better than the mean as an indicator of the expected delay. We also show that there is no significant correlation between the service times experienced by the packets of a flow. Hence, the service time of future packets cannot be inferred from previously measured values.

The rest of the paper is organized as follows. Section 2 describes the
channel access procedure of the IEEE 802.11 MAC protocol. Section 3
details our methodology for the analysis. Section 4 presents the analysis of
location in which the distribution of service time is analyzed; Section 5
contains the analysis of variability, and Section 6 provides the analysis of
autocorrelation. Finally, Section 7 closes the paper by summarizing the main
findings.

2. CHANNEL ACCESS PROCEDURE

The MAC service time is the time required by a station to access the
channel in competition with the other stations within the cell. The channel
access procedure is defined in the IEEE 802.11 standard and is common to all
later supplements for higher rates (e.g. IEEE 802.11a and IEEE 802.11g). The
standard describes two coordination functions for accessing the shared
medium. The point coordination function (PCF) is a centralized access
scheme in which the access point grants the channel to stations that request it.
The PCF was never deployed commercially. Instead, the distributed
coordination function (DCF) is used. We therefore restrict our study to the
DCF access scheme, in which all stations, including the access point, execute
the same access procedure to compete for the channel. The station that gains
the channel transmits a single packet and enters the competition again when it
has more packets to transmit.

The DCF access procedure can be summarized as follows. All stations
with a packet ready to transmit choose a random number uniformly
distributed between 0 and 31. This number, called the congestion window, is
the number of time slots that a station must sense the channel to be idle before
it can transmit. Since the different stations will likely choose different random
numbers, this scheme is collision free in most of the cases. However, there is
a possibility of collision if two stations choose the same number. The chances
of this event increase with the number of stations, and when it occurs, it is
solved via retransmission at the MAC layer.

When a station has decremented the number of slots to zero, it transmits
a single packet and waits for the acknowledgement to confirm the reception.
If the acknowledgment is not received, the transmission was unsuccessful and
the station retransmits the frame. On each retransmission, the station doubles
the size of the interval from which to select the congestion window. So, it will
wait longer on average before retransmitting. A packet can be retransmitted a maximum of 7 times, although the congestion windows is doubled only the first 5 times.

According to this access procedure, the service time depends on four factors: the number of stations, offered load, packet size, and bit rate. The first and second control how strong the competition is for the channel. The third and fourth factors affect how long a station captures the channel for transmission. High competition and long capture times tend to increase the service time.

A new coordination function called Extended DCF (EDCF) is being standardized by the IEEE work group 802.11e. It divides the channel time in cycles composed of contention and contention free periods. The contention free period aims at providing bandwidth and delay guarantees to stations, and works via reservations at the access points. The contention period operates under the DCF and therefore most conclusions of our study are useful for the EDCF.

3. ANALYSIS METHODOLOGY

We have used ns-2\textsuperscript{1} to simulate the IEEE MAC 802.11 access link and analyze the service time. We only added a monitoring agent to measure the service time per packet. A single cell is simulated in which a set of stations transmit towards a destination node connected to the access point via a wired link of 100 Mbps. Packet losses during simulation are only due to collisions or buffer overflow; the cell operates with an ideal radio channel. Stations are uniformly distributed along a circumference of radius 20 meters with the access point in its center. Physical and MAC layer parameters are set according to the IEEE 802.11b standard.

During the simulations, a warm-up period of one minute precedes the measurement of the service time. The service time is measured for a single station during 10 seconds. Since the seed of the simulator’s random generator heavily influences this result, we repeat the measurement 20 times using different seeds. The results shown in the next sections are averages of the 20 runs.

---

\textsuperscript{1} http://www.isi.edu/nsnam/ns/
The four parameters affecting the service time were varied during simulations to study their influence on the results. The number of stations was 4, 7 or 10. The packet size was 40 bytes, 500 bytes or 1500 bytes. According to CAIDA\textsuperscript{2} reports, the packet size distribution on the Internet backbones peaks around these values. The bit rate varied between 2 Mbps, 11 Mbps and 54 Mbps, which is the highest bit rate standardized to date for IEEE 802.11 networks. The cell’s offered load was normalized to the bit rate, and ranged from 5\% up to 100\%, increasing in steps of 5\% (i.e. an offered load of 50\% corresponds to 1 Mbps when the bit rate is 2 Mbps). Each station in the cell hosted one traffic source. The source’s rate was $1/n$ of the cell’s offered load, where $n$ was the number of stations in the cell.

![Fig. 1: Comparison of the mean MAC service time for different source behaviors.](image)

\textsuperscript{2} http://www.caida.org
In addition to the rate, the behavior of the source affects the MAC service time. We have compared sources generating traffic according to three different patterns: constant bit rate (CBR), exponentially distributed on/off with 20 ms average on time and 35 ms average off time, and Poisson inter-arrivals. Fig. 1 shows the mean MAC service time for the three source types. The service time exhibits a state change for all sources. Numerical values are similar for the different sources for low load (below 50%) and in saturation (above 65% load). A small difference occurs as the load approaches saturation because different sources have a slightly different saturation value. Fig. 2 shows the coefficient of variation of the service time for the three source types. As expected, the variability of the CBR source in non-saturation is the lowest, while the variability of the other two sources is similar. All sources show the same variability in saturation. According to these results, we have selected exponential on/off sources for our statistical analysis. Their high variability and highest mean service time close to saturation make them good benchmark sources. Nevertheless, it is worth noting that the mean service times near saturation shown in the rest of the paper depend on our choice of traffic pattern. We focus on identifying general behaviors of the service time and its dependence on the four parameters given above, rather than accurately provide mean service times for each source type.

Fig. 2: Comparison of the coefficient of variation for different source behaviors.
Finally, some of the analyses below focus on one parameter at a time to study its influence on the service time. In these cases, the other parameters are set to the following default values: 10 stations per cell, bit rate of 2 Mbps, and packets of 500 bytes. If the offered load is fixed, we considered two cases: low and high load equivalent to 15% and 60% offered load respectively.

4. ANALYSIS OF LOCATION

The purpose of the analysis of location is to identify which typical value describes the data set the best. There are three common definitions for typical values: mean, median and mode. The mean is the addition of all samples’ values divided by the number of samples. The median is the sample’s value that has as many larger as smaller sample’s values. The mode is the most frequent value. How well these typical values represent the data set depends on the distribution of the samples’ values. The distribution is graphically shown with a histogram. It plots on the y-axis the number of samples that belongs to each of the classes shown on the x-axis. A class is a range of values that the samples can have. Fig. 3 and Fig. 4 show the histogram of the service time for low and high load respectively. The counts on the y-axis are normalized to the total number of samples. There were 10 stations in the cell transmitting packets of 500 bytes at 2 Mbps. Other combinations of the parameters produced similar histograms.

Fig. 3: Histogram of the service time in a cell with 10 stations and 15% offered load.
The distribution of the service time is skewed for any load. In low load, the distribution is mono-modal, but it turns multi-modal as the load increases. Each of the peaks in the distribution corresponds to waiting for a certain amount of transmissions from the other stations before being able to transmit. Hence, the low load case shows one peak because most of the packets are transmitted without waiting. The skew of the distribution makes the mean larger than the median. Depending on the application, mean or median may

Fig. 4: Histogram of the service time in a cell with 10 stations and 60% offered load.

Fig. 5: Mean service time vs. offered load with number of stations as parameter.
be preferred as typical value. A discussion about which one may be more suitable is available in [11]. The mode’s significance is limited due to the multi-modal distribution for moderate and high loads.

Mean is the most commonly used typical value and we therefore select it for a deeper analysis of the service time. We now analyze the dependence of the mean service time on its parameters. We first look at how competition for the channel affects the mean. Competition is a function of offered load and number of stations. Fig. 5 plots the mean as a function of the offered load with the number of stations as parameter. The other two factors influencing the mean are fixed to 500 bytes for packet size and 2 Mbps for bit rate.

Two states are visible in the figure: saturation for loads above 70%, and non-saturation for loads below 50%. We denote “near saturation” the loads in the range of the quick transition between these two states. Service times in saturation are much larger than in non-saturation and limited by the buffer size of the stations. The number of stations influences the mean in saturation and near saturation, but it does not affect it in non-saturation. Admission control to maintain low mean service time should control offered load rather than number of stations [8].

We now look at how the time during which the channel is captured for other stations’ transmission affects mean service time. Capture time is controlled by the bit rate and the packet size. Fig. 6 and Fig. 7 show the mean service time versus offered load using as parameter the bit rate and packet size.

![Fig. 6: Mean service time vs. offered load with bit rate as parameter.](image)
size respectively. Both figures show a state transition from non-saturation to saturation as Fig. 5 did. Increasing the bit rate reduces the offered load to reach saturation. However, service time in saturation is smaller because competing stations capture the channel shorter periods. Changing the packet size affects the mean service time in a different way. Packets of 500 bytes, or larger, only experience significant differences in service time during saturation. The saturation load is similar for all packet sizes from 500 bytes and up. Reducing the packet size has a larger impact on the mean delay. It becomes smaller but the saturation load is severely reduced. Fig. 7 shows that the cell is saturated as early as 20% offered load for small packets (40 bytes). In saturation, the service time is shorter with small packets, but packets losses are high.

5. ANALYSIS OF VARIABILITY

The goal of this analysis is to assess how the packet’s service time varies from the mean. We use the coefficient of variation (CoV) (i.e. the ratio of the standard deviation to mean) to measure the variability. Fig. 8 presents the CoV versus the offered load using as parameter number of stations, packet size, and bit rate.
The high CoV, always above one regardless of the load or parameters’ values, signals a high variability. Hence, the mean is a poor indicator of the service time for each packet. There is also a noticeable increase in the CoV with the load, making the mean even a worse indicator of the service time for each packet. Regarding the influence of the parameters, we can observe that all produce a sharp change in the variability from high to very high at certain load. The only exception is a small number of stations that shows constant variability regardless of the load. The bit rate always affects the variability. The higher the bit rate, the lower load the transition from high to very high variability occurs. The packet size has a different impact. Small packets produce the transition to very high variability as early as at 15% offered load. As the packet size increases, the transition occurs at higher load. The transition point stabilizes at 50% offered load for packets of 500 bytes and above. An obvious conclusion from the CoV plots is that the service time is not exponentially distributed since its CoV is not equal to one.

Fig. 8: Coefficient of variation of the service time for different number of stations, packet sizes and bit rates.
A consequence of the high variability is the need of a large number of measurements to reach a high accuracy in the mean calculation [9]. Fig. 9 shows the number of packets required to calculate the mean with 95% confidence level and 5% accuracy. As expected, the number of packets required increases with the load and number of stations, since these increase variability. The number of required packets is above 2000 for any load. Long measuring periods may be needed to collect that number of packets. For instance, a station in a cell with 9 other stations and 20% offered load should transmit 3104 packets before the mean can be calculated with the precision above. If the bit rate is 11 Mbps, the packet size fix to 500 bytes and the sources behave according to an exponential on-off pattern, our simulations indicate that it would take 31.1 seconds. Probably, the situation will not be stable for such a long period if the measurements would be taken in a real cell, in which stations enter and leave, bit rate changes depending on radio conditions, and packet size varies depending on applications. Protocols, such as admission control or load balancing, relying on measurements should find a way to deal with this high variability, or to work with less accurate mean service times.

Fig. 9: No. of packets to calculate the mean with 95% confidence level and 5% accuracy.
The high variability and skewed distribution of the service time makes it interesting to look at upper bounds for the service time of the packets rather than mean values. The cumulative distribution function (CDF) of the service time shows the probability that the service time is lower than a certain probability. Fig. 10, Fig. 11 and Fig. 12 present CDFs for low load (15% offered load) and high load (60% offered load) for different number of stations, bit rates, and packet sizes respectively. In low load, most of the packets (approximately 70%) experience a service time smaller than the average, while some of the packets (approximately 5%) experience a service time larger than twice the mean. In high load, the percentage of packets below the mean reduces, but the amount of them that are twice as large as the mean increases.

**Fig. 10:** Service time’s CDF for different no. of stations.

**Fig. 11:** Service time’s CDF for different bit rates.
Fig. 12: Services time’s CDF for different packet sizes.

Fig. 13: Comparison of the 95-percentile and mean MAC service time in non-saturation.
Some applications with strict requirements on each packet’s delay would benefit from estimating the delay with a high percentile; for instance, if the 95-percentile is used, the application will only lose 5% of the packets due to late arrival. Fig. 13 and Fig. 14 show the 95-percentile compared to the mean service time versus offered load for non-saturation and saturation. The 95-percentile is at least double the mean in non-saturation, and there are larger differences in saturation. Fig. 13 indicates that admission control can be used to keep the service time low.

6. ANALYSIS OF CORRELATION

This analysis aims at discovering if the service time of a packet can be calculated from the service time of previous packets. This is possible if there is some correlation between the service times of the packets in a flow. This can be detected with the autocorrelation plot [10]. Fig. 15 shows this type of plot for lags of 1 to 100 in low load. The parameters were 10 stations, packets of 500 bytes and bit rate 2 Mbps. Other parameter values with different loads resulted in similar plots.

The autocorrelation plots contain three horizontal reference lines. The middle one is at zero. The other two are 99% confidence bounds. Since almost all autocorrelations fall within the 99% confidence limits and there is no visible pattern in the plot, the data is random; there is no significant

Fig. 14: Comparison of the 95-percentile and mean MAC service time in saturation.
autocorrelation. Therefore, the service time of a packet cannot be calculated from the service time of previous packets.

7. CONCLUSIONS

We have studied the IEEE 802.11 MAC service time via statistical analysis of simulations. Our findings complement existing information from analytical models by providing packet level information for small number of stations. Three different studies were reported. The analysis of location showed that the service time distribution is skewed. The mean and median can be use as typical values; the mode is less interesting because the distribution is multi-modal for medium and high loads. Since the mean is the most common choice, we have shown how it varies with the offered load using the number of stations, bit rate and packet size as parameters. In all cases, the mean presents a quick transition from low values for non-saturation to high values in saturation. The parameters change the offered load at which the transition occurs. Higher bit rates and smaller packets make the transition occur at lower loads, while the number of stations only affects the mean value in saturation. The analysis of variability showed a high spread of the service time around the mean for non-saturation. The variability increased with the load for the three parameters under study. Due to the high variability, we argued that applications with strict requirements on per packet delay would
benefit from using the 95-percentile instead of the mean as indicator of the expected delay. We also indicated that measuring an accurate mean value in a real cell might be impossible due to the large number of packets required. Finally, the analysis of correlation showed no significant autocorrelation in the service time of the packets in a flow. Hence, the service time of a packet cannot be predicted from the service time of previous packets.

The starting point for this study was the modeling work that has been presented recently. We conclude that models, which are valid only in saturation and for a high number of stations, provide only worst case measures and give limited insight of the performance of wireless LANs. We also conclude that the arithmetic mean might not be a suitable metric for the performance of a WLAN cell due to the high variability. However, if admission control is provided in the cell to limit the load below saturation, then the performance is good and practically invariable with respect to the system parameters considered herein. The main issue in designing such a control mechanism is to determine the cutoff point for the load since this decision level is determined by the transmission bit rates of the stations as well as the characteristics of the offered load with respect to packet arrival patterns and packet size distributions. A promising technique is to use probing for distributed admission control [8].
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PAPER F: MULTI-RATE PERFORMANCE INDEX FOR WIRELESS LANS
Abstract—The throughput per access point has been used as the main figure of merit in performance characterization of wireless LANs. The usefulness of throughput as a performance measure is limited because low throughput can be produced by either low offered traffic or by radio conditions that limit the data rates. In this paper, we propose the Multi-rate Performance Index as an additional figure of merit to characterize the performance of wireless LAN cells. It represents which bit rates are used in the cell, and therefore it identifies cells whose throughput is limited by radio conditions rather than offered traffic. We include several measurements in real cells to illustrate its utility in performance analysis.
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I. INTRODUCTION

The characterization of the usage of wireless LANs (WLAN) is becoming an important topic. With an increasing number of wireless LANs deployed at universities, companies and public spaces, WLAN operators are interested in analyzing how these networks perform. The figure of merit commonly used is the throughput per access point (AP).

Published studies on wireless LAN performance such as [1] and [2] report large differences in throughput among APs, as well as for the same AP at different times. However, these studies fail to explain the reasons for unexpected low throughput levels. Sometimes the number of users is given as an indication of the cell load, but Balachandran et al. showed that throughput and number of users are not correlated [1]. In their measurements, they found WLAN cells with many users and low throughput and vice versa. Their explanation is based on the user behavior rather than the number of users. At some places, users connect only to browse and read email, while at other places they make large backups. Although this explanation is plausible, it is also possible that the location of the access point with respect to user’s terminals or the radio condition do not permit to use the higher bit rates of WLANs. Terminals would be transmitting at the basic rates and the throughput would not reach the expected levels. Therefore, throughput and number of users are not enough to assess the performance of wireless LANs.

We propose a new figure of merit called Multi-rate Performance Index (MPI). It is a complementary figure to throughput that measures the bit rates used in a WLAN cell. It provides information about the bandwidth perceived by users, which mainly depends on their position with respect to the AP. It is an important index because it permits to assess whether each cell is been used to its fullest capacity or it is limited by radio conditions.

The application of the MPI is not limited to performance analysis. It can also be used in load balancing [3]. Instead of distributing stations evenly among APs, station can be distributed to maximize the MPI of the cells. This would maximize the capacity of the wireless LAN since each cell would operate at its maximum possible bit rates for the given stations and environment. Admission control is another possible area of application. For instance, the admission policy could state that stations are accepted to a cell if they do not severely reduce the current MPI. This would prevent the IEEE 802.11b performance anomaly presented by Heusse et al [4], since stations
operating at low bit rates will not share cell with stations transmitting at the higher bit rates.

The rest of the paper is organized as follows. Section II presents the definition of the Multi-rate Performance Index and its characteristics. Section III describes how to measure it. Section IV analyzes several measurements in real cells. Section V closes the paper summarizing the main findings.

II. MULTI-RATE PERFORMANCE INDEX

An index to measure the bit rates used in wireless LAN cells must meet several requirements. Its value must be contained in a finite range, with the minimum and maximum values corresponding to all frames transmitted at the lowest and highest bit rates respectively. It must be measured on each cell. It must permit comparison between cells with different radio interfaces (e.g. IEEE 802.11a vs. IEEE 802.11b). It must be computed only for successfully transmitted data frames. Control and management frames should be excluded because they are transmitted at fixed bit rate. Finally, it should be easy to measure with passive methods, i.e. without generating additional traffic.

We propose to define the Multi-rate Performance Index for a wireless LAN cell as follows:

\[
MPI = \frac{\sum_{i=1}^{N} b_i p_i}{B \sum_{i=1}^{N} p_i}
\]

where \(N\) is the number of bit rates supported by the radio interface, \(b_i\) is the bit rate number \(i\) in megabits per second, \(p_i\) is the number of data frames sent at bit rate \(b_i\), and \(B\) is the highest supported bit rate in megabits per second.

For instance, IEEE 802.11b cells feature four bit rates (1 Mbps, 2 Mbps, 5.5 Mbps, 11 Mbps), so their MPI would be:

\[
MPI_{802.11b} = \frac{1p_1 + 2p_2 + 5.5p_{5.5} + 11p_{11}}{11(p_1 + p_2 + p_{5.5} + p_{11})}
\]
The MPI value given in Eq. 1 is undefined when there are no data frames transmitted during the measured interval. In this case, we define the MPI to be zero.

Our definition of the MPI meets all the requirements stated above. The values of MPI vary between 0 and 1. MPI is zero when there were no data frames transmitted during the measured interval. Otherwise, the MPI’s minimum value is the ratio between the minimum and maximum bit rates and it is reached when all data frames were transmitted at the minimum bit rate. The MPI’s maximum value is 1, achieved when all data frames were transmitted at the maximum bit rate. Table 1 shows the minimum and maximum MPI values for different wireless LAN standards in the case that at least one data frame was transmitted.

<table>
<thead>
<tr>
<th>MPI</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE 802.11a</td>
<td>0.11</td>
<td>1</td>
</tr>
<tr>
<td>IEEE 802.11b</td>
<td>0.09</td>
<td>1</td>
</tr>
<tr>
<td>IEEE 802.11g(^1)</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>IEEE 802.11g(^2)</td>
<td>0.11</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^1\) IEEE 802.11b compatibility enabled

\(^2\) Native mode

We have decided to use the number of frames rather than the number of bytes transmitted at each bit rate in the calculation of the MPI because the index should reflect the bit rates that are used in the cell. Each frame represents a successful transmission at its bit rate. The amount of bytes that were transmitted is already reflected in the throughput.

The value of the MPI is easy to interpret. Values close to one are proper indicators of a well-working cell. AP and stations are able to use the highest bit rate most of the times. MPI values close to the minimum indicate that bad radio channel conditions are limiting the usable bit rates. If interferences can
be discarded as the reason, then a low MPI is a signal of a badly located AP with respect to the stations’ position. Nevertheless, a low MPI does not necessarily mean that there is a better location. It only means that the current location is not very appropriate.

The MPI can also be used to estimate the actual capacity of a cell. Multiplying the measured MPI by the highest bit rate supported, the average bit rate per frame can be obtained. This would be the actual capacity of the cell since it can be assumed that stations will always try to transmit at the fastest bit rate without errors. The capacity calculated in this way can be compared to the throughput to estimate the cell load.

A particularly interesting application of the MPI is comparing the efficiency of IEEE 802.11a and 802.11g cells for a given location. Both feature the same set of bit rates, but operate on different bands, so it can be expected a difference in performance. But throughput measurements do not indicate which one performs better, particularly for low levels of offered traffic. Comparing the MPI values, it can be determined in which one stations operate at higher bit rates.

In the same way as the throughput, the MPI must be measured over time intervals. The smaller the interval, the higher the influence of each frame’s bit rate in the MPI. Large intervals including many frames produce MPI values closer to its average.

The last requirement for the index was that it should be easy to measure with passive methods. The MPI only requires recording the number of frames and their transmission bit rate. The AP can store this information because all frames in the cell must cross it. Frames arriving from stations contain the used bit rate in the radio header, and the bit rate of frames leaving to stations is selected at the AP. This can be considered a passive measurement method because the existing traffic is never disturbed. Alternatively, stations can compute the cell’s MPI provided that they can receive all transmitted frames.

III. MEASUREMENT TECHNIQUE

Access points currently record statistics about the traffic in the cell for different reasons. Some statistics need to be reported via SNMP such as the number of transmitted frames, while others are used internally. For instance, APs adjust the transmission bit rate by checking whether previous frames
were transmitted successfully at their bit rates. Therefore, APs could calculate the MPI without noticeably increasing their computation load.

However, commercial APs cannot be modified at that level, so we have used a different approach to measure the MPI in existing cells. A laptop with a wireless LAN interface was located next to the access point. It executed Linux and the HostAP driver [5]. This driver features a mode called monitor that allows the laptop to receive all frames in the radio channel including the MAC and radio headers. These headers contain enough information to calculate the MPI. We wrote a program [6] that collects and analyzes all frames in the radio channel to calculate the MPI. In short, it records the transmission of each data frame and waits for its acknowledgement. If an acknowledgement confirms the correct reception of the frame, it recalculate the MPI considering the frame contribution. Otherwise, it discards the information about the frame. The position of the monitoring PC next to the AP guarantees that it receives all frames in the cell.

Figure 1 presents preliminary measurements of the MPI in an IEEE 802.11b cell using the method described above. The upper plot shows the MPI computed over periods of 1 second in two cases. In the first case, all data frames were included, while in the second one broadcasted data frames were excluded. The lower plot shows the number and bit rate of the data frames transmitted grouped by seconds.

IEEE standards for WLAN mandate that broadcasted data frames must be transmitted at the highest basic rate so that all stations can receive them. In
the case of a 802.11b cell, this bit rate is 2 Mbps. The upper plot shows the influence of the broadcasted traffic in the MPI value. In general, the MPI is lower if broadcasted frames are included, because their bit rate is smaller than the maximum bit rate of regular frames.

Since the bit rate of broadcasted frames is fixed, we suggest excluding them from the MPI calculation. Thus, the rest of the measurements in this paper will not include any broadcasted data frame.

IV. MEASUREMENTS AND ANALYSIS

We have performed several MPI measurements in IEEE 802.11b cells of a campus wireless network using the method described above. All measurements were made in cells with real users and several stations. The MPI and throughput was calculated every second. We report here three representative examples of our measurements.

Figure 2 presents the measurement of MPI and throughput in a high-performance cell during 5 minutes. In this case, most of the frames are transmitted at the maximum bit rate (i.e. 11Mbps), thus the index is close to its maximum. Occasional frames transmitted at lower bit rates due to varying channel conditions prevent the MPI from reaching its theoretical maximum value of one.

Figure 2 also shows that throughput and MPI are uncorrelated figures of merit. The throughput plot exhibits the typical profile of a cell with several

![Figure 2: MPI and throughput in a high-performance cell](image-url)
stations actively transmitting. The throughput is low most of the time compared to the traffic peaks that appear sometimes. Looking only at the throughput plot, it is difficult to explain the throughput behavior over time. One possibility is that the offered traffic would correspond to the peaks and the low throughput is caused by bad radio conditions. Other possibility is that the throughput is matching the offered traffic, and the peaks and valleys actually correspond to different levels of offered traffic. The MPI measured over the same period, showed in the upper plot of Figure 2, clarifies the situation. The value of MPI often close to one indicates that most of the data frames are transmitted at 11 Mbps, and therefore the low values of throughput correspond to periods of less offered traffic.

Figure 3 presents another interesting situation. It shows throughput and MPI measurements during 20 seconds in a cell with 8 stations connected. The lower plot shows a steady, unexpected low throughput for such a number of stations. The lack of throughput peaks seems to indicate a problem in the cell such as bad radio conditions or high number of collisions that would be forcing retransmissions at low bit rates. The MPI plot in the upper plot over the same period helps to analyze the situation. Its steady high value indicates that most of the frames are transmitted at the highest bit rate. If collisions or retransmission due to radio problems would be happening, stations would try to transmit at lower bit rates, and that would be reflected in the MPI value. Therefore, the throughput is low because the stations are not transmitting more traffic. There are no additional problems in that cell.

Figure 3: MPI and throughput in a high-performance cell with low throughput
Finally, Figure 4 contains measurements of MPI and throughput in a cell with performance problems. The cell has two stations offering an aggregated, average throughput of roughly 200 kbps. The lower plot displays the throughput. An interval over 20 seconds is clearly visible in which the throughput drops to almost zero. The MPI plot in the upper part of Figure 4 indicates that the cause is a temporary problem with the radio channel. The MPI shows that the frames transmitted during the low throughput period used lower bit rates. The stations were trying to overcome the radio fading by reducing their bit rates. Interestingly, the peaks in the MPI show that the stations’ policy was to try to increase the bit rate to check whether the bad radio channel conditions had subsided.

V. CONCLUSIONS

Wireless LANs feature multi-rate radio interfaces. We have shown that the performance analysis of the cells is limited if the throughput is the only figure of merit considered. We suggested the Multi-rate Performance Index to improve the performance analysis. It indicates which bit rates are actually used, allows the comparison between cells of different types (e.g. IEEE 802.11a and 802.11b) with respect to their channel usage efficiency, and permits to calculate the actual cell capacity if the maximum bit rate is known. In combination with existing figures of merit such as the throughput,
it permits a better understanding of wireless LAN cell’s performance. The MPI can also be useful in other areas such as load balancing or access control.
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Abstract—Performance measurements of IEEE 802.11 access points provide important information for networking research and network management. In this paper, we present an active measurement method to determine the maximum saturation throughput of wireless LAN access points. The saturation throughput is achieved when there always is a frame ready to transmit, and it reaches the maximum for optimal transmission conditions. We use the proposed method to measure and analyze the performance of five IEEE 802.11b access points. The results show the strength of our method and identify performance characteristics of commercial access points. The analysis produces the following results. The maximum saturation throughput shows significant differences between models. Increasing the offered load to the access point’s Ethernet interface does not always increase the throughput; a few access points present a downlink throughput reduction when the offered load exceeds their bridging capabilities. Some access points exhibit better performance in certain orientations.

Index terms—measurement, throughput, wireless LAN
A. INTRODUCTION

Performance studies of IEEE 802.11 access points are becoming increasingly important since it is the predominant choice for high-speed wireless access to Internet. Performance analysis based on mathematical models is crucial for protocol design and parameter adjustments. Several studies are available focusing in different aspects such as throughput, delay or back off duration. The main limitation of these studies is the simplification of the protocol operation necessary to make the problem suitable for mathematical analysis: mathematical models cannot consider protocol details such as the needs for regular beacon transmissions. IEEE 802.11 performance analysis based on simulations complement the mathematical analysis. Simulations often include complete implementations of the protocols and hence, provide results that are more realistic. They permit the study of the protocol for different traffic patterns and user behaviors. However, simulations are not equivalent to real life measurements. They need to include some simplifications in areas such as hardware performance, radio propagation or terrain modeling.

Performance measurements are necessary to assess the characteristics of real devices. These measurements are particularly useful for network planning. In this paper, we present our work to characterize the performance of IEEE 802.11 access points (AP). In particular, we focus on throughput as the main figure of merit. Previous works had studied throughput as a function of range [1][2]. The environment used for the measurement is the key factor in these works. The same experiment with an access point in two different places may yield completely different results. According to our previous work, the results are also different if the wireless stations change their position during the experiment [11]. In order to have repeatable experiments, we focus our measurements on the access point and try to eliminate the influence of the environment on the results. We chose the saturation throughput as the figure of merit to characterize the performance of access points. The saturation throughput is achieved when the access point always has a frame ready to be transmitted, and it reaches the maximum for optimal transmission conditions and appropriate offered traffic. The maximum saturation throughput is interesting because it represents the upper bound for the access point’s throughput.

The first contribution in this paper is a methodology to reach and measure the maximum saturation throughput of any 802.11 access point. The proposed procedure includes the testbed setup, the software tools and the mathematical support for processing the results. All these aspects were investigated in order to define a unique and repeatable test procedure. The main effort was invested in finding the factors that limit the access point
performance. The instant saturation throughput has a too large variance to be significant, even in optimal conditions. The main reason is that the time between consecutive frames generated from an AP varies due to internal performance limitations. Another less frequent reason is that some frames are transmitted at lower bit rates than the maximum one. Instead of a single measurement, we use the mean of a set of saturation throughput samples as the figure of merit. The test procedure allows computing this mean with a defined confidence level and accuracy.

The second contribution is the measurement of the maximum saturation throughput in five IEEE 802.11b access points obtained following our proposed method. The purpose of the measurements was to validate our methodology, and to identify some performance characteristics of current access points. The analysis of the measurements produced the following results. The maximum saturation throughput shows significant differences between models. Increasing the offered load to the access point’s Ethernet interface does not always increase the throughput; a few access points present a downlink throughput reduction when the offered load exceeds their bridging capabilities. Finally, despite that all access points are equipped with omni-directional antennas, some of them exhibits better performance at certain orientations.

The rest of the paper is organized as follows. Section B introduces the maximum saturation throughput and the statistical framework required for its measurement. Section C describes the challenges and our solutions to measure the maximum saturation throughput. Section D explains the measurement procedure. Section E shows the results from our measurements. Section F provides a detailed analysis of each measured AP’s behavior. Section G closes the paper summarizing the main findings.

B. MAXIMUM SATURATION THROUGHPUT

Throughput can be generally defined as the ratio of received data to the time necessary to transmit it. Since the goal of our measurements is the AP throughput, we consider received data to be the payload of the link-layer frames that are successfully received by the destination node.

The AP throughput depends on the offered traffic. In this paper, we restrict our work to the saturation throughput. The AP's saturation throughput is the throughput when the AP always has a packet ready to be transmitted. This throughput reaches a maximum in absence of limiting factors such as bad radio conditions.

We chose to restrict our investigation to the maximum saturation throughput for several reasons. First, the maximum saturation throughput is an important performance index. It provides an absolute limit on the
throughput of an AP. Second, the conditions to maximize the saturation throughput can be precisely defined. Therefore, it is possible to recreate the same test environment almost everywhere at any time in order to repeat the experiments. Often, it is not possible to replicate the measurements of other performance indexes, for instance throughput versus range, because different environments generate different results. Third, measuring the maximum saturation throughput means that the AP is forced to work at its full capacity. This condition magnifies several implementation-specific behaviors, both good and bad. Fourth, our experiments indicate that a device that shows good performance in our particular conditions produces the same level of performance under different conditions. This kind of behavior has been observed on various devices, and previously reported in [3][4].

Another important aspect of throughput measurements is the duration of the measurement. The throughput varies over time despite the optimal transmission conditions. The reasons include variable time between consecutive frames generated from an AP due to internal performance limitations, and transmission of some frames at lower bit rates than the maximum one. The traditional approach is to use a long measuring interval to reduce the impact of temporary throughput alterations. We found this solution limited because it hides information on the AP behavior. Instead, we collect a number of consecutive, short samples of the throughput and characterize the throughput via the mean and standard deviation of the sample set. The mean indicates the expected throughput, while the standard deviation provides information about the stability of the AP. The maximum and minimum sample values are also provided.

We need to determine the sample duration. The shorter the sample duration, the better temporary throughput fluctuations are reflected. The extreme case would be to generate a throughput sample after the reception of each frame. Fig. 1 shows the throughput of an access point measured in this way. The periodic throughput reductions in the figure correspond to samples including a beacon transmission in addition to one data frame. Since the beacon must be broadcast at 2 Mbps every 100 ms and it does not contain data payload, it reduces the throughput of some samples. This would also affect the mean throughput computed over a few packets. To address this problem, we sample the throughput every 150 ms, which roughly includes 100 packets per sample. This number of packets per sample guarantees that the effect of the beacon can be neglected. The non-periodic throughput reductions in Fig. 1 are due to the AP’s behavior.

The number of samples used to calculate the mean throughput determines the accuracy of the result and its confidence level. The accuracy is expressed as an interval around the measured value in which the real value lays with
the probability given by the confidence level. The number of samples ($N_s$) to reach a given accuracy can be calculated as follows [6]:

$$N_s = \left\lceil \frac{100 z \sigma}{rx} \right\rceil$$

(1)

where $x$ and $\sigma$ are the mean and standard deviation, respectively, of the throughput samples, $r$ is the desired accuracy in percent, and $z$ is the quantile of the unit normal distribution. This value depends on the selected confidence level. We will use a 95% confidence level and $z$ will therefore be 1.960. The symbol $\lceil \cdot \rceil$ denotes the ceiling of the argument.

Unfortunately, it is not possible to use Eq. 1 to determine the number of required samples because the throughput's mean and standard deviation of an AP under saturation are unknown in advance. Instead, we determine a lower bound for the necessary number of throughput samples to collect during the experiments to reach the desired accuracy. Eq. (1) shows that the necessary number of samples is proportional to the square of the coefficient of variation (C.o.V) (ratio of the standard deviation to the mean). According to our preliminary tests, the C.o.V. is always below 1 in our measuring conditions (i.e. variations are small due to the optimized test bed), so we use a C.o.V. equal to 1 for the lower bound of the number of samples. Since the theoretical maximum value of the C.o.V. for the 802.11 AP's saturation throughput is higher than 1, it will always be necessary to verify that the C.o.V. was below 1 after the measurements. Our assumption might fail when measuring the throughput of devices with extremely low and unstable...
performance. However, we consider such behavior a failure of the tested AP, to be treated as an exception.

Assuming the C.o.V. is 1 and using a 95% confidence level, the number of necessary samples to collect is equal to

\[ N_s = \left\lceil \frac{196}{r^2} \right\rceil \quad (2) \]

Eq. (2) shows the tradeoff between number of samples and accuracy. Increasing the accuracy (i.e. reducing \( r \)) increases the measurement duration because a larger number of samples is required. We want to reach a 3% accuracy for our measurements, which means that at least 4268 samples of 150 ms are required. This yields an estimated test duration of roughly 11 minutes for an IEEE 802.11b AP.

Finally, it is necessary to consider the data stream direction when measuring the throughput. We measure the downlink throughput, i.e. from the access point to the stations, because it is the most demanding for the access point. If there are performance limitations in the AP, they are more visible in the downlink throughput than any other stream direction. One practical advantage of the downlink throughput is that it is independent of the number of stations in the cell and the performance of their wireless card. This simplifies the set up for the measurements.

The uplink throughput is less interesting to characterize the AP’s behavior because it is dominated by the stations’ performance. The IEEE 802.11 MAC protocol places all critical operations and decisions in the sender. For instance, the sender chooses the bit rate to transmit each packet depending on its perceived quality of the radio channel. The receiver, the AP in the upstream direction, only acknowledges the reception of the frames within very strict time limits and forwards received frames towards the Ethernet backbone.

We have conducted some experiments to verify this hypothesis. Fig. 2 shows the instantaneous uplink throughput in saturation for two access points. Each dot in the figure corresponds to a throughput sample of 150 ms. During the 30 minutes’ measurements, one wireless stations transmitted WLAN packets of 1500 bytes to a destination in the Ethernet backbone as fast as possible.
Although these APs present different behavior in downlink as shown in Table I, they reach the same uplink throughput as indicated by the virtually equal insets (a) and (b) in Fig. 2. Other experiments with the rest of APs in Table I resulted in similar plots. This confirms that the station’s performance is the key in uplink throughput rather than the AP. It also confirms that the operations at the APs on incoming packets do not affect the uplink throughput. We have however observed differences in the uplink throughput.

Fig. 2 Instantaneous uplink throughput in saturation for two access points: (a) Cisco AIR 1200, (b) Avaya RGII.
when using different wireless LAN cards and drivers in the station. We have not analyzed this further since it is outside the scope of this paper.

We have also verified that the uplink throughput depends on the number of stations as suggested in [5]. Fig. 3 shows the mean uplink saturation throughput and confidence intervals of the Cisco Air 1200 AP. Six sessions are reported, three with one station and three with two stations. In line with theoretical results, the saturation uplink throughput increases when adding a second station. Similar experiments showed that the second station does not affect the downlink throughput.

Another alternative would be to measure saturation throughput using simultaneous uplink and downlink streams. This is not an interesting option. The performance problems of some APs result in the channel to be idle for short periods. These periods are filled by transmissions from the wireless station and are thus hiding the performance problems.

C. CHALLENGES TO MEASURE THROUGHPUT

We focus our work on measuring and analyzing the maximum saturation throughput of the APs. Therefore, we need to enforce all necessary conditions in order to maximize the saturation performance of 802.11 APs. The first condition is to use an environment that facilitates good radio transmissions. We use short distances between the wireless nodes, but longer than the manufacturer’s minimum distance recommendation (typically 1 meter). We scan the radio channel during the measurements to discard measurements affected by noise or interferences. The optimal test...
environment would have been an open, outdoor space with no obstacles, but it was not feasible. Hence, we used a small and closed room to minimize the influence of multi-path transmissions [7].

The characteristics of the IEEE 802.11 medium access-control protocol impose additional constraints to maximize the AP's saturation throughput. The IEEE 802.11 standard defines two different modes for the medium access-control protocol: basic access and RTS/CTS (Request-To-Transmit/Clear-To-Transmit). In order to achieve the maximum saturation throughput, we use the basic access mechanism. Kamerman and Aben showed that the basic access provides higher performance in good radio conditions [8]. The throughput also depends on the packet size. Under optimal radio conditions, the larger the packets are, the higher the throughput is [5][9]. Thus, the data streams must be made of IP packets of 1500 bytes. This is the largest possible packet size when using an AP connected to an Ethernet backbone.

Some commercial IEEE 802.11 APs provide the administrator with the possibility to customize the configuration for the deployment scenario by selecting alternative profiles. A large set of options is available and may produce different performance under our conditions. Often the set of possible AP options is too large to be extensively examined. Thus, we suggest using the vendor’s recommend configuration that guarantees full interoperability between different 802.11 implementations.

Another factor to consider is the orientation of the AP with respect to the receiving station. All APs are equipped with omni-directional antennas. But our measurements showed that the performance of some APs is reduced at certain orientations. Fig. 4 shows such an example. Fig. 4-a plots the instantaneous saturation throughput of an IEEE 802.11b access point in saturation. The samples were collected every 150 ms during one hour. The throughput is unexpectedly low for such an AP capable of reaching 11 Mbps. Fig. 4-b shows the results of the same experiment after rotating the AP 180 degrees. Throughput’s samples are still lower than expected but higher than before. Our measurement procedure includes a preliminary test to identify this type of behavior and find a non-limiting orientation for the measurements.

An unexpected problem was the influence of the offered load in the AP performance. Theoretical studies indicate that the throughput grows with the offered load until the capacity of the link is reached. Then, increasing the offered load above the channel capacity results in the same maximum throughput. Our measurements indicate that some APs show a different behavior. Their throughput reaches a maximum for certain offered load and then decreases if the offered load continues to grow. Fig. 7 shows the
influence of the offered load on the throughput for some access points. These results indicate that it is necessary to find out the offered load that produces the maximum throughput for each AP.

Finally, it is important to determine the time required for the traffic to stabilize. An AP uses the first frames of a new flow to test the channel and choose an appropriate bit rate. Different models use different schemes. Some start sending at the lowest bit rate and increase it on each successful

Fig. 4 Influence of the access point’s (AP) orientation on its throughput: (a) throughput of an AP during one minute, (b) same experiment after rotating the AP 180 degrees.
transmission, while others start from the highest bit rate and decrease it on each error. To avoid that these actions affect our measurements, the measurements start some time after the test packet stream begins. In order to determine how much time was needed, we looked at the AP’s throughput measured on every received packet during the first milliseconds of a flow. Fig. 5 presents the results from one IEEE 802.11b. Other APs produced similar plots. Fig. 5 shows that the throughput stabilizes after a small number of packets corresponding to a few milliseconds. The throughput samples with smaller values after 20 ms correspond to samples including a beacon transmission. Looking at this type of plots, we decided to wait for one second before collecting throughput samples. One second provides ample margin for the flow to stabilize.

D. MEASUREMENT PROCEDURE

The measurement procedure for each AP can be split into three phases: set up of the test bed, preliminary measurements, and saturation throughput measurement.

The set up is depicted in Fig. 6. Three computers are necessary to perform the measurements. The Ethernet node is used to generate the test packet stream on the Ethernet link. The wireless node is used to receive the test packet stream on the wireless link. The monitor node records the traffic on the wireless network for later traffic analysis and throughput calculation. The monitor and wireless nodes were collocated at 2 meters distance from the AP. One Ethernet crossover cable is used to transport the test packet stream to the AP, and an independent switched Ethernet network distributes

![Fig. 5 Throughput measured after every received frame during the first 200 ms of a new flow in an IEEE 802.11b access point.](image-url)
management information, such as time synchronization between the nodes. In fact, this set up does not require accurate time synchronization because the time stamp of the packets’ arrival is always relative to the monitor node’s clock.

We use open source code for the computers. Red Hat Linux was used as the operating system. The packet stream was generated using an open source tool called MGEN\textsuperscript{1}. This tool can generate and receive UDP/IP streams of packets with a configurable transmission rate and packet size. We use tcpdump\textsuperscript{2} in order to record the network traffic on the monitor. The link layer and IP headers are stored for data and management frames. The throughput calculation and traffic analysis were done after the measurements using software that we created for parsing the trace files generated by tcpdump\textsuperscript{3}. One piece of software extracts the throughput sample set from the trace files discarding the initial transient and reporting general statistical information (i.e. number of parsed packets, number of beacons). Another software parses the sample set produced before and computes the statistical indexes for the saturation throughput (i.e. mean, standard deviation, maximum and minimum sample values).

The proposed test bed may introduce some measurement errors. A systematic error could be introduced because of different packet propagation time. We assume that packets arrive at the same time to the monitor and wireless nodes because both computers are very close together. Another source of error could be the limited resolution of the packet time stamp. Commercial wireless cards feature a time stamp resolution of a few tens of microseconds. This does not have a significant impact in our case because each throughput sample is 150 ms long.

After the test bed is prepared, the preliminary measurements can be conducted. Their goal is to discover if an AP performs differently depending on its orientation with respect to the receiving station. If this happens, the best orientation needs to be identified. Unfortunately, an exhaustive and accurate investigation would need a very large amount of time and resources. An AP can be turned in an almost infinite number of ways. However, many times the vendor recommends an optimal mounting direction for the AP. Therefore it is always possible to restrict the investigation to the AP rotation around its vertical axis. We recommend to

\textsuperscript{1} MGEN is available at http://tang.itd.nrl.navy.mil/5522/mgen/mgen_index.html
\textsuperscript{2} TCPDUMP is available at http://www.tcpdump.org/
\textsuperscript{3} This software can be downloaded from http://www.imit.kth.se/~hvelayos/software.shtml
run at least four tests turning the AP 90 degrees around its vertical axis after each test. This procedure does not allow exactly measuring the optimal AP orientation, but only allows discovering the main antenna characteristics and selecting an adequate AP orientation. We recommend to run this test and to use the resulting best AP's orientation for the rest of the measurements.

The final step is to measure the maximum saturation throughput. Since some AP's saturation throughput depends on the offered load, the AP should be tested with all the possible loads to find the one maximizing the throughput. The only possibility to vary the offered load is to change the packet arrival rate because the test data stream is made of UDP packets of a fixed size (1500 bytes of Ethernet payload). In order to minimize the number of necessary tests, we recommend starting the first test from the highest offered load that can be carried by the wireless link. For instance, 900 packets per second (around 11Mbps) would be the starting load to test an IEEE 802.11b AP, which has a maximum bit rate of 11 Mbps. After the first test session with the highest offered load, the test is repeated decreasing the offered load by 100 packets per second each time. The test is repeated as long as the measured AP throughput increases or until the offered load is completely forwarded by the AP. The highest saturation throughput among all tests is the maximum saturation throughput and it is reached for the corresponding offered load. In the case of different offered loads producing the same AP throughput, the highest of these values is selected as the optimal one.

E. Measurement Results

We present measurement results to demonstrate the capabilities of the proposed method and to provide information about the behavior of some commercial access points. We report the results corresponding to each of the
proposed tests: average and standard deviation for the maximum saturation throughput, relation between the offered load and throughput, and influence of the orientation. These results are given for five commercial IEEE 802.11b access points from four vendors including simple models for home usage, and more sophisticated models for large-scale wireless LANs. Additional results from the tests such as uplink saturation throughput and noise levels are given in [10].

Table I presents the saturation throughput for each model. Results in the table include the mean saturation throughput, and its standard deviation, with 95% confidence level and 3% accuracy. The table also shows the maximum and minimum sample values. Each AP was measured under its optimal offered load and orientation.

The saturation throughput presents important differences among models. Model D outperforms all other models. Its saturation throughput is 40% larger that the slowest access point. Per-packet analysis confirmed that the test environment was correct and all frames were transmitted at the maximum bit rate with a negligible number of retransmission for the models A, B and E. The reason for the low throughput in these models was a larger idle time between consecutive frames compared to the model D. These models cannot transmit faster. Model C showed a different problem. It seems to be extremely sensitive to the environmental conditions. Despite our efforts to provide an optimal environment and to optimize the AP test conditions (i.e. optimal orientation and offered load), the device could not maintain a stable bit rate over long time intervals. The packet’s bit rate was alternating between 11 and 5.5 Mbps. Sometimes, the device interrupted the transmission for intervals of around 200 ms without any apparent reason.

Table I Saturation throughput with 95% confidence level and 3% accuracy.

<table>
<thead>
<tr>
<th>Id.</th>
<th>Model</th>
<th>Saturation throughput (Kbps)</th>
<th>Standard deviation (Kbps)</th>
<th>Max. (Kbps)</th>
<th>Min. (Kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Avaya RG-II</td>
<td>5158</td>
<td>69</td>
<td>6560</td>
<td>4960</td>
</tr>
<tr>
<td>B</td>
<td>Orinoco AP 1000</td>
<td>6609</td>
<td>145</td>
<td>6960</td>
<td>5520</td>
</tr>
<tr>
<td>C</td>
<td>Orinoco AP 2000</td>
<td>6636</td>
<td>612</td>
<td>7120</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>Cisco Air 1200</td>
<td>7233</td>
<td>251</td>
<td>8480</td>
<td>5520</td>
</tr>
<tr>
<td>E</td>
<td>Ericsson A11d</td>
<td>5801</td>
<td>132</td>
<td>6720</td>
<td>4480</td>
</tr>
</tbody>
</table>
This behavior impacted our measurement, but it seems to be a specific characteristic of this model. No other model experienced the same behavior in our test bed.

Common to all models is a small standard deviation compared to the saturation throughput. This indicates that their behavior is stable. Model C showed a surprisingly high standard deviation for the reasons stated above.

It is important to remember that our measurement procedure assumed that the C.o.V. was below 1. Table I shows that the standard deviation is smaller than the mean for all models. This confirms our assumption.

The measured saturation throughput is smaller than the maximum bit rate (11 Mbps) for two reasons. First, the radio and MAC layer headers are transmitted but not included in the throughput calculation. The received data is the payload of the MAC frames as defined in Sec. B. Second, the MAC protocols imposes an overhead per transmitted frame. The MAC overhead includes the transmission of an acknowledgement at 2 Mbps and some idle periods between transmissions (inter frame space).

Fig. 7 shows the influence of the offered load on the saturation throughput. The offered load is measured as the number of packets arriving to the AP’s Ethernet interface. The size of the packets is the maximum Ethernet frame and 800 packets per second is the maximum rate of the Ethernet interface. The results show two types of behaviors. Some access points, such as models B and D, maintain the saturation throughput when the offered load exceeds their bridging capacities. While others reduce the saturation throughput if overloaded (e.g models A, C, E). The reduction can be significant depending on the models. For instance, model C showed a
40% decrease of the saturation throughput. This result suggests that wireless LANs using these access points should perform admission control to maintain the offered load within appropriate limits.

Fig. 8 illustrates the effect of four different orientations in the saturation throughput. This test was made with an offered load of 800 packets per second. This value is not optimal for some APs, which explains the low saturation throughput achieved by some of them. The goal was to analyze the influence of the orientation, not to reach the maximum saturation throughput. All access points claimed to feature omni directional antennas. Models A and E showed the expected results. Their saturation throughput does not depend on the orientation. Models C and D were close to this behavior, showing saturation throughput drops of less than 10% for some angles. However, model B experienced significant throughput reduction for the 270 degrees angle. This test was repeated several times with similar results. The most probable reason is an interference created by the shape of the AP’s case or any of the components inside.

F. DETAILED ANALYSIS

The goal of our suggested measurement procedure is to obtain the mean saturation throughput with a given accuracy rather than explaining the differences in performance among APs. However, it is possible to explain the causes for each AP’s performance by looking at the trace files generated during the measurements. In this section, we report the results of such detailed analysis to explain the results shown in the section above.
Model A achieved the lowest mean saturation throughput. Fig. 9 shows the instant saturation throughput for model A during our measurements. It also presents the cumulative number of retransmissions.

Fig. 9 and the analysis of the IEEE 802.11 traffic do not show any abnormal behavior during the test that could explain the lower throughput of this model. The AP sends the beacons at regular intervals (102 ms average beacon transmission interval; no detected missing beacons). The number of retransmission at the link layer is low: 0.04% of 802.11 data frames were retransmitted (358 retransmissions over 834165 total packets). No 802.11 management packets were sent. Thus, no RTS/CTS messages, association request/reply, authentication request/reply or probing request/reply were recorded.

The number and distribution of retransmission events and the value of the throughput samples could indicate that this AP only sends data at 5.5 Mbps. To verify this hypothesis, we performed a short downlink test where we captured the radio header of the 802.11 frames to check their bit rate. This test showed that all data frames are sent at 11Mbps, so the hypothesis was not correct. Our conclusion is that the AP cannot transmit packets at a faster rate; therefore, the channel is not used for relatively large fractions of time accounting for the lower throughput.
Model B achieved a reasonable throughput, but the AP’s orientation has a significant impact on performance. Fig. 10 shows the instantaneous saturation throughput as a function of the orientation for model B and the cumulative number of retransmissions.

Fig. 10 Instantaneous saturation throughput as function of the orientation for model B and cumulative number of retransmissions.

Model B achieved a reasonable throughput, but the AP’s orientation has a significant impact on performance. Fig. 10 shows the instantaneous saturation throughput produced by this model with the best and worst AP’s orientations. The 0 degrees position corresponds to the AP’s front side
facing the client. Note the large differences in the number of retransmitted packets between the two cases.

The influence of the orientation on the throughput for model B can be explained by looking at Fig. 10. In the best orientation (90 degrees), the AP

![Fig. 10](image-url)

*Fig. 10 Instantaneous saturation throughput as function of the offered load for model B and cumulative number of retransmissions.*

![Fig. 11](image-url)

*Fig. 11 Instantaneous saturation throughput as function of the offered load for model C and cumulative number of retransmissions.*
maintains a stable instantaneous throughput with only some retransmissions. The majority of the frames are sent at the maximum bit rate. On the contrary, the number of retransmissions is very high for the worst orientation, 270 degrees. The high number of retransmissions triggers the reduction of the packet's bit rate to 5.5 Mbps. Sometimes the AP's maintains this lower bit rate for almost one minute before returning to 11 Mbps.

The most unexpected characteristics of model C were its instability and dependence on the offered load. This AP scored the second highest maximum sample value of all measurements and the lowest minimum sample value. We look at its instantaneous saturation throughput as function of the offered load to explain the high instability. Fig. 11 plots the instantaneous saturation throughput of model C during the measurements for two offered loads: 550 and 600 packets/s. The latter is the optimal load for this model.

Despite our efforts to optimize the test environment, this AP still shows unstable throughput. The analysis of the link layer traffic did not show anything unusual and the noise level measured during the experiment was typical. We could not find any external reason for the zero throughput samples in Fig. 11. It seems to be a characteristic of this model. Another characteristic is the aggressive reaction to lost packets. The number of lost packets for both offered loads is very small, yet they trigger the reduction in packet bit rate for long periods. Non-optimal loads produce more lost

Fig. 12 Instantaneous saturation throughput of model D and cumulative number of retransmissions.
packets, increasing the number of periods in which the throughput remains at the low level, and hence reducing the mean throughput. An example of this situation is illustrated in Fig. 11. Fig. 11-a plots the throughput and cumulative number of retransmission for a non-optimal offered load of 550 packets/s. It contains twice as many low throughput periods as Fig. 11-b, in which the same experiment is repeated with the optimal offered load.

Model D scored the highest mean saturation throughput of our set of APs. Additionally, it was the AP with the second smallest difference between the maximum and minimum throughput samples, which gives an indication of its high stability. Fig. 12 shows the instantaneous saturation throughput of this model during our measurements and helps to explain its characteristics.

The upper subplot of Fig. 12 confirms the high performance and stability of this model. All throughput samples are closely grouped around 7200 Kbps. There are no visible outliers. Looking at the trace file, we discovered that this model has an aggressive policy for selecting the bit rates. A lost packet does not trigger a reduction in the bit rate, but a retransmission at the same bit rate. Since the AP operates in optimal conditions, this aggressive choice results in high mean throughput.

Model E achieved a modest mean saturation throughput but showed very stable behavior as indicated by a reduced standard deviation and the smallest difference between maximum and minimum throughput samples recorded among all tested models. Fig. 13 shows the instantaneous saturation throughput of model E and cumulative number of retransmissions.
throughput of this model and the cumulative number of retransmissions. Model E’s performance shown in Fig. 13 resembles the behavior of model D, but with lower mean throughput. Model E seems to operate a similar policy to model D for bit rate selection of retransmitted packets, but achieves lower throughput due to a higher number of lost packets. The performance of model E’s radio seems to be the limiting factor.

After looking at each model’s behavior, we want to add some findings that affect several of them. Models A, B and C have a common factor: they are different evolutions of the former Lucent Inc. WaveLAN 802.11 products. All of them are based on the same radio implementation. Their architecture consists of a main unit that changes depending on the AP model, and a PCMCIA wireless card that includes the 802.11b specific hardware (i.e. MAC protocol chipset, radio modem and antenna). The wireless card used by these three APs is the same and can be exchanged between different units. The card was an out-of-the-self former Lucent, now Proxim/Orinoco or Avaya, IEEE 802.11b client card.

Additional conclusions can be drawn from our measurements knowing that the three models use the same radio interface. Model B and C showed dependence of the performance on the orientation, while model A did not. This could be expected because model B and C use the same chassis, whereas model A has a different one with the wireless card mounted in a different position.

The differences in mean saturation throughput cannot be attributed to the radio interface, but to the different implementations of the AP’s. Models B and C produce the same downlink maximum saturation throughput, but they have opposite behaviors in response to increasing offered loads. Although model C has the best hardware according to the manufacturer’s specifications, model B handles better the overload of its Ethernet interface. Model A’s lower performance can be justified by its simpler hardware.

Another reason for differences is that the three models run different firmware. Some versions of the firmware implement different policies or offer different default configurations. Consequently, they produce different results under the same test conditions. In particular, the AP’s responses to transmission errors were very different. Model B seems to be much more sensitive to radio transmission errors than the other APs. The performance degradation that was observed when increasing the offered load to this model may be related to a non-efficient firmware implementation.

To conclude this section, we want to highlight that our measurement procedure always produces the mean saturation throughput with the desired accuracy despite the large differences in performance and characteristics of the analyzed APs. The analysis of the trace files generated during the
measurements permits to discover the causes of the differences in performance. Therefore, we can conclude that our proposed measurement procedure was successfully validated. Additionally, we have shown that looking at the maximum downlink saturation throughput, and the necessary conditions to reach it, is useful to compare the performance of different APs.

G. CONCLUSIONS

We presented a method to measure the maximum saturation throughput of IEEE 802.11 access points, including the test bed setup, the software tools and the mathematical support for processing the results. The saturation throughput was defined as the throughput when there is always a frame ready to be transmitted in the access point, and reaches the maximum for optimal transmission conditions, offered load and AP’s orientation. The saturation throughput was chosen as the figure of merit to characterize the performance of access points because it represents the upper bound for the AP’s throughput. Our method provides three results for each access point: the mean maximum saturation throughput, the dependence of the throughput on the offered load, and an estimation of the influence of the orientation.

We used this method to measure and analyze the performance of five IEEE 802.11b access points. The analysis produced the following results. There are significant differences in the maximum saturation throughput between models. The reasons include a variable time between consecutive frames generated from an AP due to internal performance limitations, and the transmission of some frames at bit rates lower than the maximum one. Increasing the offered load to the access point’s Ethernet interface does not always increase the downlink throughput; a few access points present a downlink throughput reduction when the offered load exceeds their bridging capabilities. Some access points exhibit better performance in certain positions with respect to the mobile stations.
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Abstract – Limitations in the range estimation techniques due to the indoor radio propagation prevent a broader spread of WLAN positioning. We analyze in this paper the two more promising range estimation techniques for wireless LANs. Firstly, we examine the predominant option, range estimation based in received signal strength (RSS). Our measurements illustrate its shortcomings: lack of accurate radio propagation models and difficulties to build experimental radio maps. Then, we discuss the problems with range estimation based in time of arrival (TOA): the resolution of the frame timestamp and the need for synchronized clocks between access points and stations. To overcome the last problem, we suggest a novel technique to estimate the increment in propagation time without synchronized clocks.
1 Introduction

Techniques for range estimation in wireless communications have been studied for several years now. Some of these techniques were successfully applied to existing wireless systems to provide positioning. In particular, positioning is featured in outdoors wireless systems. GPS is been in operation for some years using dedicated satellite receivers, and cellular phones with positioning capabilities will be roll out this year.

However, positioning for wireless LANs (WLAN), the dominating technology in high data-rate indoor wireless systems, is not expected to be widely available in the near future. Several studies have been published, and some companies are offering commercial products [1]. But limitations in the range estimation techniques due to the indoor radio propagation prevent a broader spread of WLAN positioning.

We analyze in this paper the two more promising range estimation techniques for wireless LANs. Firstly, we present the shortcomings of range estimation based in received signal strength (RSS). Then, we discuss the problems with range estimation based in time of arrival (TOA).

2 Limitations of range estimation based on Received Signal Strength

The predominant option for range estimation in WLAN is to leverage the dependence of received signal strength on distance. As the signal propagates from the access point (AP) towards the receiving station, its energy reduces. If a station measures the received signal strength, and it knows the transmitted signal strength and how the signal strength reduces with distance (i.e. the radio propagation model), it can estimate the range to the AP. The technique is simple, but several factors complicate its application to wireless LANs.

In wireless LANs, the transmitter selects the transmitted power depending on the environmental conditions and the receiver does not know the used value. If this information would be necessary at the receiver for range estimation, it should be included in the frame header. While this can be easily done, it is not desirable because it increases the overhead per frame, and thus it reduces the channel capacity for user data.

A more challenging problem is the need for an accurate radio propagation model. The model must predict the RSS as a function of the distance. In case of free space propagation, the model is well known:
\[ P(d)[dBm] = P(d_0)[dBm] - 10n \log\left(\frac{d}{d_0}\right) \] (1)

where \( P(d) \) is the received power at some distance \( d \), \( P(d_0) \) is the transmitted power measured at a reference distance \( d_0 \), and \( n \) indicates the rate at which the path loss increases with distance. In free space, \( n \) is 2, but it is a challenging calculation for indoor WLAN because the path loss must account for refraction, reflection, attenuation and the obstacles found in the path. A reasonable approximation for \( n \) in the 2.4Ghz band is 3.5 [2]. Other researchers found that a static value for \( n \) cannot accurately model the indoor RSS. They suggest including in the model the actual number and type of relevant obstacles in the path. For instance, Seidel and Rapport proposed including the number of floors in the path [3], while Bahl and Padmanabhan opted for the number of walls [4]. Although these models are more accurate for RSS prediction, they cannot be used for range estimation because the position, and thus the number of obstacles, is unknown a-priori.

Our experiments confirm that the free-space model cannot be accurately adjusted via calculating \( n \) to describe indoor propagation. Figure 1 presents the result of our measurements. The upper plot shows the received signal strength versus distance for Line-Of-Sight (LOS) propagation in the corridor of an office. The measured RSS values are represented by dots and taken at different distances. Since this situation should be similar to free-space propagation with a different value for \( n \), we tried to calculate \( n \) using a nonlinear least square method to minimize the error of the resulting model to the measured values. The continuous line in the upper plot represents the model. The measured RSS values appear scattered around the model, indicating the model does not fit properly. The lower plot shows what would be the range estimation error when using the model for different distances. This second plot shows that the error can be up to 10 meters, even in short distances.

Our measurements also indicate that a 3 segment piece-wise linear function would fit better the measured points. The RSS seems to decay fast with distance between zero and 12 meters range, and for ranges larger than 28 meters. But it is almost constant between 12 and 28 meters range. However, we have not found any study following this approach.

Bahl and Padmanabhan found similar limitations when using propagation models, so they suggest substituting the general model for an empirically-built model [4]. They found that location accuracy improved if a map of the RSS was constructed by measuring the RSS at different points in the area of...
interest. The mobile station can find its position by comparing the received signal strength with the information in the map.

Figure 2 presents the RSS map for an office floor. It was created by measuring the RSS corresponding to the beacon broadcasted from the access point at position (22,14) (shown by a black dot in the figure). We took measurements at 25 locations distributed around the office. Each measurement is the average of the RSS of 10 consecutive beacons. A linear interpolation was used to calculated values in between measured locations. The figure shows, color-coded, the resulting RSS in dBm.

While creating the map, several limitations of this approach were revealed. First, this map is only valid for a particular WLAN card model. Large differences were observed when using cards from different vendors. Second, the map changes with the orientation and height above the floor of the measuring laptop. Third, there are large connected areas with the same RSS. A laptop could be moved from some offices to the office besides crossing the corridor and still measuring the same RSS. Fourth, there are several unconnected areas with the same RSS. This means that a single reading of the RSS cannot determine the position in the map, but a set of possible locations.

The solution to this last problem is recording the RSS as the mobile station moves. The sequence of RSSs is likely to be unique. This approach has been
positively evaluated in [4]. However, recent studies on the usage of WLANs showed that the users do not move when using the WLAN connection [7]. They remain mainly static. Therefore, this scheme can hardly be used in practice.

We can conclude that the lack of good radio propagation models for indoor environments limit the accuracy of range estimation based on RSS. An alternative would be to use empirically-built RSS maps. But they require a non-changing environment (e.g. fixed furniture) and using always the same WLAN devices. So, different range estimators should be researched.

3 Limitations of range estimation based on time of arrival measurement

A promising alternative for range estimation in WLAN is measuring the propagation time. The radio signals propagate at the speed of light, so if a station knows when the signal left from the AP and measures when it arrives (time of arrival), it can calculate the propagation time and convert it to the distance to the AP. This technique presents the following limitations when applied to wireless LANs.

The resolution in the range estimation when using time of arrival is limited by the resolution of the frame timestamp. Since the propagation of the radio signal is approximately the speed of light, a timestamp resolution of 1 ns would yield a position resolution of 30 cm. However, such high resolution cannot be achieved due to the regulatory restrictions in the 2.44 and 5.78 GHz bands used for wireless LANs. A practically reachable resolution is 3.8 meters [5].

![Figure 2: Measured received signal level in dBm (color coded) as a function of position](image)
The multipath propagation is one of the major sources of error in TOA measurements. Multipath propagation means that the radio signal reaches the receiver via a Non-Line-Of-Sight (NLOS) path when an obstacle blocks the direct path. This makes the receiver appear further away than it actually is. This problem is particularly acute for outdoor wireless positioning. In this area, several models have been proposed to estimate the multipath error (e.g. [6]). However, multipath error is not a major concern for TOA measurements for indoor wireless LANs, particularly when the resolution is already limited to roughly 4 meters due to regulation restrictions. The short distance between access points and receivers, the limited transmitted power and the materials typically used inside buildings contribute to minimize the relevance of the multipath error.

On the other hand, an important source of error is the architecture of wireless LAN receivers. A typical receiver runs an operating system (OS) in the main board that interfaces with the wireless LAN card via interruptions. The WLAN card internal processor triggers an interruption upon the reception of a frame. The OS will set the timestamp when the interruption is attended. This scheme cannot guarantee a timestamp with a resolution of few nanoseconds as required for range estimation. The load in the operating system can delay the attention of the interruption up to several microseconds.

Moving the timestamp from the OS to the processor in the WLAN card is not plausible. The OS needs the timestamps in the frames referred to the same clock regardless of their incoming interface. Maintaining synchronized clocks among all interfaces with a resolution of nanoseconds is not feasible to implement.

We find a better approach to have two timestamps per frame. The frame would be stamped firstly by the WLAN interface with very high resolution. Then it would receive a second timestamp indicating its reception by the OS. The first timestamp would be used for range estimation; while the OS kernel would use the second to sort frames by time of arrival. This approach is currently implemented in the Linux beta drivers for Prism-based WLAN cards\(^1\). Unfortunately, current WLAN chipsets feature a 1-microsecond resolution in the timestamp, which is far from the needs for TOA range estimation. Since this resolution is enough for the operation of the WLAN channel access procedure, it is unlikely that chipset manufacturers will improve the resolution.

Another problem when using time measurements to estimate range is the need for synchronized clocks when using TOA or TDOA. It is not feasible to

\(^1\) http://www.shaftnet.org/~pizza/software/capturefrm.txt
have a GPS receiver or an atomic clock per access point or mobile station, thus remote synchronization is required. But state of the art remote synchronization protocols, such as Simple Network Time Protocol (SNTP), cannot keep clocks synchronized in a range shorter than microseconds [8].

To overcome the problems with clock synchronization, we have designed a method to measure the increase in propagation time that does not require it. We suggest using the beacon reception time to estimate the increase in distance from the receiving station to the access point. The beacon is a management frame broadcasted at regular intervals. Each beacon includes, among other information, the time interval to wait for the next beacon.

Figure 3 presents our proposed procedure. It shows the events at the AP and station during the transmission of two consecutive beacons. Firstly, in the AP the first beacon appears on the air after $T_{R1}$, which is the transmission time for the first beacon. The second beacon is generated after the beacon interval ($T_{B1}$) and appears on the air after its transmission time $T_{R2}$. The beacons are received at the station after their corresponding propagation delay $T_{P1}$ and $T_{P2}$, respectively. The station measures the time between the arrivals of the beacons, shown as $T'_{R1}$.

After the reception of the second beacon, the station can calculate the increase in propagation delay as follows:

$$T_{B1} - T'_{B1} = (T_{R1} - T_{R2}) + (T_{P1} - T_{P2}) = (T_{R1} - T_{R2}) + \Delta T_P \quad (3)$$

**Figure 3: Relation between beacon transmission and reception**
In Equation (3), the transmission times $T_{R1}$ and $T_{R2}$ are the only unknown. The station measures the time between received beacons $T'_{B1}$, and the beacon interval $T_{B1}$ appears in the header of the first beacon. The station can calculate the transmission time with some extra information. The transmission time is the time that needed the access point to gain access to the channel for the beacon transmission. It depends on the cell traffic, but the station can calculate it since the WLAN MAC protocol operation mandates a constant monitoring of the channel usage.

The channel access procedure to transmit the beacon is as follows. When the beacon is ready to transmit, the AP waits until the current transmission, if any, finishes. This is the initial waiting time. Then, it randomly chooses a number between 0 and 31. This is the number of 50 microsecond slots that the channel must be idle before the AP can transmit. Since the station monitors the channel, it can calculate the transmission time if the initial waiting time and the number of slots is known. Unfortunately, these values are not included in the beacon information. We suggest including them to permit time-based range estimation in WLANs. This extension of the beacon payload would not noticeably damage the capacity of the radio cell because it only affects to the beacons, not to regular data frames.

We would like to mention that the hidden node problem could not affect the correct calculation of the beacon’s transmission time. In a WLAN cell, it is possible that two stations A and B communicate with the AP, but they cannot sense each other. A is said to be a hidden node to B and vice versa. A

![Figure 4: Comparing beacon’s propagation delay increase between non-consecutive beacons](image-url)
could temporarily consider the channel idle while B is transmitting to the AP, but it will discover the mistake when the acknowledgement sent from the AP to confirm the reception of B’s frame is received. Thus, A can detect the hidden node problem and discard the incorrect transmission time measurements.

Due to the limited resolution of the frame timestamp mentioned above, the procedure as described in Figure 3 can only detect the movement of the stations if it is larger than 4 meters between consecutive beacons. Since the beacon interval is typically 100 ms, this would mean that the station’s speed is at least 144 kmh. To be able to detect more realistic station’s speeds, we suggest comparing the increase in propagation delay between one reference beacon and later non-consecutive ones until a 4 meters movement is detected. At this time, the last beacon would be the new reference for future comparisons and the range estimation would be increased or decreased by 4 meters.

Figure 4 shows this situation. Propagation delay for beacon 1 can be directly compared to propagation delay for beacon 4 using the following formula:

\[
\sum_{i=1}^{3} T_{Bi} - \sum_{i=1}^{3} T'_{Bi} = (T_{R1} - T_{R4}) + (T_{P1} - T_{P4}) = (T_{R1} - T_{R4}) + \Delta T_P
\]  

Equation 5 shows the general formula to compare the increase in propagation delay between the first beacon and an arbitrary later beacon \(n\):

\[
\sum_{i=1}^{n-1} T_{Bi} - \sum_{i=1}^{n-1} T'_{Bi} = (T_{R1} - T_{Rn}) + (T_{P1} - T_{Pn}) = (T_{R1} - T_{Rn}) + \Delta T_P
\]  

Finally, we should indicate that this method measures increases or decreases in the distance between the AP and station in steps of 4 meters. To determine the physical position of the station with respect to some reference system, one initial position of the station must be known.

4 Conclusions

Several research studies and commercial products suggest using the received signal strength (RSS) as the range estimation for positioning in WLANs. We have analyzed its limitations and shown the difficulties to
overcome them in practice. We have also looked at a promising alternative, the time of arrival (TOA) range estimation. We found that it could perform better in practice since the impact of the surrounding environment would be less important. But real life experiments are not possible due to the low resolution in the timestamp of the current WLAN chips. Nevertheless, we have suggested a novel approach to measure the variations in range between the AP and the station that does not require synchronized clocks.
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