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Abstract

The ORC Method (Optimised RC-networks) provides a means of modelling one- or
multidimensional heat transfer in building components, in this context within building
simulation environments. The methodology is shown, primarily applied to heat transfer in
multilayer building components. For multilayer building components, the analytical
thermal performance is known, given layer thickness and material properties. The aim of
the ORC Method is to optimise the values of the thermal resistances and heat capacities
of an RC-model such as to give model performance a good agreement with the analytical
performance, for a wide range of frequencies. The optimisation procedure is made in the
frequency domain, where the over-all deviation between model and analytical frequency
response, in terms of admittance and dynamic transmittance, is minimised. It is shown
that ORC’s are effective in terms of accuracy and computational time in comparison to
finite difference models when used in building simulations, in this case with IDA/ICE.
An ORC configuration of five mass nodes has been found to model building components
in Nordic countries well, within the application of thermal comfort and energy
requirement simulations.

Simple RC-networks, such as the surface heat capacity and the simple R-C-configuration
are not appropriate for detailed building simulation. However, these can be used as basis
for defining the effective heat capacity of a building component. An approximate method
is suggested on how to determine the effective heat capacity without the use of complex
numbers. This entity can be calculated on basis of layer thickness and material properties
with the help of two time constants. The approximate method can give inaccuracies
corresponding to 20%.

In-situ measurements have been carried out in an experimental building with the purpose
of establishing the effective heat capacity of external building components that are
subjected to normal thermal conditions. The auxiliary wall method was practised and the
building was subjected to excitation with radiators. In a comparison, there were
discrepancies between analytical and measured effective heat capacities. It was found that
high-frequency discrepancies were to a large extent caused by the heat flux sensors. Low-
frequency discrepancies are explained by the fact that the exterior climate contained other
frequencies than those assumed in the interior climate.

Key words: Building component, building simulation, heat transfer, thermal
performance, frequency response, RC-network, finite difference model.
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1 Scope

Thisthesis focuses to alarge extent on thermal frequency response of multilayer building components.
Thework istherefore relevant to thermal performance of building components; how thermal
performance can be characterised, how thermal performance can be modelled and experimentally be
validated. The target reader group is therefore scientists within the research field of heat transfer in
buildings.

Within the scope of thisthesis, the thermal performance of multilayer componentsis characterised with
applicationsin the Bode diagram, which is awell-know way of putting forth transfer functions. In this
application, the Bode diagram is used to analyse the thermal performance of multilayer building
components, in terms of what type of response is obtained for various frequencies of thermal processes.
The frequency response can be that of a semi-infinite solid, or that of asimple mass or it can be purely
resistive. The admittance procedure and dynamic transmittance (Danter 1973, Milbank and Harrington-
Lynn 1974) are key issues within this context. Attention isfocused at which frequencies achangein
these types of responses occur on basis of material layer properties and layer order within building
components. These frequencies are here called switching frequencies.

An informative quantification of frequency responseisthe entity called effective heat capacity.
Actually, thisterm iswidely accepted and used, though the definition is not clearly defined. A
discussion is put forth on the use of two models that serve as a basis for the definition, on the choice of
boundary conditions, and within what context this term will or may be used. Pros and cons for the use
of one of the two models are stated from a physical point of view and also from amore practical sense.

I n-situ measurements have been performed on various building components as to experimentally
validate this entity, where measurement methodol ogy and data treatment are important factors that
influence the final results.

Moreover, the frequency domain analysis can be used to study the performance of thermal models that
are composed of chains of thermal resistances and heat capacities, such as those of finite difference
methods and RC-networks. For a given building component, the analytical thermal performance can be
calculated with frequency domain solution of the heat conduction equation. The thermal performance of
the model can be eval uated against the analytical performance within the frequency domain. An
implication of thisistherefore to optimise the thermal model with respect to model inaccuracy, boundary
conditions and thermal processes within the simulated system. Thisis conveniently done by means of
optimised RC-networks (ORC'’s) that represent multilayer building components. The ORC method is
used for optimising the parameters of an RC-network within the frequency domain. When the agreement
between analytical and model performance can be considered to be adequate, the ORC can be used in
time domain simulations, such as building simulation programs. Modelling and results from the building
simulation program IDA/ICE are shown, where a comparison is made when building components are
modelled with finite differences or with ORC’s. ORC'’ s are convenient for modelling multidimensional
heat transfer, such as dynamic heat flow through thermal bridges and ground heat loss (Mao 1997).

Special attention has been given to a set of proposed drafts and accepted standards within building
physics. Since the results of calculation procedures of these standards are dependent on building
component types - much due to climatic circumstances and national building traditions - it is necessary
to test and validate these codes with application on national factors. Also, it is necessary to review the
background theory and definitions within the standards, as to check that these conform to the state-of-
the-art of the field of application. Parts of three standards are frequently referred to in one way or
another within thisthesis. These are:

prEN 1S0 13786: 1998 E. Thermal Perfor mance of Building Components - Dynamic thermal
characteristics - Calculation methods CEN/TC 89/WG 4/N176, Brussels.

EN 832 (1998). Thermal performance of buildings - Calculation of energy use for heating -
Residential buildings. European Committee for Standardisation (CEN), Brussels.

EN SO 13370 (1998). Thermal performance of buildings — Heat transfer via the ground —
Calculation methods. European Committee for Standardisation (CEN), Brussels



It should be noted that the aim of thisthesisis not to validate these standards. Comparisons are made
since thiswork and these standards have common fields of application, unless the standards have
directly been used to provide numerical results.

Thethesis summarises the six papers that are included as appendices. Consequently, the aim of thisfirst
part isto highlight important issues presented in these six papers, to underline conclusions and to tie up
"loose ends” between the papers. To aminor extent, some issues may be re-discussed asto give
another viewpoint.



2 A brief overview of this thesis

Thisthesisisasummary of six papersthat are enclosed. These papers primarily evolve the applications
of one of the most fundamental equations within building physics, namely Fourier’s equation for heat
conduction in solids. The work made here isto alarge degree based on the application of the frequency
domain solution on multilayer building components, especially on the characterisation and the
modelling of building component thermal performance. Thisfield is by no means new, but it isindeed
significant and necessary as reflected in aproposal to European (EN) and international (1SO) standard
with thetitle” Thermal Performance of Building Components®. For thisreason, a series of articles have
been produced with thetitle” Thermal Performance of Multilayer Building Components’. This seriesis
composed of totally four papers and are inserted in the end of this thesis under the chapters called
Paper 1to 4. Y et, each paper has been written so that it can be read as a stand-alone paper. Two
additional paperswith applications on heat transfer are included.

Thetitle of thisthesis, “The ORC Method — Effective Modelling of Thermal Performance of Multilayer
Building Components’, has the intention of summing up the contents of this thesis with respect to the
methodology used for determining one (or multidimensional) heat transfer in building components. The
analytical frequency domain solution of the heat conduction equation provides the “true” thermal
performance of the building component. Thisthermal performance can be modelled, in the frequency
and in the time domain, by means of RC-networks. When the parameters of an RC-network are
determined as to give the model athermal performance that agrees well with the analytical performance,
for awide range of frequencies, the outcome is an optimised RC-network (ORC). RC-networks are chains
of thermal resistances and heat capacities (i.e. lumped parameter models) that can comprise asingle heat
capacity, for example an effective heat capacity, to more complex configurations, such the 5-node ORC
configuration asillustrated on the cover.

Thefirst paper (Paper 1) within the series, “The Thermal Performance of Multilayer Components -
Applications of the Bode Diagram” contains fundamentals on the methodology used and serves as a
platform for the other papers within the series. More specifically, the entities thermal admittance and
dynamic transmittance are stated. These heat transfer functions, which are thermal performance
characteristics of abuilding component, are conveniently displayed in the Bode diagram. The Bode
diagram iswidely used for example within automation and control theory. Within the current application,
it servesasavisual aid asit revealsif the response of a building component is that of asimple mass, a
pure thermal resistance or the semi-infinite solid. Switch frequencies quantify when thereisachangein
thermal performance. The Bode diagram also visualises asymptotes of admittance. Thisis penetrated to
agreater extent in the second paper, but within the scope of the first paper, asymptotes and switching
frequencies can be used for discretisation of cell size of afinite difference model applied to abuilding
component. Model and analytical performance can be plotted in the Bode diagram, to be directly
compared. This provides background theory to the fourth paper, where the optimised RC-network
method (ORC) isintroduced.

The second paper within the series (Paper 2) deals with the effective heat capacity of multilayer building
components and is closely related to the proposed EN 1SO standard on dynamic thermal performance of
building components, prEN 1SO 13786 (1998). In this paper, adiscussion is put forth on what and how
the effective heat capacity of abuilding component can be defined and determined. The main content of
the paper isaproposal of anew method on determining the effective heat capacity by means of real
numbers only: the material layer thermal properties and thickness. The ” correct” (analytical) value
involves calculations using real and imaginary numbers. The new method can be used as a complement
to the present normative method of Annex A of prEN 1SO 13786, since the method gives more reliable
results than the proposed standard. The method gives an inaccuracy that in general isless than 20%.

The aim of the third paper isto validate effective heat capacity procedures experimentally (Paper 3 with
the sub-title “ Experimental Assessment of the Effective Heat Capacity”). M easurements were performed
with the auxiliary wall method. The heating system of an experimental building was subjected to a
Pseudo Random Binary Sequence (PRBS) to excite building components. The thermal response of
various building components was recorded. Monitored data was transformed into the frequency domain



with Fast Fourier Transform (FFT), for calculation of the measured effective heat capacity. A
comparison between theoretical and measured results shows adequate agreement. The paper also
focuses on sources of experimental errors and shows that the choice of boundary conditionsin the
definition of effective heat capacity has alarge influence on the result.

The fourth and last paper within the series concerns the optimisation of RC-networks asto give
equivalent thermal performance as multilayer components. Having been stated in the first paper, the
method for comparing model and analytical performanceis essential in the optimisation procedure. The
optimisation procedure involves minimising model performance deviation for awide range of
frequencies. Various RC-network configurations are shown, as well astheir fields of application. Again,
the definition of the effective heat capacity is discussed, since this entity is based on the configuration
of asimple RC- (or C-) network. This paper also shows differencesin ORC performance as opposed to
the performance of a conventional finite difference model within the building simulation program
IDA/ICE. Results of an ORC with five mass nodes give good agreement with results from a detailed
finite difference model, but the ORC requires less computational time. A discussion isalso put forth on
the subject of modelling multidimensional heat transfer with ORCs. These are very efficient for this
purpose and the method has been practised (Akander et al 1996, Mao 1997), but this applicationis
beyond the scope of thisthesis.

Papers 5 and 6 are beyond the scope of the series entitled ” The Thermal Performance of Multilayer
Building Components’. However, Paper 5, with thetitle " The Effect of Thermal Inertia on Energy
Requirement in a Swedish Building — Results Obtained with Three Calculation Models’, is closely
related to this series. This paper shows by means of simulations that the thermal inertia of abuilding has
an influence on energy requirement of amultifamily building situated in a northern climate. Whereas two
co-authors of the paper used detailed building simulation programs (TSBI3 and BRIS), the author of this
thesis utilised the cal culation procedure of European Standard EN832 (at the time it was a proposed
standard). The simplified calculation procedures of prEN832, that makes use of the effective heat
capacity of abuilding, gave results that agreed well with results of far more detailed simulation program
TSBI3. A special note should be made at this stage: the proposed effective heat capacity procedure,
that was a part of prEN832, that was at the time of working defined differently than at present.

Paper 6 is more or less miscellaneous within the frame of this dissertation. Having thetitle ” Reducing
Ground Loss from aHeated Underfloor Space — A Numerical Steady-state Case Study”, thiswork is
limited to steady-state cal culations, focusing on heat |oss from a heated underfloor space. The aim of
that work was to reduce heat 10ss and system temperatures without affecting heat delivered to theliving
space, nor the building method for erecting the house. A comparison was made between results from
modelsin two- and three dimensional heat transfer aswell as calculated U-values from applicationsin
EN SO 13370 (1998). The agreement between 2-D and 3-D numerical models was very good. The U-
value for aslab-on-ground according to the EN-1SO cal culation procedure was considerably lower than
for the numerical models. An EN-1SO equation was modified as to give the U-value of the heat
transmittance from a heated underfloor space. The modified equation gavereliable results. As
measurements and cal culations on air infiltration in the underfloor space were conducted, the paper
concluded that infiltrating air should be included in the heat balance of the underfloor space.

At the time that this doctoral dissertation was sent for publication, the status of the papers were:

PAPER 1: Submitted to Nordic Journal of Building Physics.

Akander J. and Jéhanneson G. The Thermal Performance of Multi-Layer Components - Applications of
the Bode Diagram.

PAPER 2: Submitted to Nordic Journal of Building Physics.

Akander J. The Thermal Performance of Multilayer Building Components - A Method for Approximating
the Effective Heat Capacity.

PAPER 3: Submitted to Nordic Journal of Building Physics,

10



Akander J. The Thermal Performance of Building Components — Experimental Assessment of the
Effective Heat Capacity.

PAPER 4: Submitted to Nordic Journal of Building Physics and revised

Akander J. The Thermal Performance of Building Components— The Methodology of ORC and
Applications.

PAPER 5:; Published in International Journal of Low Energy and Sustainable Buildings.

Norén A., Akander J., Isfélt E. and Soderstrom O. (1999). The Effect of Thermal Inertiaon Energy
Requirement in a Swedish Building — Results Obtained with Three Calculation Models.
International Journal of Low Energy and Sustainable Buildings, Vol 1. Available at
http://www.bim.kth.se/leas
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3 Background

Thisthesisis adocumentation of some of the results obtained from primarily two major projects. The
first is”Energifloden i byggnadskomponenter - berékningsmetoder - simuleringar”, which resulted in the
licentiate thesis " Efficient Modelling of Energy Flow in Building Components - Parts 1 and 2”
(Akander 1995). To alarge extent, the work focused on the modelling of multilayer building components
by means of optimised RC-networks (ORC’s). The outcome was implemented within the building
simulation program IDA/ICE. Thisdid not mean that the devel opment of optimisation procedures ended
at the time when the project was officially terminated. Further development is summarised within this
thesis.

The second project bears the name ” Tva smahus pa Roskar” (in English: ” Two residential houses at
Roskar”). The so-called Réskér project wasto allow the erection of experimental buildings by industrial
companies and thereby to have special technical building solutions theoretically and experimentally
analysed. Thiswastherole of the Division of Building Technology within the Department of Building
Sciences at KTH. Despite the depression within the Swedish national economy during the early and
mid-nineties, which hit hard on the building sector, two experimental buildings were erected. One was
the IEA house, which was built by the division and financed by the Swedish Council of Building
Research. AB Svensk Leca built the other house. The main objective of the first stage of the project was
to study the influence of heat capacity on energy requirement. For thisreason and also due to that the
division under the leadership of Professor Gudni J6hannesson has atradition of using frequency
response analysis as method to tackle heat transfer problems, the effective heat capacity played an
important role within the project. At the same time, Sweden is subject to a set of new European
standards, whereof two as a matter of fact involve the so-called effective heat capacity. In one of these,
which currently is adraft, the effective heat capacity is defined (prEN 1SO 13786:1998 E. Thermal
Performance of Building Components - Dynamic thermal characteristics - Calculation methods). The
other is a calculation method for determining the energy requirement of aresidential building, EN 832
(1998), that makes use of the effective heat capacity when the thermal inertia of the building istaken into
account. The Roskar project was therefore a golden opportunity for investigating the role of heat
capacity on energy requirement, to review what the term effective heat capacity means and how it may
be defined and measured, what results can be expected and how these are to be interpreted and used.
The project has also |ead to a communication and information exchange between the university and
industrial parties, with industrial application of results. More general information on the Réskér project
can be found in (Johannesson 1994) and (Akander and Jéhannesson 1997).



4 Thermal frequency response

Thermal frequency response is a central issue within thisthesis. Reasons for analysing thermal

behaviour in terms of frequency response are the following.
Thereisafrequency domain solution to the Fourier’s heat conduction equation if the considered
systemislinear. This means that analytical analysis can be made on thermal performance.
Thermal performance can be characterised by using the definition of admittance and dynamic
thermal transmittance, which are frequency dependent transfer functions.
The effective heat capacity can be defined and calculated on basis of admittance.
Thermal models composed of chains of thermal resistances and heat capacities, such asfinite
difference and RC-network models, can be optimised within the frequency domain asto give desired
model accuracy. Model performance deviation can be determined since the analytical performanceis
known. By means of the w-RC transform, these models can be used in time domain simulation
programs.
Multidimensional heat transfer in building components can be modelled with simple one- or
multidimensional RC-networks. The multidimensional heat transfer of the building component can be
modelled by means of finite difference programs that determine admittance and dynamic
transmittance of various surfaces. Thisthermal performance can be modelled with simplified
equivalent RC-networks. This point is beyond the scope of this paper, but is nevertheless a strong
reason.
Theory can experimentally be validated, even though a mathematical transformation of time domain
datainto the frequency domain (or vice-versa) is necessary.

A mandatory criterion that hasto be fulfilled in frequency domain calculationsisthat the systemis
linear. Inthisthesis, it is mainly multilayer plane building components that are studied. If the building
component isto belinear, all material properties and layer thickness have to be constant. For alinear
system, each frequency component of a variable can be superposed. If the thermal entitiesin question
aredensity of heat flow (heat flux) g and temperature q at the two surfaces, these can be represented

as the sum of the steady state component and the sum of each frequency component, or mathematically
formulated such that

¥
q=0+3 q (1a)
j=1
and
_ ¥ -
a=9+a q; (1b)

Here, g and a depict the steady state component (i.e. the mean value of along time series). The terms

q; and a j represent heat flux and temperature oscillation for one frequency. If the considered seriesis
timelimited, ¥ issubstituted by an integer.

4.1 Thethermal performance of multilayer building components

4.1.1 Thefrequency domain solution of the heat conduction eguation

Thisthesis evolves around the solution of one equation. This equation is the heat conduction equation
that was originally stated by Fourier. The equation, without a heat source term, isfor heat transfer in
one dimension expressed as

13
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T @

Here, a isthermal diffusivity of the material, x space co-ordinate and t time.

Various scientists have derived a frequency domain solution to the heat conduction equation. Some use
the penetration depth of a heat wave, such as Claesson et a (1984) and also prEN 1SO 13786 (1998). The
set of equations used here were as formulated by Carslaw and Jaeger (1959). A heat transfer matrix of a
sinusoidally excited slab was defined such that

G0 A, B, UG 0
oo Bl &)
@ng &1 Dioglh g

Sinusoidal surface heat flux (density of heat flow rate) and surface temperature oscillations are denoted
by g and g . These are functions of one angular frequency w, here depicted by the superscript ”~".

Surface 0 isthe excited surface, whereas surface n is the obverse surface that is subject to different
boundary conditions discussed |ater. The heat transfer matrix contains complex elements, here

A, = cosh(k 4 (L+1)) (43)
sinh{k ¥ (1+i))

Bl =- W (4b)

C, =-1 %(1+i)ssinh(k % (1+1i)) (40)
D, =cosh(k % (1+i)) (4d)
with
K=|—  and a=—'_ (4e)
2xa r

The determinant of the heat transfer matrix of a plane component is always unity.

For amultilayer component, the heat transfer matrix of the component is the product of the heat transfer
matrix of each material layer. The matrix multiplication result in a2x2 heat transfer matrix

Q%U €A ByUéA, ByueA Blueqou 6A Bueq)u

®)
eqnu SCS D3ugC2 Dzugcl Dluéqou SC Duélou

The theory assumes that the system islinear. Each frequency component can be treated separately.
Input values give oscillations of heat flux or temperature with the same frequency.

~ | - admittanc transmittance
R ERLEN >
_ c _
qO On
—> —>
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Figure 1: Totheleft: Material parameters, temperature oscillation and heat flux direction for a
homogeneous slab. To theright: Illustration of admittance and transmittance (see section 4.1.2).

4.1.2 Admittance and dynamic transmittance

The admittance procedure, introduced by Danter (1973) and Milbank and Harrington-Lynn (1974), isa
way of defining frequency response of a building component. Admittance is the quotient of heat flux
and temperature oscillation at one surface of the component, thus having the unit W/(m?K). Admittance
has direction, and is defined positive on leaving the component via the surface, seefigure 1.

v, =- & ©)
(oK

Admittance isinfluenced by the boundary condition at the other surfaces. Here, applied to amultilayer
building component, the admittance of surface 0 is such that

Y%= =) (78)
Yo=< (d,=0) (7b)
Yo :% (~n :C|~o) (70)

Dynamic transmittance depicts heat flow at surface n due to atemperature oscillation at surface 0.
Dynamic transmittance is the same in both directions, differing only by aminus sign.

T, =20 ®
%D
The definition gives that
1 ~
To=7 ,=9) ©

Thissection isin more detailed described in Paper 1, including referencesto related work by other
authors.

4.1.3 Informative asymptotes of admittance

When the value of angular frequency w can be considered to be high or low, admittance convergesto a
certain value, see the appendix of Paper 2. For ahigh frequency thermal process, the value of admittance

approaches
Y, =- /lerl#(lﬂ) (10)

Thisisthe response of the semi-infinite solid, where the magnitude is 4/l ; xr ; xc; »w W/(n?K) and
phase shift -135°. The value isindependent of the boundary condition at surface n.

If the considered thermal process takes place at a node that is coupled to the surface of abuilding
component by means of athermal surface resistance, Ry for example, admittance converges to the

value

15



y (1)

.1
Rsi

Here, theindex i represents an internal node, such as arepresentative indoor air node.

If the thermal processis of alow frequency nature, the response will be boundary condition dependent,
and in the case of multilayer components also influenced by material layer order. The asymptotic values
for ahomogeneous slab are such that

Y, » -% @, =9 (123)
Y, » -iwx ¥ (g, =0) (12b)
Y, » - iw% G, =) (120)

414  TheBodeDiagram

The Bode diagram is commonly used within the field of automation and control systemsfor illustration
of transfer functionsin general (Astrém 1968). Since admittance and dynamic transmittance are
frequency-dependent transfer functions, the Bode diagram is suitable within this application as
originally used by Johannesson (1981).

The Bode diagram plots magnitude and phase shift as function of frequency, though frequency has
been converted to time period as this eases legibility. A general layout of the diagram is shown in figure
2. The upper diagram shows magnitude and the lower phase shift. Attention should be given to the
upper diagram, where the lines with constant val ues are displayed. These " constant” values can be
compared with the asymptotic values of admittance (equations 10, 11 and 12a-c). On starting with the y-
axis, thermal performance of resistive nature are plotted as horizontal lines, drawnin relation to the
inverse of the thermal resistance of the building component, R, .

wi,

wx /10

wx,/100
w/1000

'1000/R
t lOO/Rt j / | — o
§ 10/Rt ui-ff’ e b\fvel/lo
TR 1 s 2 s PNy
s MRETT AT —
= | +—1 L i
% 0.1/RypH= —y B
// | —
s 0.0R/ULLLL SRESS J .
10 10 10 10
Periodic [h]
0
£ -50
<
1]
©-100
©
<
& 150
10 10° 10 10°
Periodic [h]

Figure 2: The upper diagramillustrates magnitude as function of periodicity. The y-axis, thus the
horizontal lines, shows the response of a thermal resistance, with R, being the total thermal

resistance of the building component. The filled slanted lines show the response of a simple mass
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(wxc,), whereasthe dotted lines represent the thermal response of the semi-infinite solid ( bdw ).
The lower diagram shows phase shift for the three types of response as stated above.

Next, there are four lines with the slope 1:1, which depict the thermal performance of asimple mass, or as
formulated in the figure, afunction of angular frequency times a value corresponding to a heat capacity,
here denoted by C, . Threelinesthat do not go below the 1/R, -level show the thermal response of the

semi-infinite solid. These are parallel with theline bdw , Where b isthethermal effusivity of amaterial
and is defined as

b=./l xr x (13)

Phase shift ismore easily interpreted. The phase shift of the semi-infinite solid is—135°, it is—90° for the
simple mass and —180° for a pure thermal resistance.

An example from Appendix 1 is shown below, more can be found in Appendix 1, 3 and 4. The thermal
performance of the exemplified wall of table 1 isplotted in figure 3. Here, the thermal performanceis

based on the assumed boundary condition ¢, =0.

Table 1: Material data for aroof. Theinnermost layer islisted first.

Material d[m] | | [W/(mXK)] r [kg/nt] ¢ [J(kgX)] R [(MPK)/W] ¢ [J(nPK)]
Concrete 0040 | 12 2400 830 0.0333 84480
Mineral wool 0120 | 0.04 200 750 3.0000 18000
Roofing felt 0004 | 0.26 1100 1500 0.0154 6600

Three distinct types of admittance performances (stages 1 to 3) can be seen. Stage 1 is the range of
periodicity where the thermal performance can roughly be regarded to beresistive. The dashed line
depicts the asymptotic performance of a pure thermal resistance. Stage two is when the thermal
performance of the component is said to have the performance of a simple mass. The asymptote (the
dashed line) has values from the equation - iWXC o0 » WhEre C e iSthe heat capacity of the

concrete layer. In this case, the agreement between analytical response and the asymptote is good, and
as seen, this provides a basis for what is called the “ effective heat capacity” of a building component
(seethefollowing sections). Thelast range, stage 3, iswhen the response is that of the semi-infinite
solid. Here, the thermal effusivity isthat of the concrete layer. The periodicity ranges of the three types
of responses can be estimated by means of switching frequencies, which are described in the next
section.

Stage 1 Stage 2 Stage 3
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Figure 3: The Bode diagram of the building component aslisted in table 1, with the boundary
condition g,, =0 . Magnitude and phase shift is plotted (filled curves) for admittance and

transmittance. Three ranges of periodicity are marked (stages 1 to 3) depending on response type, as
well as admittance asymptotes (dashed lines) within each range.

The response of abuilding component is dependent on the choice of boundary conditions. Thiswill not
explicitly be shown within this context as thisissue is more thoroughly discussed in Paper 1.

4.1.5 Switching frequencies

Switching frequencies are useful for determining at what periodicity there is achange in response
(thermal behaviour). In the current example, switching frequencies separate the three different stages.

Starting with stage 2, the response isvirtually that of asimple mass, valid for aperiodicity T between
2p xR, xc, /3600 £T £ 2p <R, xc, /3600 (15)

Inthisexample, c, waslarge, being 77% of the total heat capacity c,. Therefore, atransient regionis
found at stage 3, where this region is approximately

2p xR, xc, [3600 £T £ 2p <R, xc, /3600 (16)
The response of the building component is that of the semi-solid for periodicity that is faster than

T £2p xR, xc, /3600 (17)
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5 Effective heat capacity

Theterm effective heat capacity is actually a quantification that corresponds to the part of the total heat
capacity of abuilding component that participates in dynamic heat exchange between the component
and the environment. It istherefore natural to base the definition of effective heat capacity on
admittance, as noted earlier in the applications of the Bode diagram. However, in order to complete the
definition, amodel hasto be set up. J6hannesson (1981) studied two models to determine what he called
the " active heat capacity”. The models are the surface heat capacity and the heat capacity of the RC-
configuration (network) as displayed in figure 4. These two models have also appeared in various draft
versions of prEN 1SO 13786 with thetitle " Thermal performance of building components- Dynamic
thermal characteristics- Calculation methods”. The most recent versions use the latter model. Paper 2
deals to some extent on how the definition of effective heat capacity should be formulated. The
following issues must be considered when the definition of the effective heat capacity isformulated.

jq° -—|:|1
C. q. a a
Figure 4: Totheleft: The surface heat capacity model. To the right: The RC-configuration model.

The surface heat capacity model has an admittance that mathematically is a pure imaginary number,
whereas admittance is composed of areal and a complex number. However, on taking the absolute value
of the analytical (Y,) and model admittance, the magnitudes can be set equal such that

el

Ce (18)

The surface heat capacity can model magnitude of admittance for building components that have the
response of asimple mass very well. It does not model phase shift well, since the value is constantly -
90°. Building components that have the response of the semi-infinite solid can only be modelled at the
frequency for which the effective heat capacity is calculated from. Examples are found in figures 2 and 4
of paper 4.

The RC-configuration model has an admittance that is composed of areal and an imaginary number. For
agiven frequency, the values of the thermal components within the model are determined such that

®l 0 1

R=- Rngij ; Crc =—1" (19
; ®1 0

08 WAMG—=

Yo g

Analytical magnitude and phase shift is modelled exactly for the given frequency. Magnitude and phase
shift is better modelled for awider range of frequencies than the surface heat capacity model. However,
the semi-infinite solid is again not well modelled, other than for the calculation frequency. This model
consistently resultsin larger values than the surface heat capacity, as shown below in table 2.

A mainissueisto determine what the results for such calculations are to be used for. In terms of
product specifications, dynamic entities are welcome, such as the effective heat capacity and the
decrement factor. The U-valueis of course the most important entity that describes thermal
performance. The effective heat capacity and the decrement factor are complements to the U-value, and
the question isif these two values, that are based on the 24-hour periodic, are enough to give the entire
thermal performance of a building component. For simulations, these entities are practically insufficient,
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as pointed out by Kre(d (1993): these merely "illuminate otherwise analysed principles’. The analytical
equations 4 to 5 and the principle of superposition can be used for this purpose and give more reliable
results. Therefore, the effective heat capacity is primarily an entity that describes how much heat can be
stored within a building component, and secondarily an entity that describes when the storing takes
place (this can only be done in combination with athermal resistance). Hence, the RC-configuration
gives the redundant value of the thermal resistance, and the value of the effective heat capacity will at
the same time be meaningless if it does not interact with the resistance. These values are alone not
comprehensive. Also, the modelled phase shift is redundant in practical calculations at thislevel of
detail. For these purposes, the surface heat capacity is more comprehensive and practical to use.

So far, nothing has been mentioned about what boundary conditions should be assumed within the
calculations. The three boundary conditions that may be used are that cTn =0,q,=0and cTn =c—fo :
On using asymptotic admittance values of equations 10 and 12a-c, the calculated heat capacities receive
values as expressed in table 2. Note that the boundary condition (fn =0 isinconvenient. The effective
heat capacity interprets the setting of constant temperature at surface n as being done by an infinite
mass when frequency approaches zero. The boundary condition q~ " :q~o is preferred among these
options, asisthe condition of the EN 1SO standard proposal. However, the influence of the phase shift
of an/‘io has alarge influence on the effective heat capacity, aswill be shownin section 5.1.2 (from
Paper 3). Table 2 also lists differencesin results from the two models. The value of c,. may exceed

C. by afactor ranging from 1 to V2.

Table 2: The values of effective heat capacities c. and cy for aslab. These are boundary
condition dependent. The values of c. may be larger valuesthan c., as seen on theright hand
side.

Heat capacity Cc Crc Heat capacity as | c. Cgrc
asw® 0s™ we® ¥ s’

q, =0 ¥ ¥ q, =0 JIrc/w J2 re/w
q,=0 o C, d,=0 Jirc/w 2 rc/w
(;n :(iuO c,/2 C, /2 cIn =CTO I rc/w J2rc/w

5.1 Measurement of the effective heat capacity

Theoretical work and analysisare avital part in accumulating knowledge within any field of science. The
empirical practice is equivalently important, and it is therefore necessary to have experimental validation
of theoretical calculation procedures. Paper 3 deals with the in-situ measurement of the effective heat
capacity of building components. The work is part of ajoint research project with the company AB
Svensk Leca. This company erected an experimental building in Rdskéar, whereas KTH conducted
measurements and cal cul ations. With the aim of determining the influence of heat capacity on energy
requirement, and at the time the acceptance of EN 832 as European Norm, it became natural for KTH to
experimentally investigate and validate theoretical calculation procedures of the effective heat capacity.
Paper 3 focuses on the methodology of measuring the effective heat capacity of building components, a
comparison between measured and cal cul ated val ues, the influence of boundary conditions and on
sources of measurement inaccuracy.

Results from one building component, the external wall facing North-Northeast, will be shown within
this context. The wall is amassive type made of light expanded clay aggregates (LECA). Layer thickness
and material propertiesare listed in table 3, and the thermal performance of the component is plotted in
figure 5. The effective heat capacity was calculated for this component on basis of the surface heat
capacity model, with results shown in figure 6.



Table 3: Layer thickness and material properties of a wall. The light expanded clay aggregate
(LECA) material properties have been measured (SP 1996). The values of mortar are assumed.

Material layer I [m] I [W/(mK)] r [kg/n] ¢ [J(kgK)]
LECA highdensity | 0.02 0.25 970 1040
LECA low density 0.30 0.16 540 1190
LECA highdensity | 0.03 0.25 970 1040
Mortar 0.02 1.00 1800 950
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Figure5: The Bode diagram for the building component. Curve [ 1] (dotted) is admittance when the
boundary condition @, =0 isassumed, curve [ 2] (dashed) when q,, =g, and curve [3](filled) when

g, =0. Curve[4] represents dynamic transmittance. The calculated thermal resistance of the
building component is R, = 1.7938 m*K/W.
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Figure 6: The analytical effective heat capacity (equation 18) of the wall as function of periodic.
Curve [ 1] (dotted) is derived when the boundary condition ¢, =0 isassumed, curve [ 2] (dashed)

when (;n =(i, and curve [ 3] (filled) when (in =0.
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5.1.1 Themeasurement method

The measurements were made by means of the auxiliary wall method, commonly used to determine the
thermal resistance of building components. In essence, aheat flux sensor is attached to a surface of the
building component, usually on the internal surface. Next to this sensor, athermocoupleis placed on
theinternal and on the external surface. For measurement of the thermal resistance, datais collected
during a number of weeks depending on the type of construction. Depending on how datais processed,
the measurement time can be shortened by introducing statistical methods such as applied by
Anderlind (1996).

Within this project, the dynamic performance was to be monitored. The thermal excitation was primarily
made with electrical radiators by means of a Pseudo Random Binary Sequence (PRBS), see for example
(Jensen 1979). This pulse train of pre-determined zeros and ones contains a specific frequency
spectrum, such that the frequenciesin the internal environment are known.

The acquired data of ameasurement seriesis transformed with Fast Fourier Transform (FFT) into the
frequency domain, preceded by a calculation for determining the effective heat capacity for each
frequency present in the PRBS. This measured result can then be compared to results obtained from
analytical equations, provided that boundary conditions are the same in both cases.

5.1.2 Theboundary conditions

Thusfar in the theoretical calculations, the boundary conditions of the external surface have been
assumed to be constant ((fn =0 or g, = 0) or to have the same temperature oscillation as the internal
surface ( (f N =ci:) ). Now it may be expected that the measured temperature oscillation at the external
surface does not fulfil these conditions. A calculation was made on the external wall (table 3) to study
how the phase shift of q~n /q~0 influenced the effective heat capacity. The magnitude of q~n /q~O was set

to 1°C, while phase shift was varied in accordance to table 4. The influence was related to the effective
heat capacity when the external surface temperature was assumed to be constant, such that

d= g‘i
(o}
From theresultsin figure 7, the conclusion is that phase shift in surface temperatures has a considerable

influence on the effective heat capacity. An increase in amplitude of the external surface temperature
oscillation will raise this effect, since the magnitude of the temperature ratio of this exampleis unity.

6
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Table 4: Case number and boundary condition for calculation results showninfigure 7.

Case no. 1 3 4 5 6 7 8
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Figure 7: Therelative influence d(equation 20) of cIn /d:) on the effective heat capacity of the
external wall aslisted in table 3. Case number associated with each curveis defined in table 4. The
amplitude of g, /q0 is here assumed to be unity.

Within this experiment, it was wished to let temperatures and heat flows to be as” natural” as possible.
This means that the amplitude of the indoor temperature was not allowed to oscillate too much, asto
measure the effective heat capacity in natural running conditions of abuilding, see for example the
temperatures and heat flux measured at the surfaces of the external wall in figure 8. An amplification of
the thermal loads in the interna environment may make thermal transmittance negligible.
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Figure 8: To theleft: Measured heat flux and temperatures at the wall surfaces (external dashed,
internal filled). The mean value of each series has been subtracted. To the right: Power spectrum of
heat flux [ 1], internal surface temperature[2] and external surface temperature[3].

5.1.3 Measured resultsin comparison with analytical results

A couple of results are shown here, but there are more in the paper 3. First, some notations will be
defined. The effective heat capacitiesthat are calculated from measured data are denoted by cg and

Cye asdefined in equation 21.
) % B o
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Thefirst measured effective heat capacity, C; , isthe actual effective heat capacity of abuilding
component in natural conditions, and is adirect application of the definition of admittance. The second
type, c;/B , has a compensation for dynamic transmittance as to make this measured entity directly

comparable with the analytical entity C g, Whichis calculated with the assumption that c-fn =0.The

analytical value, C(a 1)s , calculated with the assumption that d:] :c-fo isalso shownin figures. The
analytical heat capacities are defined as

Cyp = }%{/W; Cla-1/B = }%’{/w (21b)

The deviations of measured values are related to the analytical value, such that
ch =(co- s )/cus dys =(Ciye - Cye )/c e (22)

Figure 9 shows the measured and analytical effective heat capacities. The results are quite typical for
other measurement locations: a noisy measured curveis situated somewhat |ower than the theoretical
curves. The data hasin this case been sampled in arectangular window.
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Figure 9: Results fromthe external wall based on data sampled from a rectangular window. To the
left: Measured effective heat capacities CS [1] and C*A/B [2] (equation 21a), analytical effective
heat capacities C g [3] and C(a 1)s [4](equation 21b). To theright: Deviation between
experimental and theoretical values, d,[1] and d yel2] (equation 22).

On sampling the datain a Hanning window (Ramirez 1985), the measured results change form since the
Hanning window has the effect of ” smoothing” frequency data.

The curves of figure 10 are actually quite representative for results obtained for other components and
measurement points. At high frequencies, it istypical for the deviation curvesto be situated in the
regions of -40%. As period increases, deviation steadily approaches zero at the periodicity of around 10
to 20 hours. For longer periods, the measurement values oscillate with large magnitudesin anirregular
fashion around the zero deviation line.
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Figure 10: Results fromthe external wall based on data sampled from the Hanning window. To the
|eft: Measured effective heat capacities CS [1] and c;/B [2] (equation 21a) and analytical effective

heat capacities € yg [3] and C(a1)B [4] (equation 21b). To theright: Deviation between

experimental and theoretical values, d,[1] and d s [2] (equation 22).

5.1.4 Reasonsfor deviation in analytical and experimental results

These deviations can be explained. The systematic deviations at higher frequencies (below some 10
hour periodic) are mainly due to the heat flux sensor. Two finite difference programs calculating in the
frequency domain were produced, using the cal culation procedure as proposed by Andersson and
Jbhannesson (1983). The first program models a homogeneous round slab placed on the surface of a
cylindrical building component section. Calculations were performed as to determine how the circular
sensor distorts heat flux at the wall surface. The second finite difference program, with Cartesian co-
ordinates, models the central sensitive parts of a heat flux sensor composed of half-plated wound wire
thermopiles. The temperature difference across the sensor is measured at the junction of the plated and
non-plated part of the wire. Calibration is made at stead-state, and the heat flow through the sensor is
directly proportional to the temperature difference. However, under the influence of dynamic processes,
heat waves will be transmitted faster through the wire than through the plastic filling. The measured
temperature difference will not conform to the heat flow through the sensor.

Some of the results from simulations are plotted in figure 11. The deviation is defined on basis of the
“measured” heat flux in relation to the heat flux at an undisturbed section of the wall, such that

e= |ameasu_r:ed| - |awall| (23)
|qwall |

Note that the design of the heat flux sensors that were used were not know; the results of figure 11 are
based on a hypothetical design with exception to material properties, wire diameter and sensor
thickness. However, the resultsindicate that the magnitude of effective heat capacity deviationsin the
previous section are of the order that may be expected for aheat flux sensor in dynamic conditions.
Therefore, it isthe influence of the measurement organ itself, the thermopile, that leads to the systematic
deviations below frequencies corresponding to the 10 to 20 h periodic. Also note that other sources of
inaccuracies, such as calibration inaccuracies (£5%), are not taken into consideration.
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Figure 11: The two curves displays simulated deviation e (equation 23) between "measured” heat
flux and heat flux at an undisturbed wall surface. The curve with triangles displaysresults froma
circular homogeneous slab composed of polyurethane, which is a common sensor filling material. The
curve with rings shows results from a simulated central section of a heat flux sensor that contains
constantan wire (the thermopile). Thus, the thermopile itself stands for a substantial part of
deviations.

The discrepancies at wave lengths larger than some 10 hours can be motivated by what is happening at
the external surface. The phase shift in temperature oscillations (or thermal transmittance) has an impact
on the effective heat capacity. However, thisis not the whole truth, because a better agreement would
be expected between compensated measured values and analytical values, as evaluated by d yB- The

reason is the handling of measured datawith FFT.

FFT assumes a periodicity in the sampled window: this window repeatsitself in time. This meansthat
the value at the start of the series should be the same as the last value of the series. For thisto be
possible, all frequencies within the window have to be integer multiples of the fundamental periodic,
whichisthe length of the window. Thisisdifficult to achievein field measurements. If one or several
frequency components are not integer multiples of the fundamental frequency, the use of FFT will lead
to leakage (Ramirez 1985). L eakage occursin the power spectrum, where the energy of one frequency
component leaks to neighbouring frequencies. A problem isthat the frequenciesin theinternal
environment (the frequencies of the PRBS), which are used within the calculations, are not identical to
frequencies present in the external environment. The energy of the frequencies present in the external
environment will be distributed (Ieak) among the frequencies used in the calculations. In turn, the
leakage at lower frequencies of the external environment may give rise to erroneous dynamic
transmittance.

5.2 The approximate method

A new approximate method has been devel oped to determine the effective heat capacity of amultilayer
building component, with definition based on the surface heat capacity model. In this method, only real
numbers are used within the calculations, and these are founded on the thermal properties and
thickness of the material layers. The new method gives more accurate results over awider range of
frequencies than the approximate methods of normative Annex A of prEN 1SO 13786 (1998). A drawback
isthat the new method requires more work to produce the results than that of prEN ISO 13786. On the
other hand, experience indicates that the inaccuracy seldom is larger than some 15 % and commonly less
than 10 %. The approximate methods of prEN |SO 13786 give values that can have larger discrepancies
than 50%, which makes any calculations with this method less worthwhile. Cal culations with the new
method require calculators, spreadsheet programs or mathematical programs that do not handle complex
numbers.
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The method is stated here, but the reader is advised to view Paper 2 for examples on application.

The new approximate method
The method consists of 5 calculation stepsin junction with three tables. Thefirst tableliststhe
nomenclature of symbols used in the cal culation procedure.

TAB. 1: Nomenclature and definitions.

Symbol Unit Comments

] Index Layer number. 1 istheinternal surface material, n the external surface material.
d; m Thickness of material layer j.

I W/(mxK) Thermal conductivity of material layer j.

r kg/nt Density of material layer j.

Cj J(kgXK) Specific heat capacity of material layer .

R K /W Thermal resistance of material layer j, R; =d; /I

c; J(nPK) Heat capacity of material layer j, c; =d; xr | x;

b W><1/§/( mPK) | Thermal effusivity of material layer j, b; :JI Rl R

1. Acquirematerial data(l ;,r; and c;) and geometry (d; ) of each material. Calculate R;, c; and

b; for eachlayer j. Choose thetime period T for which the areic heat capacity isto be calculated.
The angular frequency w (s) isgiven by

w=2p/T (24)

2. Determine the maximum areic heat capacity c, for the considered surface according to

1 ég QEQQJ- ' dﬁ' 0
Co ==a ¢ = +aRU Ru=0; R=QR, (25
R &= 8 k=j+ &i j=1

3. Cdculate the effective thickness dg; by meansof c_, . The number of layers x at theinner side
of the adiabatic planeis established.

X X
Ceo :é. rjxc;>d; suchthat é. dj =de (26)
j= =
1

x-
Thethickness of layer x can be adjusted to the length dg - - d;.
j=1

4. Calculatetime period values T, and T, (T, isomitted for slabs) according to

. 2
€ 2 2 u
~1 + - "
T, =2pxR, xc, and T, =4p&— lorey) jl 2 i 27
gbz Cl+'\/2(cl+cz) -G H

Selection of formulafor ¢ isbased on fulfilment of criteriafor thesizeof de , T, and T, in
TAB. 2.

5. Calculate c,.If c_ isgreater than c,, then c_ issetequal to C .
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TAB. 2: Condition on the effective thickness and time period range of validity that gives the formula
number for TAB. 3.

Condition nr Condition on d; Conditionon T, and T, Select formula
1 der £d; T < 2pxr,xc, xd /| . Formula 1
2 der £d; T3 2pxr,xc, xdZ /| L Formula4
3 det > dy T<T,andT,>T, Formulal
4 degr > dy T, <T<T, Formula2
S dert > dy T,<T,and T<T, Formula 1
6 der > d; T,<T,and T3 T, Formula3
7 des >y T,>T,and T>T, Formula3

TAB. 3: Tablefor determination of the effective heat capacity. Formula number is given by condition
fulfilment in TAB. 2.

Formulanr Effective heat capacity c, Max value
1 c.=b /W Ceo
i o o [LwwcEec b v
"\ Wit R b, 2w+ R <2 w)
° C.= t?32(1'" (WXR201)2)+ b3m(cl + Cz)(1+WXR201)+V\'(C1 + 02)2 . Ceo
’ W(1+ bl (R +R, ) +bsm(R1+ Rz)(l+W>RlCz)+(WXR102)2)
4 Cc = Co Ceo

5.3 ENB832 - A calculation method that makes use of the effective heat
capacity
The European standard EN832 states a cal culation procedure for determining the heating requirement of
aresidential building. The traditional steady-state heat balance of the building is used, but the standard
introduces the so-called utilisation factor, which indicates the part of heat gainsthat are actually useful
in terms of relieving the heating system from compensating for all heat loss. The utilisation factor isa
function of the ratio between heat gains and heat |oss, and the time constant of the building. Being the
ratio between the total effective heat capacity and the heat |oss factor of the building, the time constant
isaquantification of thermal inertia. The cal culation method of EN 832 s, in asense, an application of
the simplest of dynamic models: the effective heat capacity.

In paper 5, three building simulations programs were used to determine the influence of the thermal
inertiaon the heating requirement of abuilding situated in Stockholm. The detailed multi-zone building
simulation programs TSBI3 (Johnsen and Grau 1994) and BRIS (Brown 1990) were used, and the far
simpler calculation procedure of the proposed European standard prEN832 (at the time of paper review,
the proposed standard was approved). The simulated object was atwo-storey multi-family building, but
several parameters were varied within the simulations. With the criterion that the heat |oss factor was
constant, the materials used in the building components were changed as to give the building different
thermal inertia (see paper 5). Therefore, three building types were created, called the lightweight, the
massive wood and the heavyweight building. In another simulation case, double-glazed windows
substituted triple-glazed windows as to increase the heat |oss factor and solar gains.
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Theresults of the TSBI3 and EN832 runs are comparabl e since the simulated objects were the same
(unlike the modelled object in BRIS). Results as shown in tables 5 and 6 indicate that heavyweight
buildings require less bought heat than lightweight buildings.

Table 5: Results from TSBI3 and EN 832 calculations: bought energy per square meter floor (kWh/nt)
for the three building types as well as deviations of EN 832 resultsrelated to TSBI3 results.

Building type Lightweight Massivewood | Heavyweight
TSBI3 Triple-glazed 43.4 (100%) 39.5 (91%) 37.5 (86%)
EN 832 Triple-glazed 44.5 (1009%6) 39.1(88%) 36.5 (82%)

Deviation Triple-glazed 25% -1.0% -2.7%
TSBI3 Double-glazed 46.5 (100%) 44.0 (95%) 42.8 (92%)
EN 832 Double-glazed 50.3 (100%) 44.6 (89%) 41.8(83%)

Deviation Double-glazed 8.2% 14% -2.3%

Table 6: The differencein specific bought energy (kWh/n) for a building type with triple-glazing and
with double- glazing. The tendencies of EN 832 and TSBI3 arein conflict.

Building type Lightweight Massivewood | Heavyweight
TSBI3 - Difference 31 4.5 53
EN 832 — Difference 5.8 55 53

The results of this study show agood agreement between TSBI3 and EN832. A small issue of concern
should however be directed to the tendencies that EN832 for the cases with double-glazed window, but
nevertheless the results are in good agreement.

However, thereis a matter that should be pointed out at this stage. The definition of effective heat
capacity that was used in those cal culations was as suggested in the draft version of prEN 1SO 13786, in
which theinternal surface thermal resistance wasincluded, with the effect that the value of effective
heat capacity was reduced in comparison to later suggested definitions. Keeping in mind that the EN832
probably is” calibrated” in accordance to this early definition; results with later definitionswill give
lower heating requirement.

Another aspect is how the time constants of the building vary with the later definitions. The Newtonian
time constants calculated using BRIS differed radically from the periodic time constant, as pointed out in
paper 5, much due to that these are differently defined, though the simulated objects were not identical .
However, with the elimination of the surface thermal resistance from the definition of effective heat
capacity, the periodic time constant increases dramatically for " heavier” buildings.

In the opinion of this author, it was correct to eliminate the surface thermal resistance from the
definition, primarily for two reasons. Thefirst is aphysical aspect. Solar irradiation standsfor a
substantial part of the heat gainsin abuilding: this radiation does not pass through surface thermal
resistances. The second reason is more a practical issue, and first acomparable example will be given.
The U-value of abuilding component is calculated by inverting the sum of the thermal resistance of the
building component and the internal and the external surface thermal resistance. The thermal resistance
of the component can be calculated by inverting the U-value and subtracting the standard values of the
surface thermal resistances. The thermal resistance isindependent of material layer order. Now, the
effective heat capacity isareal number, based on complex numbers, where “backward” cal culations of
the former type cannot be applied. If the surface thermal resistance isincluded in the definition, thereis
no means of solving what the effective heat capacity would have been without the surface thermal
resistance.



6 Thermal models

A large number of building simulations exists, commercially available as well as research tools with
limited availability. A list of some of these programs can be found in (Lomas et al 1997) and (Sahlin
1996). Building components within these programs are modelled in a number of different ways, where
some of the most common ones are by means of response factor methods or finite difference methods.
These methods can also be used as i mplementations of stand-alone programs.

Thework that is currently presented is an application of the finite difference method and RC-networks,
though there is no self-evident border that separates these methods apart. First, chains of thermal
resistances and heat capacitiesin general will be treated, and how cell configuration influences the
thermal performance of the model.

6.1 The heat transfer matrix of serially connected thermal resistances
and heat capacities

The product of the heat transfer matrix of each model component can establish the thermal performance
of chain, where each model component is modelled as amaterial layer. A purely resistive layer with the
thermal resistance R has a heat transfer matrix expressed as

él - Ru
8) L (28
u

A purely capacitive layer with the heat capacity ¢ hasthe following heat transfer matrix (Johannesson,
1981):

a (29

The sequential product of the chains' components determines the heat transfer matrix of the model asa
whole. When the heat transfer matrix has been established, model admittance and dynamic
transmittance can be cal culated and compared with analytical admittance and dynamic transmittance.
This procedure can be used to give a quality assurance as to how well achain models the thermal
behaviour of abuilding component. If the thermal performance of the model is poor, it may be wiseto go
farther with the discretisation and choose a finer mesh.

6.2 Finite difference method

Finite difference models (FDMs) are commonly based on a discretisation of material layersinto cells.
The cell can contain a mass node or two, at which the representative temperature of the cell or cell parts,
are calculated. Mass nodes are coupled by means of thermal resistances (or conductances). The cell
configuration can be formulated in two ways. One, the central capacity cell (CCC), is such that the
thermal mass (heat capacity) of the cell is placed in the geometric centre of the cell, between two halves
of the thermal resistance of the cell. The other, the edge capacity cell (ECC), has the thermal mass
divided into two halves. Each half is placed at the cell boundary adjacent to the thermal resistance of the
cell. Thetwo cell types areillustrated in figure 12.



CCC ECC

Figure 12: Two different types of cell configurationsthat model heat flow in one dimension. To the
left: Central Capacity Cell (CCC). To theright: Edge Capacity Cell (ECC). R, isthe thermal
resistance and ¢ is the heat capacity of the cell.

The use of finite difference methods assumes that a building component is discretised into many cells.
A model composed of many cells (mass nodes) give small model inaccuracy, but has the draw-back that
the model requires more computational memory and that smaller simulation time steps have to be taken,
certainly with the explicit forward finite difference method. The explicit forward method involves a heat
balance at every node, where the new node temperature is solved after the time step Dt on basis of the
temperatures prior to the time step. There is amathematical limitation to how large the time step can be.
Thisisthe stability timestep Dt ., (Eftring 1990), which is dependent on mass node number j with heat

capacity ¢ ; and the adjacent thermal resistances R; and R;,; such that

stab

S
Dtgtan, j = 1+—1 (30)

R;

Rj+1
In asimulation, the shortest time step should be less than the smallest stability time step among the
mass nodes.

6.2.1 Modédling theresponse of the semi-infinite solid

At higher frequencies, depending on the surface material thickness and thermal properties, the
component will have the response of the semi-infinite solid. The response convergesto the value

Y, =- ,/lerl#(lﬂ) (31)

Index 1 depictsthe material layer at the interior surface of the building component. Independent of
boundary conditions at the external surface, arule of the thumb is that thistype of response appliesto
time periods that are shorter than

T <R xC, (32)

The semi-infinite response cannot be modelled with a pure resistance or heat capacity as model surface
component. Only achain of at least two resistances and two heat capacities will model this response for
alimited range of frequencies. With more mass nodes, discretised according to the traditional method,
lower frequency response iswell modelled. Therefore, it isactually the first two model surface
components, the thermal resistance and the heat capacity, which can be used to determine at what
frequency the model performance becomesinaccurate.
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In order to set up adiscretisation (cell size) based on inaccuracy rather than on simulation time steps,
the admittance asymptote of the response of the semi-infinite solid is used along with the simple RC-
configuration. Asymptotic admittance is set equal to the admittance of the simple RC-configuration.

’ler1><:1 (1+|) 1+R>qv\c (33

Onsolvingfor R and ¢, these obtain the following values:

24
c= 191°C (34)

1
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24 xr e w w

The effective penetration depthfor R (R=dg /I, ) and c (¢ =r,>¢ >d, ) arerespectively

dR: i' dc: 2&1

o W (35

a, depictsthermal diffusivity. d. iswhat iscommonly known as the periodic penetration depth. Note
that d ishalf thevalueof d. . When using the central capacity cell, thisistrue since the length that

each resistanceis calculated from isin essence half the cell length, whereas the heat capacity is based
on thewhole cell length. Therefore, d, isthe largest cell size that can model this admittance at the

periodicity T (corresponding to w). Now, the periodicity T can be related to the stability time step. On
assuming that the slab is equidistantly discretised, the smallest stability time step isfound at the mass
node at the surface, having the value corresponding to

2
C, _d

Stb: =
To1,1 3y

R 2R,

Dt (36)

By setting d =d, , and inserting equation 35 above, the relationship between the stability time step

and the periodicity is
T= 33 ><Dtstab (37)

In paper 1, asimilar equation was obtained by using asymptotic values of admittance, and is more of an
approximation. It differs from equation 37, asit is half of thisvalue.

Another interesting aspect is the application of the Nyquist theorem (see for example Ramirez 1985), that
states that the smallest period that contains information of along-term process are twice the sampling
period. In asimulation, the Nyquist period Ty, istwice the simulation time step. If the simulation time

step isamost equal to the stahility time step, then

TNy » 2><I:Istab (38)
Oninserting Dt into equation 37, the outcome becomes

3
:7"% (39)

T
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6.3 The ORC Method

Whereas the procedure on finite difference discretisation previously mentioned has a variable amount
of nodes depending on material layer property and order, RC-networks allow a certain flexibility that has
advantages over the traditional finite difference method. The finite difference method has the following
advantages and disadvantages:
Thetotal thermal resistance and the total heat capacity of the building component are fully
represented in the model. Therefore, model thermal performance gives good agreement with
analytical performance at low frequencies.
Thermal performance is commonly independent boundary conditions.
The model is easy to implement.
Cell size may be constricted by material layer thickness that may result in short simulation time steps,
such asfor steel sheets. However, the simulation time step depends on the method of solving the
sets of algebraic- and differential equations.
The model may result in many cells, thus occupying computational resources and run time. The
number of nodes may be reduced with use of a performance deviation procedure (see below).

The RC-network isatype of finite difference method, but the determination of values of thermal
resistances and heat capacities (i.e. cell size) are handled in adifferent manner. On the other hand, the
very simplest models may be called RC-networks since these are more or less lumped parameter models.

The RC-network method has the following advantages and disadvantages:
The parameters within the RC-network can be optimised for certain frequency ranges: in some cases
giving the exact analytical solution.
Thetotal thermal resistance isfully represented in the model. However, the total heat capacity of the
model does not need to be complete, asonly " effective” parts need to be modelled.
The parameters are not material layer thickness dependent as cell size may be in the conventional
finite difference technique.
The optimisation procedures may be difficult to establish and to implement for RC-networks
composed of may components. The reason isthat there are very many degrees of freedom.
Equivalent RC-networks can be made for modelling multi-dimensional heat transfer.

A major difference between RC-networks and the conventional finite difference model isthat RC-
networks are optimised given afixed configuration (a constant number of nodes) whereasin the finite
difference model, the number of nodesis variable. However, a calcul ation procedure can be done for an
RC-network with avariable amount of nodes.

6.3.1 Mode deviation procedure

The analytical solution of the heat conduction equation, equations 3-5, allows for the cal culation of the
analytical thermal performance of abuilding component, given material layer properties and thickness.
These equations can be used for detailed and precise simulations by means of the super position
principle see for example Anderlind (1997). At times, it is necessary to perform simulationsin the time
domain, for exampleif the thermal processes are non-linear, or if simulation time steps are variable. The
use of finite difference models or RC-networks are away of modelling building components. In the same
manner as in experimental analysis, it is customary to study inaccuracies of results of thermal processes
that are discrete in time and space, only that within simulationsit is done on calculated results. The
inaccuracy of the thermal performance of amodel isvaluable to know, prior to the simulation
calculationsin which the model isto participate. For this reason, an inaccuracy estimation procedure
was developed (Akander 1995 and 1996) and applied by Mao (1997), see paper 1. The deviation of
performance in terms of admittance, ey , isdefined as

YOmodel - YOanaIyI

€0 (VV) = (40)
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The nominator of the formulaisthe differencein analytical and model admittance. It isasinusoidal
entity. In words, thisisthe difference in heat flux in time given that the temperature oscillation is the
same at the surface of the component and at the surface node of the model. Now, the nominator is
divided by the analytical admittance and the absolute value istaken for the whole expression. This
means that the magnitude of the differenceis divided by the magnitude of the analytical admittance. It
gives the maximal deviation that the model has for a given frequency. The same treatment can be applied
to dynamic thermal transmittance by substituting the variable Y, with T, .

This procedure can be used to eval uate the discretisation of a building component into afinite
difference model prior to asimulation. If theinaccuracy of amodel istoo large in comparison to a
desired value, the model can be re-discretised into more cells until the level of inaccuracy is acceptable.
An application of thisis made in paper 4, where several building components were subjected to afine
and a cruder discretisation.

Moreover, this procedure can be used to optimise the thermal performance of RC-networks. This subject
isalso treated in paper 4, where the thermal performance of agiven RC-configuration isoptimised for a
range of frequencies, by finding suitable values for thermal resistances and heat capacities within the
mode.

6.3.2 Optimisation of RC-networks

The term " optimisation” has within this context the meaning that the values of thermal resistances and
heat capacities within the model are determined asto give aminimal deviation for a set of pre-chosen
frequencies. Other authors have used this concept, for example Davies (1983). Davies used aleast-
squares method to minimise the deviation between transfer matrix elements of the model and the
analytical solution as to determine the values of RC-networks.

The basis for the ORC method presented below isthe T-chain, with the configuration as shown in figure
13. The T-chain allows admittance and transmittance to be approximated. In order to determine values,
three equations have to be found. These are the real and the complex part of admittance for one
frequency and the important steady state transmittance. The latter equationisthat R; + R, =R, . The

heat transfer matrix, along with the boundary conditions, give the equations such that
0u_él -Rypi6 1 0l - Ryifg,d
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The T-chain models admittance with the performance of a simple mass very well. Dynamic transmittance
is poorly modelled.

qo Rll R12 ql
~ C ~
Yo I

Figure 13: The T-chain is composed of two thermal resistances and one heat capacity.

The 5-node ORC is composed of two sets of parallel T-chains, which are connected by means of a
central heat capacity. This heat capacity can be situated at the at the adiabatic plane of the building

when the boundary conditions are assumed to be g,, =g, , or in the middle as to give equal thermal



resistances on each side. Both assumptionswork, but the first is preferred, sinceit gives possibility of
modelling internal walls within the frame of building simulation programs.

Admittance is now optimised with respect to one side of the adiabatic plane, see figure 14. The heat
transfer matrix for the parallel T-chains on one side of the component can be expressed as

A0
B, xB, gBl BZ!Z!
2
B,+B, ?+A2csdi)1 Dzo @B, xB, 0 2+|:)2
gBl B, o gB +B, 5 g 2dd

D D D D
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Index 1 represents parameters of the upper T-chain in the parallel circuit on the left-hand side of figure
6; index 2 isfor the lower T-chain. On observing the first element of the matrix, A /B, istheadmittance

of the upper T-chain and the other term is admittance of the lower T-chain. In acomputational iterative
loop, the upper T-chain can be determined for a high frequency corresponding to w, , whereas the lower

chainis calculated for alower frequency, w, . For example, the admittance of the component Y, (V\{ ) is
the sum of Y, (vvl) and Y, (vxi ) Now, given the parameters of the lower circuit, Y, (\/\5) isknown and
leaves the possibility of determining the admittance of the upper circuit, Y, (vvl) . The equationsfor the
two T-chains are therefore expressed as

- 3 1+ Ry AWC,
V)=o) - R, - Ry Ry, dwic, (443
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These two equations have to be solved with iterations (normally 15 steps are enough), and suitable
initial values are calculated from

Yl(Wl):Yo (\Nl); Y, (Wz):Yo (Wz) (45)

Admittances Y, (vvl) and Y, (WZ) are used for determining the values of the parameters within each T-
chain, such as
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Thetotal thermal resistances of each T-chain are assumed to beequal, R, = R;;. When the parameters

of the T-chains on both sides of the adiabatic plane have been optimised and saved, the two model
halves are linked together by the central capacity c, which hasthe value that gives the model the total

heat capacity of the building component. The optimised parameters of each side are found when the set
of parameters gives the smallest valuesfor ,, and e, , respectively. The time period vector for which

the deviations are calculated from hasinteger values[1, 2, ..., 9, 10, 20, ..., 90, 100, 200, ..., 900, 1000,



1100, ..., 1600] hours, and the deviation for each period is summed. These periods can, of course, be
alter asto weight periods that are reckoned to be important.

Adiabtic plane
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n
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Figure 14: Schematic illustration of how a 5-node ORC is optimised.

To illustrate what type of results are obtained, an external wall with the layer properties aslisted in table
7 ismodelled (from paper 4). Tables 8 and 9 display the values of each model component after

optimisation.

Table 7: Layer thickness and material properties of an external sandwich wall .The layersare of light
expanded clay aggregates (LECA), expanded polystyrene (EPS) and mortar, giving the U-value 0.219

W/(m2X).

Material layer d[m] | [W/(mK)] r [kg/n] c[J(kgK)]
Mortar 0.01 1.00 1800 950

LECA LK8 0.1 0.30 1050 1020

EPS 0.15 0.039 30 1300
LECA LK5 0.05 0.25 1000 1050
Mortar 0.02 1.00 1800 950

Table 8: Values for thermal resistances (/W) of the ORC from modelling the component of table 7.

Rll

R12

R21

R22

R31

R32

Ruy

Re

0.009

0.7285

0.1267

06114

0.00%4

8.0715

0.1002

7.9807

Table 9: Values for heat capacities (J/nfX) of the ORC from modelling the component of table 7.

Cy

Cy

Cs

Cy4

Cs

26017

48411

33476

53864

54528

Theresults on model thermal performance are plotted in the Bode diagram of figure 15, and deviations
are shown in figure 16. As seen, the 5-node ORC is capable of modelling admittance well, whereas the
agreement of dynamic transmittance isworse.
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Figure 15: The Bode diagram of the external wall of table 7 as modelled by the 5-node ORC.
Admittances are plotted for the boundary condition q,, =q, . The long dashed curves depict modelled

dynamic transmittance, the short dashed curves represent admittance of the interior surface and the
dotted curves admittance at the exterior surface.
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Figure 16: Model deviation e for boundary conditions q~n :q~o are plotted in the upper diagram.
The lower diagram shows model deviation if the temperatureis constant at either surface.
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6.3.3 Fieldsof application: State-of-the-art and futur e per spectives

Onedimensional heat transfer in multilayer building components

ORCs have within this context been used to model heat transfer in multilayer components. Asshownin
paper 4, the 5-node ORC can be used within building simulation programs for thermal comfort, peak load
and for energy prediction calculations. This ORC provides faster run time than FDMsthat have the
same (and worse) admittance characteristics. In a case study performed with the IDA/ICE building
simulation application (Sahlin 1996, Bring et al 1999), several ORCs and FDMs were used to model
building componentsin an office cell which was subjected to intermittent heating. Table 10 showsrun
results for the different cases. Table 11 shows calculated energy requirement for the last 12 of totally 19
simulated days.

Table 10: An office was simulated with IDA/ICE wher e building components wer e represented by
different models. The first two columns show results when these were modelled with 3- or 5-node
ORCs. In the simple FDM, discretisation was made such that cell size approximately 50 mm, unless the
layer wasthinner. In the detailed FDM, cell size was determined as half the value of with equation 37.

Simulated office with 3-node ORC | 5-nodeORC | SmpleFDM | Detailed FDM
Amount of equations 115 139 163 280
Simulation time (s) 471 54.0 57.7 86.8

No. time steps 1825 1872 1865 1878

Table 11: The energy demand of the office during a 12-day winter period. “ Electricity” isheat from
lighting, appliances and a radiator The air handling units preheat supplied air and includes fan

energy.
Simulated office with 3-node ORC [ 5-node ORC | SmpleFDM | Detailed FDM
Electricity (Wh) 69 146.8 69 016.4 69 306.5 689914
Air handling units (Wh) | 247064 24801.3 248215 248186
Differencein sums -43.2 7.7 3180 0.0
related to Detailed FDM
(Wh)

On basis of table 11, all models can be used within energy prediction calculations. However, differences
in results can be observed when temperatures and heat flows at the surfaces are studied. On plotting
the heat flowing through the surface between 06:00 — 18:30 hours, there are notable discrepancies. The
3-node ORC has difficultiesin representing fast changes — high frequencies are not well modelled. The
simple FDM hasasmall cell at the surface, which models fast processes well. However, the adjacent cell
istoo large, which results in that medium-rate frequencies are not modelled well (see between 08:00 —
12:00 hours). The 5-node ORC has a curve that lies slightly above the detailed FDM curve (whichis
according to the Bode diagram most correct, see paper 4) before noon, and will thereafter lie slightly
lower. This may be the effect of daily thermal transmittance, since the weakness of the 5-node ORC is
modelling dynamic transmittance.
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Figure 17: Heat flowing into the surface of an external wall.

From this study and an earlier analysis of ORCs (Akander 1995), it can be concluded that the 3-node
ORC can model building components well within the frame of energy prediction of buildings. The 3-
node ORC can only model lightweight building componentsin detailed cal culations that require good
accuracy below the 1-hour periodicity, such as external walls composed of a gypsum board, mineral
wool and wood panelling. It is not suitable for representing massive components since the response of
the semi-infinite solid is not well modelled for wide ranges of frequencies. The same appliesto multilayer
components that have more than one switching frequency.

The 5-node ORC ismore reliable and gives afar better agreement with the analytical thermal
performance. Thisis dueto the paralel circuits, which give better semi-infinite solid response modelling
than serially connected chains. However, dynamic transmittance is not represented well in this model,
and thisis afeature that hasto be improved in the future. On the other hand, dynamic transmittanceis
of minor importancein Nordic countries for the reason that the components are well insulated.

Multidimensional heat transfer

The optimisation of an RC-network to model multidimensional heat transfer isthe same asfor one
dimensional heat transfer, with the exception that the analytical performanceis usually unknown.
Analytical performanceisinstead approximated with afinite difference calculation in the frequency
domain, for example as proposed by Andersson et al (1983). By using “the framework for equilibrium
equations” (Strang 1986) to solve for the temperature field, iterative methods are avoided, thus giving
the response of each frequency fast. The approximated response is now the basis for RC-optimisation.

ORCs have earlier been used for modelling multidimensional heat transfer. Mao (1997) used a 2-node
ORC to simulate heat transfer in thermal bridges and ground loss on a stand-alone basis. Within
building simulation programs, the modelled inaccuracy hasto be reduced for high frequencies having an
ORC with more nodes. Multidimensional heat transfer was modelled in one dimension by that ORC. In
(Akander et a 1996), asimulation of an office was performed with IDA/ICE that modelled the dynamic
thermal performance of thermal bridges. However, the ORC was here configured so that one branch
modelled heat transfer from the upper part of an intermediate floor/wall joint to the exterior environment
and another modelled the heat transfer process from the lower part of the joint. The purpose of thiswork
was to ensure that the methodol ogy worked. It also gave insightsin the problemsinvolved with the
modelling of thermal bridges within the zone: where should the cut-off planes be situated, where do two-
and three-dimensional thermal bridges meet and what component parts were to be modelled with heat
transfer in one dimension? The complexity of this type of modelling demands skilled users, even though
the modelling of the thermal bridge with the ORC works well.



The ORCs application can be extended as to have heat sinks or sources within the building components
aswell as passive components. With applications in borehole heat storage, Schmidt will use ORCsto
study the interaction between building and heat storage.

In the future, the linking of CAD output and simulation programs will be a standard way of designing
buildings. A problem isthe redundant data generated by CAD and how to insert thermal parametersinto
the data. The ORC methodology promises the link between the sorted CAD data and the simulation

program. As shown in figure 18, future work should be dedicated to establishing a format that makes
CAD output compatible with thermal calculations.

CAD Sorting of data

'
|:>—>O—>

%
QE%EE;Q :

Finitedifference ORC procedure Building
calculation simulation

Figure 18: The flow of information fromthe CAD stage to the building simulation. The three lower
blocks within the figure works today: the ORC Method.
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SUMMARY:

The commonly used U-value is a quantification of the steady-state thermal performance of the thermal
performance of a building component. It describes only one of endlessly many states that a building component
can have. The dynamic performance is accordingly a matter that deserves more attention, which ismirrored in
the standard prEN 15O 13786. A limitation is that the standard focuses only on diurnal thermal processes. In
order to characterise the thermal performance for a wide range of frequencies, the Bode diagram can be
utilised. The Bode diagram not only visualises thermal performance sinceit also gives quantitative and
qualitative information on a given building component. This paper focuses on the application of the Bode
diagram along with asymptotic values of thermal performance entity admittance and dynamic transmittance. By
using switching frequencies that are based on surface material properties, the range of frequencies at which
different types of responses occur can be approximated. Also, a method of thermal model performance
evaluation (RC-networks and finite difference models) is presented along with a new procedure for finite
difference model discretisation. Discretisation is based on model performance inaccuracy rather than on the
traditional stability time step criterion. These are however closely related. Thisisthefirst part of a series of
papers entitled " The Thermal Performance of Multi-Layer Building Components".

1 Scope

This paper focuses on an introduction to thermal frequency response of plane multi-layer building components
and the application in the Bode diagram. A survey is made on how the Bode diagram qualitatively and
quantitatively can be utilised when the analytical performance of the component is known. Thermal behavior can
in terms of asymptotes of admittance easily be identified in the Bode diagram. On basis of surface layer material
parameters, switching frequencies can be determined as to approximate frequency ranges where the thermal
performance of the component isthat of athermal resistance, asimple mass and that of the semi-infinite solid.

This paper also presents how this theory can be used to determine the inaccuracy of one-dimensional finite
difference models and RC-network models. A new criterion for cell size discretisation of building components
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into afinite difference model isintroduced. This criterion is based on model high frequency performance but is
related to the commonly used stability time step criterion within explicit forward finite difference methods.

Being thefirst part of a series of papers entitled "The Thermal Performance of Building Components”, the
present work serves as a base for following parts. More details on thiswork are found in Johannesson (1981),
Akander (1995,1996) and Mao (1997). With the exception of the Bode diagram, similar matter on frequency
responseisalso found in (Davies 1994).

2 Introduction

A subject within building physics and the building industry that hasincreasingly been gaining understanding for
isthe dynamic thermal performance of building components. With the development and spreading of building
simulation programs, such as for example BRIS (Brown 1990), TRNSY S (Klein et al. 1976), TSBI3 (Johnsen
and Grau 1994) and IDA (Sahlin 1996), engineers and architects have the means of understanding and predicting
thermal processes within buildings. What can be concluded is that well-known (and |ess well applied) steady
state relationships do not simulate short-term processes very well for the reason that thermal inertiais not present
in the calculations.

The importance of this subject is reflected by the existence a proposal to EN 1SO standard (prEN SO
13786:1998 E) with the title "Thermal performance of building components - Dynamic thermal characteristics -
Calculation methods." The stated methods are based on frequency response. A main feature of the standard isthe
calculation of an effective heat capacity, which is a quantification of the dynamic performance of the building
component in question. The effective heat capacity for a 24-hour process and the decrement factor (afactor that
indicates the components ability to damp thermal processes coming from the external environment), along with
the U-value are thought to give afairly good picture of the thermal behaviour of agiven building component.
The question isif the information from two frequencies, those that correspond to the steady state and the 24-hour
periodic, are enough to make a more detailed analysis on thermal performance. Information would certainly be
preferred for awider range of frequencies, and diagrams are the convenient means of exhibiting this information.

The most common way to express the thermal performance of insulated componentsis by using the U-value, but
thisentity is strictly limited to the performance at steady state. When it comes to dynamic performance, there are
several means for expressing thermal performance. One way isto list a set of response factors. The response
factors are derived analytically from a building component that undergoes the excitation of triangular pulses
(Mitalas and Stephenson 1967). Another method is by letting the building component undergo a step change, for
example asudden drop of temperature in one or both environments. The step response is an exponentially
decaying temperature and heat flux process, from which a Newtonian time constant can be calculated. The time
constant is therefore aform of quantifying the thermal inertia of the component. Thisis also acommon method
used on whole buildings, as to experimentally or by simulations determine the time constant of a building, for
example as done by Isfalt and Broms (1992). Norberg (1990) uses two time constants to describe measured
decay in temperature of abuilding. Working within the frequency domain, Jéhannesson (1981) illustrated the
frequency response of individual building components in the Bode diagram, which uses real numbers in terms of
magnitude and phase shifts. The Bode diagram is a common tool used within the field of automation and theories
of signal processing. If heat flux and temperature oscillations are considered to be signals within the frequency
domain, the thermal response of constructions can be treated in asimilar fashion. Also working within the
frequency domain, Davies (1983) uses the polar diagram to plot analytical and model heat transfer functions. By
defining a so-called cyclic thickness of a slab, Davies (1994) also plotted dynamic transmittance in a Bode
diagram where magnitude and phase are shown as function of this definition. The cal culation procedures of
prEN 1SO 13786 (1998) are related to the works of Johannesson and Davies, since these deal with frequency
response. Thermal performance of the building component isin the standard characterised by the U-value, an
effective heat capacity and the decrement factor at a certain frequency, more specifically the 24-hour periodic.
Asan and Sancaktar (1998) have studied the effect of the thermal properties of a slab on the decrement factor and
timelag. Timelag and the decrement factor are as functions of the heat capacity, the thermal condutivity and
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thickness in various combinations plotted in 3-D diagrams. Burmeister and Keller (1998) characterise the
performance of zonesin a certain climate plotted in terms of the heat loss factor and atime constant in the form
of so-called climatic surfaces. Climatic surfaces are used to predict energy use and heating/cooling power in
buildings at design stages.

2.1 A solution of the heat conduction equation

For multi-layer plane building components, analytical heat transfer solutions can be solved from the general heat
conduction equation. One method is by assuming that the boundary conditions are harmonic. If one frequency is
considered and the system is linear, then the response of the construction can be determined for that frequency.
Carslaw and Jaeger (1959) formulated a solution of the heat conduction equation with harmonic boundaries. For
ahomogeneous plane slab, the solution is such that

Gu_en By 1
gj-ng gcl D1£605 @

Sinusoidal surface heat flux (density of heat flow rate) and surface temperature oscillations are denoted by g and

(5 . These are functions of one angular frequency w, here depicted by the superscript " ~". Surface O is the
excited surface, whereas surface n isthe obverse surface that is subject to different boundary conditions
discussed later. The heat transfer matrix contains complex elements, here

A, =cosh(k 4 (L +i))
g = Sinh{k4(1+i))
k)
C, =-1 %(1+i)ssinh(k % (1+i))
D, :cosh(k>4(1+|))

with

and a:l_
2xa r x

For amulti-layer construction, a heat transfer matrix can be maintained through the successive multiplication of
the heat transfer matrix of each layer. A construction with three material layers would give a heat transfer matrix
based on the product of its components.

U éA; Bj uéA, BpuéA By UQ:b u éA B u%b u @
0= a ot
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The heat transfer matrix can be re-arranged to give heat flux as functions of temperature oscillations.
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The first element in the second row can be replaced by theterm - 1/B since the determinant of the heat transfer
matrix is for a plane construction equal to one.
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FIG. 1: Totheleft: Material parameters, temperature oscillation and heat flux direction for a homogeneous
slab. To theright: Illustration of admittance and transmittance.

2.2 Thermal response, definitions

A way of characterising thermal performance within the frequency domain is by using the definition of
admittance (Danter 1973) and that of dynamic transmittance. Admittanceis the ratio between heat flux and
temperature oscillation on one side of the construction. The temperature oscillation may be assumed to take
placein anode that represents the environment, which is coupled to one of the surfaces of the component by
means of a surface thermal resistance. Heat transfer is thus regarded on an "environment-to-environment” basis.
However, since the surface thermal resistance varies due to different boundary conditions, geormetrical
arrangements, the types of thermal process, etc, the thermal response of the component interacting with the
thermal resistance cannot be considered to be the thermal performance of the component alone (see sectione
2.3.2). Onthe other hand, if the temperature oscillation at the surface of the component is considered, the
thermal response of the component aloneisfound. Thisresonseison a"surface-to-surface” basis, the true
response of the building component. Admittance, denoted by Y, , isfor asurface 0 of the component defined as

Y, =- % (4)

Admittance is defined as positive on exiting the component through the surface, see figure 1, hence the minus
sign before the quotient. Depending on the boundary conditions, admittance can be determined from the heat
transfer matrix. If the temperature is constant at surface n, then

Yo == (g, =0) ®)

w|>

If the component is well-insulated, the heat flux at the non-excited side can be considered to be zero such that
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C /-
Yo = B ( n= 0) ®)
In the special case where (;n =(i, , admittance will be

Yo=—= d, =0,) )

The latter expression isin EN | SO-standard (prEN 1SO 13786) chosen to be the definition of admittance of a
construction for establishing the effective heat capacity of building components.

From the same cal culation, the admittance at the other surface, here denoted by n, can be determinedin a
similar fashion. Depending on the boundary condition, admittance becomes

Go=0) =25~ b, =a0) @

Dynamic transmittance T, isdefined as

T, =h )
%
and will for the boundary condition where temperature is constant at surface n be
1 ~
To=2 @, =9) (10)

Dynamic transmittance has the same magnitude in both directionsiif either (fo or ci-n is zero.

Admittance and dynamic transmittance are harmonic entities, composed of areal and imaginary part. It ismore
convenient to describe these entities in terms of magnitude and phase shift. Magnitude is determined by taking
the absolute value of the entity. Here, magnitudes are denoted by r and phase shiftsbyj .

Yo :|Y0|, I v, =arg(Y, ) o :|TD|' I =arg(To) a
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2.2.1 Informative asymptotic values of admittance

Equation 4 contains asymptotic values for low and high frequency processes. Three different asymptotic values
can be found. These are important approximations used to understand the thermal performance of building
components in the Bode diagram.

Stage 1. The steady state condition.
Frequencies approaching the steady state condition where w= 0 will give that admittance approaches the value

Yo=-— {a,=0) (12)

1
R
The magnitude is 1/R, W/(n?X) and the phase lag is 180°.

Stage 2: The response of a simple mass.

If aconstruction is composed of more than one layer, where one of the layersisinsulation so that g, can be
considered to be zero (adiabatic), and the thermal processisthat of alow frequency type, i.e. w hasasmall
value, then

Yo =-iwxr ¢, ¥, (13)

Index 1 denotes the surface material layer. The magnitude of admittance is wxc, W/(nfK) with a phase lag of
90°. Here, c, istheareic heat capacity of the surface layer.

Stage 3: The response of a semi-infinite solid.

Independently of boundary condition, high frequency processes where w approaches infinity resultin an
admittance with the value converging to

YO:_ le"l#(]_+i) (14)

The magnitude of admittanceis 4/l ; xr; xc; v W/ (mfK) with a phase of 135° behind the temperature
oscillation.

2.3 TheBodediagram

The Bode diagram is atool for visualising transfer functions (Astrém 1968). With thisin mind, heat transfer
functions of acomponent can be plotted, giving a picture on the thermal performance of that component as
function of frequency. Below, an example is given. The Bode diagram has alogarithmic x-axis that represents
the time period (inverse of frequency) of the thermal process. The y-axis of the upper diagram holds the
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magnitude, with the unit W/(nf), whereas the y-axis of the lower diagram shows the phase of the processes.
The admittance and the dynamic transmittance of aroof with data according to table 1 are plotted.

TAB. 1: Material data for a roof. The innermost layer islisted first.

Material L[] || [W/mK)] | r [ka/n?] | ¢ [JkgK)] | R [(PK)W] | ¢ [I(nfK)]
Concrete 0.040 | 1.2 2400 880 0.0333 84480
Mineral wool 0.120 | 0.04 200 750 3.0000 18000
Roofing felt 0.004 | 0.26 1100 1500 0.0154 6600

For this component, the performance can be read for a wide range of frequencies, here corresponding to the
range of a 1-hour to a 1000-hour time period. On the choice of a 24-hour process as shown in figure 2,
admittance has the magnitude of 19.7/R, (6.47 WI/(nf>K)) and a phase of -98°. The corresponding val ues for

dynamic transmittance are 0.91/R, (0.30 W/(nfXK)) and -43°.
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FIG. 2: The Bode diagram. The upper diagram plots admittance ( I, ) and dynamic transmittance (I, )

magnitude of the roof. The lower diagram shows admittance (| v, ) @nd dynamic transmi ttance(j v, ) phase shift.
R, isthethermal resistance of the component, here 3.049 m?X</W.

Figure 3 displays these processes in the time domain, where the component is subject to atemperature excitation
of 1°C. Worth noting is that heat flow g, hasatimelead of 5.5 hours ahead of temperature q, , which is not

explicitly expressed in the Bode diagram. The reason is that admittance is defined as being positive in the
direction surface-to-environment, whereas q,, is positive in the direction environment-to-surface, thus having a

difference in time shift of 12 hours (180°).
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FIG. 3: Time domain representation of the 24-hour periodic with data fromtable 1.

As of now, quantitative aspects have been shown in the Bode diagram. Sometimesit is necessary to make a
qualitative analysis of the thermal performance of aconstruction. Within this context, the asymptotic values for
admittance are used. These areillustrated in figure 4, using the same component as above. For low-frequency
processes that approach the steady-state condition, the magnitude of admittance and the dynamic transmittance
convergeto theinverse of the total thermal resistance of the construction. Thiswas derived earlier as an
asymptotic value of Stage 1.
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FIG. 4: Asymptotes of admittance (dashed) plotted in the Bode diagram. Stage 1, Stage 2 and Stage 3
qualitatively represent the steady state response, simple mass response and the response of a semi-infinite solid.
R, isthe thermal resistance of the roof, here 3.049 m*/W.

Asthe dynamics of the construction start to dominate the performance of the construction, the magnitude of
admittance starts to diverge from the magnitude of transmittance. When frequency increases, transmittance will
successively be damped, whereas admittance merges with the asymptote having the slope of 1:1. The phase
increases steadily from asymptotic value -180° to some -90°. This characterises the response of a simple mass.
The plotted asymptotes of Stage 2 are -90° for phase shift and |— iw ><c1| for magnitude. Here, c, istheareic



PAPER 1

heat capacity of the concrete slab at the surface of the construction. The range of periods for which this response
isvalidisroughly

2p xR, xc, /3600 £ T,

mass

£ 2p xR, xc, /3600 (15)

The extreme value to theright isfound at the intersection of the asymptote with the 1/R, -line, whereas the value

to theleft is at the intersection between Stages 2 and 3. Equation 15 applies to components with one
homogeneous surface next to the insulating layer (Akander, 1995 and 1999). These switching frequencies
(periods) mark a changein behaviour for a given component.

After ashort transitional region, often at the whereabouts of afrequency corresponding to

Tsemi < 2p xCl le/ 3600 (16)

the response changes to the behavior of the semi-infinite solid. For increasing frequencies, the magnitude of
admittance has aslope of 1.2, arelationship that was derived at Stage 3. The phase converges to the constant
value of -135°.

2.3.1 Theinfluence of the boundary condition

In the previous section, an example of the performance of a construction with the boundary condition J~n =0

was shown. The choice of boundary condition does influence the outcome of the performance. However, which
boundary condition has been used can be revealed in the Bode diagram, since the performance follows a special
pattern. Thisis demonstrated here with the example of a homogeneous concrete slab with data as shown in table
2.

TAB. 2: Material data of a concrete slab.

Material L[] || [W/mK)] | r [ka/n?] | ¢ [JkgK)] | R [(MPK)W] | ¢ [I(nFK)]

Concrete 0.150 | 1.2 2400 880 0.125 316800

The performance of the slab has been cal culated for three types of boundary conditions and is plotted in the Bode
diagram of figure 5. The first thermal performance (filled curves) is from the condition where c’]yn =0, where
admittance is denoted by r, and ] v, - Thisboundary condition allows the calculation of dynamic transmittance
(rp andj ). Analogous to the previous example, the response is resistive at low frequencies. However, at the
switching frequency corresponding to T, . = 69.1 h (which for slabsisequal to T_ .., see equations 15 and
16), admittance changes to the response of a semi-infinte solid. The response of the simple massis never present.

The second thermal performance (dotted curves) is based on the condition that (fn = (fO . Admittanceiswith this
condition denoted by 'y and j 'y, - Dynamic transmittance lacks relevance for this condition, since the slab can

be regarded to be adiabatic for non-zero frequencies at the centre line. For high frequencies, the response is that
of asemi-infinite solid with a magnitude having the slope of 1:2. Asthe frequency is lowered, a switching
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frequency isfound at the intersection of this curve and the line with half the value of 1/R, . For lower

frequencies, admittance magnitude has the slope of 1:1 or explicitly

- iwxc . .
‘—1 . At this stage, the response is that

of asimple mass with a phase that convergesto -90°. The switching frequency istherefore T, =17.3h,a
value that is derived from equation 16 for half the slab.

The third thermal performanceisthat of the adiabatic slab, where @, =0 . The performance isillustrated with
dashed curves with the symbols r*'y and i "'y, - High frequency processes have the response of the semi-infinite
solid until the magnitude curve crosses the line with the value 1/R, . Again, the switching frequency is at

Teemi = 69.1 h. The curve continuesto drop as frequency is lowered, now following the asymptote with the
equation |— iw ><cl| . Phase approaches -90°. For obvious reasons, there is no transmittance. Note the positioning
of r'y, and 'y, (r'"y, »2x'y ) when these have the response of asimple mass. Lines representing heat
capacity (slope 1:1) descend in value on traversing to the right in the Bode diagram.
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FIG. 3: The thermal performance of a concrete slab. Thefilled curves represent performance with the boundary
condition g, =0, the dotted curveswheng,, =¢, and the dashed curvewhen G, =0. R = 0.125 m*x/W.

2.3.2 Theinfluence of a surfacethermal resistance

So far, the analysis has been limited to what happens at the surfaces of building components. However, it is often
necessary to investigate heat transfer on an environment to environment basis. An environment, commonly
represented by anode, is coupled to the component by means of a surface thermal resistance. The surface
resistance will not only change the degree of insulation between the environments; it will also modify the
dynamic interaction between of the component and the environments (see for example Brown and Partheen,
1980). Whereas the previous analysis can be used for analysis of for example solar radiation onto surfaces, the
analysis here isfocused on the effect of convection and long wave radiation (here linearized) on dynamic heat
transfer. However, theaimis here to illustrate the effect of a surface thermal resistance more than to ponder on
the value of the surface resistance and criterions on when this value can be regarded as being constant.

10
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A new heat transfer matrix can be set up between the two environmental nodes. The surface thermal resistances
R, and R, caneach betreated as purely resistive material layers, such that

QU_él - ReW6A Bl - Ryikgl

& 0= G @ G- 17
d.o @ 10 DE0 1 g

By using the definition of admittance on the product matrix, and allowing w approaching infinity, the
magnitude of admittance will converge to the value of 1/R; . Thisimpliesthat surface thermal resistances damp

fast thermal processes within buildings, certainly in buildings with low levels of insulation where Ry isnot
much smaller than R, + R, . This applies to time periods that are lower than the switching frequency for which
the surface thermal resistance starts influencing admittance, such that

Trs £ 2P >Ry *C, /3600 (18)

In the example above, the surface resistance curbs admittance for time periods that are faster than 19.2 hours. It
should be noted that equation 18 is valid within the frequency range where the response is that of a simple mass.
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FIG. 4: Theinfluence of a surface thermal resistance at each surface. R, isthe thermal resistance of the roof,
hereincluding Ry and R such that R, = 3.219 M2 KW,

Surface resistances damp the magnitude of transmittance, both in the steady-state form and dynamically too,
compare figures 2 and 6.

24 Theorder of material layers

It'swell known that the order of material layersin a multi-layer construction influences the thermal performance
of the construction. A rule of the thumb isthat material layers on the inside of the insulation layer constitute the
effective heat capacity of the construction. By doubling the thermal mass of a surface layer, twice the amount of
heat can for some instances be stored without radically changing the temperature of the process. This can easily

be shown in the Bode diagram. However, what is |ess self-evident is how the order of material layers affects the

11
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dynamic transmittance of a construction. In prEN SO 13786, dynamic transmittance is represented by the
decrement factor f , defined such that

1

f=—"-_
EE

(19)

Thisisin other words aratio between the transmittance magnitude for one given frequency and the steady state
U-value. Also, the influence of the surface thermal resistancesisincluded - it istherefore not explicitly an entity
of the building component itself.

The importance of the order of material layers will be shown with an example. Suppose a construction isto be
built up of four material layers, whereof two are composed of alightweight insulating material and the others of
aheavyweight material. The order of the layersisvaried and the thermal performance of each constructionis

calculated. The material layer parameters are shown in table 2. The boundary conditions are that q~0 =1°Cand
0 2. BRI an
N
AR

q, =0°C.
0 1. B JEan
b i
R A
0 4. BLEL] an
foas il
RO
FIG. 5: Number and side of excitation for four different components.

s

TAB. 3: Material parameters for the lightweight and the heavyweight material layer.

Material L [m] |1 [W/mXK)] | r [ka/n?] | ¢ [J(kgk)] | R [(nPK)W] | ¢ [J(nfxK)]
Concrete 0.050 | 1.8 2400 1000 0.028 120000
Mineral wool 0.050 | 0.04 30 1400 1.250 2100

The results on admittance are as expected. Construction 2 with double concrete layers at the inner surface allows
the largest amount of heat to be pumped back and forth, and isin the Bode diagram situated farthest to the left in
comparison to the admittance of the other constructions. The admittanceis for this construction within Stage 2
twice the magnitude of admittance for constructions 1 and 4.

12
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FIG. 6: Comparison of the thermal performance of four constructions with different material order. R, = 2.556

n?K/W. The dotted curves are for construction 1, the dashed curves for construction 2, the dash-dotted curve for
construction 3 and the filled curve represents the performance of construction 4.

Note that for higher frequencies, the magnitudes converge to the response of the semi-infinite solid for
constructions 1, 2 and 4. Asfor construction 3 with the insulation at the surface, the responseisresistivefor a
periodic between 3 and 60 hours. The analogy with a surface thermal resistanceisin this case evident. For a
periodic lower than 3 hours, the response is that of a semi-infinite solid, caused by the insulation.

Asfor transmittance, the conclusion is that a heavyweight material inside the component, with insulation on both
sides, has the greatest damping effect. Therefore, when designing a building envel ope that is supposed to
minimize the influence of the external climate variations on theinternal climate as much as possible, a heavy
slab with insulation on both sides is recommended. Of course, this conclusion appliesto the boundary conditions
where the external surface temperature oscillates and the internal surface temperature is constant, such asthe
envelope of a cold-storage building. The poorest dampening effect is caused by construction 1, which is the most
common type of sandwich construction of today. For this example, diurnal external surface variations are
literally dynamically undamped when transmitted to the inner surface.

3 Evaluation of thermal models

Shown thus far, the use of the Bode diagram has been of a qualitative type to express the thermal performance of
building components. The calculated entities, admittance and dynamic transmittance, are analytical. These can
be used to simulate building components or buildings as awhole, under the circumstance that the systemis
linear. Solutions of each frequency can be superposed, giving information on thermal processes within the time
domain. However, some thermal processes are non-linear and cannot properly be within the frequency domain
with sufficient accuracy. It therefore becomes necessary to perform the simulation within the time domain.

A common way of modelling heat conduction in solids is by using finite difference methods or linear RC-
networks within the time domain. Both methods involve chains of heat capacities serially connected by thermal
resistances. The means of establishing valuesto parametersin the chains (models) vary to some extent, but the
concept in general isthe same: a heat balance is performed at every node during simulation. Here, the explicit

13
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finite difference method will be used to show the evaluation of such models. The evaluation is made within the
frequency domain as opposed to validation tests which commonly are made within the time domain, for example
as proposed by Bland (1992). However, the evaluation procedure shown here resembles the "qualifying density
power spectra” used for experimental validation of building energy simulation programs; introduced by the
Model Validation and Development Subgroup within PASSY S (Jensen 1995).

3.5 Thefinitedifference method - theoretical analysis of inaccuracy

A building component isin this method discretised into cells by the sub-division of material layers. Depending
on the chosen model cell configuration, the thermal mass of the cell is condensed into one or two mass nodes
(seefigure 8). The Central Capacity Cell (CCC) has the heat capacity of the cell placed in the geometrical center
of the cell. The central nodeis coupled to each cell surface by athermal resistance, which has the value of half
the thermal resistance of the cell. In the case of the Edge Capacity Cell (ECC), the heat capacity of thecell is
halved and placed at each surface of the cell. The thermal resistance of the cell couples these heat capacities. The
choice of cell configuration influences the thermal performance of the model at high frequencies, aswill be seen
in the following section. For the moment, attention will be paid to the criterion of discretisation.

CCC ECC
R.J/2 RJ/2 R
T Cc T Cc/2 Cc/2

B e e ——
Dx Dx

FIG. 7: Two different types of cell configurations that model heat flow in one dimension. To theleft: Central

Capacity Cell (CCC). To theright: Edge Capacity Cell (ECC). R; isthe thermal resistance and c.istheareic
heat capacity of the cell.

A method of discretisation, which isempirical to its nature, is by using rules of the thumb concerning the spatial
size of cells of different materials. An example isthat acell of concrete should not exceed the size of 5
centimeters. Another isto use the stability time step criterion. The stability time step isthe smallest time step that
can be taken in asimulation (using explicit methods) and thisis governed by the mathematical formulation of the
heat balance of a node within the model. The heat balance of an arbitrary nodeis for the explicit forward method

Dt € 1 1 &, 1 1 06 .U
aP = |+l + G- - =D (20)
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FIG. 8: Node number j in a thermal model.

Here, Dt isthetime step of the simulation, ¢fj isthetemperature of nodej at timet and ¢fj*™ isthe temperature

of node|j at timet+ D. F; stands for an internal heat source at node j, which is commonly equal to zero for most
conventional building components. The criterion for stability in the solution is that the term within the
parenthesis is non-negative, if F; = 0. The largest time step that can be taken is therefore (Eftring 1990)

Dlgan, j =———5— (1)

Discretisation is often made by letting the smallest value of Dty ; be slightly larger than the simulation time
step Dt such that Dt =K >ty | (k <1.0). For a homogeneous slab with equidistant CCC's, the stability time

step is smallest at the mass node next to the surface. The stability time step criterion gives

DxE 3x >Dt/k 22)
\l r>c

The stability time step criterion is not a discretisation in time that depends on boundary conditions and the
thermal behaviour of the building component, but more so on the cell configuration and parameters of the
simulation model itself.

3.6 Theresponse of athermal model

The product of the heat transfer matrix of each model component can establish the thermal performance of chain,
where each model component is modelled as a material layer. A purely resistive layer with the thermal resistance
R has a heat transfer matrix such that

(23)

A purely capacitive layer with the heat capacity ¢ hasthe following heat transfer matrix (Johannesson, 1981):
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1 Ou

24
IWwC 1H (29

QD D

The sequential product of the chains' components determines the heat transfer matrix of the model as awhole.
When the heat transfer matrix has been established, model admittance and dynamic transmittance can be
calculated and compared with analytical admittance and dynamic transmittance. This procedure can be used to
give aquality assurance of how well achain models the thermal behavior of a building component. If the
thermal performance of the model is poor, it may be wise to go farther with the discretisation and choose a finer
mesh.

The choice if whether or not the performance of model is adequate is left to the user. What should be kept in
mind isthe following:

Thermal surface resistances damp high frequency processes, these are "filtered" away in
simulations;

One-dimensional finite difference models, even with coarse cells, give good agreement with
analytical performance at low freguencies;

A fine mesh gives better accuracy at higher frequencies at the cost of larger computational
expenses (memory and time) and should take the first point into consideration.

As an example, a 250 mm homogeneous slab of aerated concreteis discretised into 5 cells. Both cell types are
modelled in two separate chains. The thermal performance is based on the assumption thatg,, =0 °C. Results
are plotted in the Bode diagram of figure 10. As can be seen, the CCC (dashed) and the ECC (dotted) givea
good approximation of the analytical solution (filled) at lower frequencies. At higher frequencies, the curves of
admittance and transmittance start to diverge. For admittance, the ECC's dotted curves shoot up whereas the
CCC'sdashed curves drop off in comparison to the analytical curves. This phenomenon is more thoroughly
discussed in the next section. As of now, amethod for quantifying model inaccuracy is presented.

TAB. 4: Material data for a homogeneous slab of aerated concrete.

Material L Im] || (W/mK)] | r [ka/m?] | ¢ [J(kgK)] | R [(MPK)/W] | ¢ [J(mPK)]

Aerated concrete 0.250 | 0.12 600 1050 2.083 157500

If the surface of the building component and the model are excited such that q~0 =1°C, aheat flux,

corresponding to the admittance, will arise. This model admittance may deviate from that of the analytical
admittance. The difference will be asinusoidal entity. By dividing the difference by the analytical admittance,
the relative deviation in complex form isfound for each frequency. On taking the absolute value of deviation, the
magnitude of deviation of the thermal performance for each frequency is established. The maximal deviation of
admittance at surface 0 isthe dimensionless magnitude

YO model ~ Y0 analyt

&0 W)= (25)

YO analyt
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FIG. 9: Bode diagramfor the aerated concrete slab. The responseis plotted as a filled curve for the analytical
result, dashed for the CCC model and dotted for the ECC model. R, = 2.083 mPK/W.

Similar expressions can be set up for admittance on the other surface and for the dynamic transmittance. Since
model inaccuracy now is quantified, criteria can be set on a set of frequencies on how much model performance
isalowed to deviate from analytical performance. Figure 11 illustrates the inaccuracy of the ECC and the CCC
model for admittance and transmittance of the aerated concrete slab, each model composed of 5 cells. In this
case, if theinaccuracy isjudged to be too large at high frequencies, discretisation can be made with 6 or more
cellsuntil the criterion isfulfilled. An example of acriterion isasfollows: all periodics larger than 3 hours
should give deviations less than 0.10 and the 24 hour periodic deviation must be less than 0.01

(ey, (T 33 h)£ 0.10 and ey, (24 h)£ 0.01) if the model is to be accepted. In essence, this method is a type of

quality assurance that amodel has alimited inaccuracy, independent of the boundary conditionsin the
simulation and numerical solver, which it is subject to.
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FIG. 10: Theinaccuracy of the ECC (dotted) and the CCC (dashed) model compared to the analytical solution.

The upper diagram shows deviation of admittance. The lower diagram shows deviation of dynamic
transmittance.
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3.7 Theinfluence of cell configuration

Cell configuration influences the performance of models at higher frequencies, as seen in figure 10. As seen
earlier in the section of the influence of surface thermal resistances, athermal resistance R will lead to that high
frequency admittance convergesto thevalue 1/R. Thisis also true for CCC-models, which have a thermal
resistance as the outermost component of the chain. In the example of figure 10, the outermost thermal resistance
has the numerical value of a 10" of R, since the aerated concrete slab was discretised into 5 cells. The magnitude
of admittance converges to this value with the slope of a horizontal line, and admittance phase shift convergesto
the value -180°.

The ECC-chain has an outermost component that is a heat capacity. For high frequency processes, model
admittance will become asymptotic with -iwc , i.e. the response of asimple mass. The simple massisin this
case the outermost heat capacity. Therefore, model admittance magnitudeisin the Bode diagram at high
frequencies an ascending line with the slope 1:1. Model admittance phase shift convergesto -90°.

3.7.1 Thesemi-infinite solid

The performance of all building components without surface thermal resistances will for increasing frequencies
have the response of a semi-infinite. Thisisthe most difficult response to model with chains of thermal
resistances and heat capacities. As seen in the Bode diagram, the response of the semi-infinite solid has the
magnitude with a slope of 1:2. Neither the thermal resistance nor the heat capacity can alone model this

response. With the increase of frequencies, the component has to have a finer mesh to maintain alow inaccuracy.
A question that can be posed is the following. Can a discretisation be made with the condition that the finite
difference model gives small inaccuracies for periodics larger than a given time period? This question has a
positive answer if asymptotes within the Bode diagram are used. The answer will be exemplified with the
aerated concrete slab (5 cells) used earlier.

The admittance of the slab has the performance of aresistance for a periodic that islonger than
2p xR, xc, /3600 hours, in the example longer than 573 hours. For ashorter periodic, the responseis as of stage

3, the response of a semi-infinite solid. The magnitude of admittanceisfor the slab

|Y0|:1/|1>"’1>Q>‘N (26)

The CCC-model has a high-frequency response corresponding to the inverse of the outermost thermal resistance,
here called R o, (inthe examplea1d" of R ), such that

1
chcco| = @7
cco

The CCC-model has a switching frequency where the model's semi-infinite solid performance becomesresistive,
in other words |Yo| =|Yeceo| - The switching frequency correspondsto

T:2pxR§cco>41xr1xC1 (28)
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Inthe example of theslab, T = 5.7 hours (see figure 11) since R, isgiven. However, adiscretisation can be

done with this equation if the model user givesavaluefor T, corresponding to the frequency where the model
inaccuracy becomes large. Therefore, the sought entity is Dx , and thisisfoundintheterm R, , since

Dx

Recoo = E (29)

On inserting equation 29 into equation 28, an expression is found that gives cell size as function of thetime
period where the inaccuracy of the CCC-model starts to become large. The cell sizeis

Dx = I, 2xT (30)
rhx, p

The solution actually becomes the same for the ECC-model, since

Dx
|Y0| =|YECCO| =WXCgep and Ceeep =13 e (31)

The stability time step is for the outermost mass node of the CCC-chain

2
ryx; ><Dx 32)

Dtganccco =

This expression is usually used to determine the cell size, having the largest value with the simul ating time step
Dt inserted intheplace of Digq, o . Thus k of equation 22 is set to have the value 1. On solving for the cell size

as stated in equation 33, the solution does not match with equation 30.

Dx= |—1 3t (33)

On setting equation 30 equal to equation 33, the relationship between simulation time step and model inaccuracy
switching time period isfound, being

T= %Dt (34

The meaning of thisequationisthat if adiscretisation is made on basis of agiven simulation time step (or
stability time step), the frequency components within the simulation that are higher than the frequency
corresponding to T may be inadequate in terms of accuracy. By discretising the building component on basis of
model and analytical thermal performance, morereliable results will be achieved. Y et, the stability time stepis
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true when solving equation systems of the model with explicit methods, but discretisation should be made from
the point of view of the thermal performance, not from the solver technigque of the simulation. Table 5 shows
differencein cell size depending on the choice of discretisation method for some common building materials. It
should be noted that these materials are thick surface materials of multi- or single-layer components, as this
discretisation assumes that the response is that of a semi-infinite solid. However it isimportant that the following
isnoted: by reducing thevalue of T, smaller simulation time steps will have to be taken with an explicit solving
method.

As mentioned earlier, there will actually always exist frequency components within the simulation that are
higher than the frequency corresponding to T . The higest frequency present in a simulation with the constant
time step Dt isthe Nyquist frequency, see for example (Ramirez 1985), corresponding to T, , such that

Ty > 20t (35)

Theinequality sign can be substituted by » for large time series. Equation 34 can now be rewritten to the
expression

T= %TpTNY (36)

so that T isafactor 2.36 greater than the shortest periodic Ty, that ispresent in the simulation. As an example,

if asimulation program uses the time step of half an hour, the Nyquist periodic will be one hour. A thermal
performance for a process with a periodic between 1 hour and 3p/4 hours will not be well modelled.

TAB. 5: Cell size of a central capacity cell (CCC) for several building materials using the two discretisation
methods. The term Dxp; depicts cell size based on the stability time step criterion whereas Dxt represents cell
size based on model performance criterion.

Material | r c Dxot [M] Dxot [M] Dx [m] Dxr [m]
[W/(mK)] | [kg/n?] | [J(kgK)] | when when when when
Dt=05h | Dt=1h [ T=1h T=6h
Aerated concrete | 0.12 600 1050 0.032 0.045 0.021 0.051
Concrete 1.8 2400 1000 0.064 0.090 0.041 0.102
Polystyrene 0.033 30 1400 0.068 0.096 0.044 0.109
Brick 0.60 1500 900 0.049 0.069 0.032 0.078
Wood 0.14 500 2300 0.026 0.036 0.017 0.041

4 Conclusions and discussion

Characterisation of the thermal performance of a building component can be done within the frequency domain.
A mean of visualising the performance for awide range of frequencies is with the Bode diagram, in which
transfer functions can be plotted. Since the thermal performance can be expressed in terms of admittance and
dynamic transmittance as function of frequency or time periods, these transfer functions can be followed in the
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diagram. This offers qualitative information on performance characteristics of a building component, for
exampleif the response for a given frequency isthat of asemi-infinite solid, asimple mass or if the responseis
that of aresistance. Also, quantitative information isfound for a given building component, allowing detailed
analysis at design stages on the behaviour of components. From an example in this paper, it is shown that the
greatest damping of dynamic transmittance is achieved by having a capacitive (heavy) material layer between
two insulating layers.

Another important factor is how a building component interacts with the surrounding environments. The impact
of surface thermal resistancesis such that high frequency processes are damped in their presence. High
frequency admittanceis curbed to the value corresponding to the inverse of the surface thermal resistance.
Dynamic transmittance is reduced for the reason that the building component can be regarded as a capacitive
layer between two insulating layers.

The methodology also provides a mean of evaluation of thermal performance of models that are composed of
serialy connected thermal resistances and heat capacities. For such models, a heat transfer matrix can be
established, thus can model admittances and dynamic transmittance be found. Since the analytical performance
of multi-layer building components is known, an evaluation of the model performance can be done. The
inaccuracy of the model can be expressed in terms of a frequency dependent relative deviation in comparison to
the analytical performance. By establishing the over-all relative deviation for a set of pre-selected frequencies, a
judgement can be made on whether the model, on basis of inaccuracy, should be accepted or has to be improved
prior to asimulation. Having afiner mesh commonly decreases model inaccuracy. However, by minimising the
over-all relative deviation of amodel with afixed configuration (fixed number of thermal resistances and heat
capacities) the thermal components within an RC-network model can be optimised. This procedureis beyond the
scope of this paper, but will be presented as afollowing part within this publication series. More on the subject
can also be found in Johannesson (1981), Akander (1995) and Mao (1997).

A new platform for discretisation of building components within finite different techniques can be formulated.
The essence of this procedure liesin asymptotes of thermal performance at high frequencies. For achain
(model), depending on whether the surface model component is a heat capacity or athermal resistance, the
performance will differ at high frequencies. A model switching frequency isfound where the analytical response
of the semi-infinite solid isintercepted by the response of the surface component of the chain, being either the
response of athermal resistance or the response of a simple mass (heat capacity). On using the model switching
frequency as acriterion for discretisation rather than the stability time step of the chain, a control of model
inaccuracy isimplemented in the discretisation procedure. This means that amodel user, prior to asimulation,
has to decide the highest frequency for which the model has to be accurate and then determine the simulation
time step. The relationship between the shortest period T (corresponding to the model switching frequency) and
the simulation time D step for the explicit forward finite difference method with a central capacity cell is

Dt (37

Dx= |1 2y (38)
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SUMMARY:

In order to establish the effective heat capacity of a multilayer building component, one has to perform
calculations within the frequency domain. This involves calculations with complex numbers and preferably
programming tools that can handle these numbers. However, it is shown in this paper that the effective heat
capacity can be calculated from material parameters from layersin the component with acceptable accuracy.
The simplified method comprises four equations that are derived from frequency response theory. The effective
heat capacity of a component is calculated for a given periodic. Time constants, based on material layer
parameters, are used to select which equation is appropriate to determine the effective heat capacity. Tools for
performing calculations are common cal culators or computational spreadsheet programs. This paper also
brings forth a discussion on what the effective heat capacity isand how it may be quantified.

1. Scope

The work presented in this paper focuses on the thermal performance of multi-layer components; a means of
characterising and classifying the performance in terms of time constants and suggests an approximate method
for calculation of the areic effective heat capacity of acomponent without the use of complex numbers. A
discussion on what the areic effective heat capacity isand how it may be modelled is also put forth.

The theory and application of the approximate method is made on plane homogeneous and multi-layer
components that are typical for Swedish buildings, which to some degree are better insulated those in warmer
climates. The methodology is however applicable to plane building components of all nations, independent of
building material and building technology. This methodology can be regarded as a further development of the
approximate methods stated in normative Annex A of standard proposal prEN SO 13786 with the title "Thermal
Performance of Building Components - Dynamic Thermal Characteristics - Calculation Methods."

This paper is the second part of the series"The Thermal Performance of Multilayer Building Components". The
reader is advised to read the first part, in the current journal (Akander and J6hannesson 2000), since several
definitions used in this paper are presented in the first paper in more detail.

2. Introduction

The dynamic thermal performance of building componentsis an issue which is gaining attention, not only due to
increasing demand on thermal comfort, increasing costs on heating fuels and sources, but also from a perspective
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of the global environment in terms of availability of energy resources and pollutants. Thisis reflected in national
building codes where criteria are set to reduce the energy requirement in new buildings. A common criterionis
to lower the heat | oss factor by means of lowering levels of U-values compared to older code versions. The heat
loss factor is commonly used to compare one building design with another to evaluate which building givesthe
least predicted energy requirement.

Thetraditional method of calculating the energy requirement of a building is by means of a steady-state energy
balance, where the heat loss factor of the building is multiplied by the difference in mean temperature between
theinterior and the exterior climates, and time duration. This method is somewhat reliable for very coarse energy
requirement predictions, but it totally lacks account of heat that can be stored within building components. In the
European standard EN 832 (1998), a calculation procedure using atraditional energy balance is made, however
taking into consideration the dynamic thermal performance of the building by means of the utilisation factor. The
utilisation factor accounts for how much of the heat gain (the sum of solar irradiation, household appliances and
metabolic heat) actually relieves the heating system from meeting the whole energy requirement based on the
heat loss factor. The variables that affect the size of the utilisation factor are [imited to the heat |oss factor, the
ratio between heat gains and heat |oss, and the effective heat capacity of the building. The effective heat capacity
isthe sum of the effective heat capacity of each building component, i.e. the dynamic thermal performance of
each component.

The quantification of the areic effective heat capacity of abuilding component is established within the
frequency domain. Thisinvolves calculations with complex numbers and matrix multiplication. If accessto
computers with suitable programs that can handle such calculationsis not possible, progressin calculating an
effective heat capacity islimited and rather tedious. There are, of course, rules of the thumb that are regarded as
" approximate methods” that avoid complex numbers. Results from these simplified methods can give great
deviations from " what-should-have-been” results. Thisisthe case for normative Annex A of prEN 1SO 13786
(1998): asimplified method is given, tagged with the comment that results are probably inaccurate and over-
estimate values derived from analytical expressions. The simplified methods are based on the thermal
penetration depth of a 24-hour periodic, for multi-layer components the sum of the heat capacities on the interior
side within the insulation material or an effective thickness within massive homogeneous layers.

3. Theresponse of multi-layer components

Frequency responseis basically thermal behaviour in the sense that if the component is prone to a sinusoidal
thermal change at a surface, the component will reply to this change. Carslaw and Jaeger (1959) put forth a
frequency domain solution to the heat conduction equation. Many authors have done various works on frequency
domain calculations applied to buildings, such as Milbank and Harrington-Lynn (1974), Walsh and Delsante
(1983), Athienitis (1989), Panzhauser (1991) and Davies (1995). A special field that gained interest was
optimising slab thickness to withhold a maximum heat given certain boundary conditions. Among these are work
for example by Bunn (1983), Gruber and Toedtli (1989) and Magyari and Keller (1998). Accordingly, work has
also been done by other authors within the subject of equivalent electrical circuitsto model componentsin
simulations, such as Davies (1983, 1994). The effective heat capacity isthe simplest model for simulating
dynamic effects, for example as shown in work by J6hannesson (1981) and Krec (1993).

3.1 An analytical solution of the heat conduction equation

Carslaw and Jaeger (1959) put forth a solution to the heat conduction equation for a slab within the frequency
domain. The solution can be formulated in terms of matrices for the heat transfer of a homogeneous slab such
that
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where
A, = cosh(k ¥ (1+1))
B = Sinh(k(1+i))
C, =- 1 xk(L+i)>sinh(k ¥ (1+i))
D, =cosh(k*(1+i))
with

and a:l_
2xa r x

Sinusoidal surface heat flux and surface temperature oscillations are denoted by g and ‘5 . These are functions

of one angular frequency, here depicted by the superscript ”~". Surface O is the excited surface, whereas surface
n isthe obverse surface that is subject to different boundary conditions discussed | ater.

For amulti-layer component, a heat transfer matrix can be maintained through the successive multiplication of
the heat transfer matrix of each layer. A component with three material layers would give a heat transfer matrix
based on the product of its components.

l
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3.2 Frequency response: Admittance.

The frequency response of a plane multi-layer component is the thermal behaviour of that component if itis
subject to asinusoidal excitation. This assumes that at least one of the surfacesisthermally excited, such asa
surface temperature oscillation. The response is the heat flux that isinduced at the excited surface and at the

obverse surface. Provided that the temperature oscillates q~0 at surface 0 and the temperature at surface n isheld

constant, q~n =0, the admittance Y,, of surface O is defined as the ratio between the heat flux and temperature
oscillation.

- . =0) ®

A
B

<
I
Q&

If temperature oscillations are the same at both surfaces, the admittance can be formulated such that
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3.3 Theareic effective heat capacity

A building component is composed of materials that are continuums. A continuum isa” melting pot” of
continuously scattered thermal resistances and heat capacities. The effective heat capacity of the component is
however adiscrete value, that is supposed to represent the thermal performance (admittance) of the continuum. It
must describe the combined effect of the scattered thermal resistances and heat capacities of the continuum.

Two discrete models can be set up to establish how the effective heat capacity may be defined and cal culated.
Thefirst isasimple mass: the surface heat capacity model. The second is an RC-network that is composed of a
thermal resistancein serieswith aheat capacity. Both have appeared in different versions of EN 1SO standard
proposals. In the following sections, the areic effective heat capacity will be denoted by ¢ and have the unit

J(nPXK).

3.3.1 Thesurface heat capacity model

The effective heat capacity wasin earlier proposals of European standard based on the model called the surface
heat capacity. The surface heat capacity is calculated by means of analytical admittance of a component and the
admittance of amodel that represents a simple mass.

~

g
1 CC q
T

FIG. 1 The surface heat capacity model.

The heat transfer matrix of a heat capacity c_ is(Johannesson 1981)

1

q.0 é 1 ol
e 0=¢ . ggu (6)
60 & wee lgd.g

Therefore, this model has the admittance corresponding to
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=-iWwWC (7)

By setting the amplitude of admittance of the model |YC| equal to the amplitude of admittance of the component

|Y0| ,avaluefor c_ can be determined. The effective heat capacity is the amplitude of admittance divided by the
angular frequency.

[Yol

C =
©w

®)

3.3.2 TheRC-network model

In later European standard proposals, the effective heat capacity, here denoted by c
network model, as shown in figure 2.

rc» ISapart of asimple RC-

LSRG
FIG. 2: The RC-network model.

The admittance of thismodel is

y = 9 WG 9

By setting the admittance of the model, Y,
C,. can be determined so that

equal to the admittance of the component, Y, , thevalueof R and

c!

R=- Reg—= and c.=——"—"— (10
2l O
wWX{mMGE—=

0@

3.3.3 Differencesin the two models

Jéhannesson (1981) analysed the thermal performance of the surface heat capacity and the RC-network. For a
wide range of frequencies, the thermal performance of the RC-network agrees better with the analytical thermal
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performance than does the surface heat capacity. The surface heat capacity models the amplitude of admittance
for one given frequency very well but isinaccurate in describing the phase shift between the heat flux and
temperature oscillation. The model emphasises on how much heat can be stored in a component, not when the
storing takes place. The RC-network models not only the amplitude of admittance for the given component and
frequency, but also models the phase shift. Information can be withheld on how much heat can be stored as well
aswhen it takes place. The question isif the modelled phase shift has any greater importance within the level of
detail in calculations with one of these two simple models.

The value of the heat capacity c,, of the RC-network is always larger than the value of the surface heat capacity
C. . Thisisdueto the “screening” effect that the thermal resistancein front of the heat capacity of the RC-model

has on the model’ s thermal performance. So, which model givesthe true effective heat capacity? In the author’s
opinion, c_ ismore suited to be called the effective heat capacity for three reasons. Thefirst isthat the surface
heat capacity is the amplitude of admittance divided by the frequency. It is therefore an informative value that
explicitly givesthe possibility of storing heat. The second is that the phase shift is often redundant in practical
calculations, such asin EN 832. If the phase shift is needed, the analytical expressionsin equations 1-3 can be
used instead of the values from the RC-model since these are more accurate. The third reason is that the RC-
network is complicated to understand since the thermal performance is modelled by the interaction between the
thermal resistance and the heat capacity. Alone, c,. can give no information on the amplitude and phase shift.

Neither isit self-evident that the discrete model configuration with the thermal resistance and a heat capacity isa
perfect representative of a continuum merely for the reason that admittance is composed of areal and an
imaginary number.

4. Theapproximate method using the surface capacity model.

The new approximate method for determining the effective heat capacity is based on the surface heat capacity
model, for reasons given in the previous section. The methodology, in more detail given in Appendix A, can be
applied to various boundary conditions or to the RC-network model. The new method and applications will be
shown as examples using typically Swedish multi-layer components. Also, it will be shown that the method is
valid for arange of different frequenciesincluding the important frequency corresponding to the 24-hour
periodic. The approximative methods of the approximate prEN SO standard will also be applied within the
examples. First, these will be presented.

4.1 Theapproximate prEN I SO-methods.

Three different simplified methods are stated in Annex A of prEN 1SO 13786. The methods are briefly reviewed
below. These methods use a variable called the periodic penetration depth, but will within this context be
reformulated in terms of time constantsi.e. the product of thermal resistance and heat capacity of material layer
parameters. See table 1 on the next page for nomenclature.

The thin layer approximation can be used for athin surface layer next to insulation. If thetime period T of the
thermal processis

T3 4p R C, (12)
the effective heat capacity is determined from the material parameters of the surface layer so that

c=d,x; xr; (12)
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The semi-infinite medium approximation can be used for aperiodic T where
P
TE " R, >C, (13)

giving an effective heat capacity such that

c= [l (14)
w

Note that the validity ranges of equations 11 and 13 leave an interval that is not covered by an expression for
determining the effective heat capacity. For thisreason, and also to take into consideration multiple material
layers between the insulation material and the interior surface, the effective thickness method can be applied.
This method cal culates the effective heat capacity on basis of the effective thickness d, such that

c=g i x; with a d =d, (15)

The effective thickness d, is calculated from material parameters for aconcrete slab, and it is assumed that the
effective thickness for the concrete slab is the same as for the actual component!

The effective thickness is the minimum value of either
Half thetotal thickness of the component
The thickness of materials between the surface and the first thermal insulating layer

A maximum effective thickness depending on the period of the variations (1 hour uses 2 cm, 1 day uses 10
cm, 1 week with 25 cm).
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4.2 TheNew Method.

The new method consists of 5 steps. These are to be followed in the order as stated below.

TAB. 1: Nomenclature and definitions.

Symbol Unit Comment

] Index Layer number. 1 isthe internal surface material, n the external surface material.
d; m Thickness of material layer j.

I W/(mXK) Thermal conductivity of material layer j.

r kg/n? Density of material layer j.

Cj J(kgxK) Specific heat capacity of material layer j.

R; K /W Thermal resistance of material layer j, R; = dj/l i

C; J/(rT12>K) Heat capacity of material layerj, c; =d; xr; x;

bj W/s/( nPK) | Thermal effusivity of material layer j, b; =.[I; > | >,

1 Acquire materia data (|l j, r

each layer j. Choose the time period T for which the areic heat capacity isto be calculated. The angular
frequency w (s™) isgiven by

w=2p/T (16)

and c;) and geometry (d; ) of each material. Calculate R;, c; and b; for

2. Determine the maximum areic heat capacity c_, for the considered surface according to

1 6y R, oW 3
co=r €A g5 AR Ru=00 R=aAR, (a7)
R g]‘:l é k=j+ =1

3. Calculate the effective thickness d; by meansof c,. The number of layers x at theinner side of the
adiabatic planeis established.

X X
Coo :é rxc;>d; suchthaté dj =de (18)
= =

x-1
The thickness of layer x can be adjusted to the length d; - é d;.
=1

4. Calculate time period values T, and T, (T, isomitted for slabs) according to
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2
u

é 2 2
ébz Cl+\/2(cl+cz) -Ci g

(19)

Selection of formulafor ¢ isbased on fulfilment of criteriafor thesizeof dg; , T, and T, intable 2.

5 Cdculate c,.If c_ isgreater than c,, then c, issetequal to c, .

TAB. 2: Condition on the effective thickness and time period range of validity that gives the formula number for

table 3.

Conditionnr | Condition on d Conditionon T, and T, Select formula
1 der £ T <2pxry e, xd3 /1 Formula 1

2 dest £d; T3 2pxry xc, dZ /| L Formula4

3 der >d; T<T,and T, >T, Formulal

4 dert > dy T, <T<T, Formula 2

> dert > dy T,<T,and T<T, Formulal

6 der > dy T,<T,and T3 T, Formula3

7 der > dy T,>T,and T>T, Formula3

TAB. 3: Tablefor determination of the effective heat capacity. Formula number is given by condition fulfilment

intable 2.
Formulanr | Effective heat capacity c_ Max value
' c =b/dw Ceo
i [t o awb:
i V\&l*' R, "o,</2w+ RY x5 "N)
’ C.= l}f(l+ (WXR2C1)2)+ byv2w(c, + ¢, J1+wxR,cy ) +w(c, + ¢, . Ceo
’ V\&l"' b3 N\(Ri +R, )2 + b3‘/2‘_N(R1 + Rz)(1+W>Rlcz)+ (Wlecz)Z)
4 Cc = CcO CcO

5. Application of the new method on examples

This section serves to show the application on the method on a step-to-step basis. The results of each step are
commented. The core of the method liesin step 4, where effective thicknessd and periods T, and T, arethe

basis of the selection of formula. For thisreason, thereis no room left for intuition on behalf of a user to judge
how many material layers actually participate in the heat transfer within the building component. The resultsin
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the examples below are from a computational program with a source code based on conditions and relationships
as expressed in the previous section.

5.1 Examplel

Thisfirst example is a sandwich construction with two material layers on the inside of the insulation layer.

TAB. 4: An exterior wall. Theinnermost layer is shown in thefirst row.

Wall 1 d | r c R c b
[m] [W/(mK)] | [ka/m?] | [J(kgK)] | [MPRIW] | [J(nPK)] [W /s /(nPK)]

Mortar 0.01 1.0 1800 950 0.0100 17100 1307.7
LECA* 0.10 0.25 1000 1050 0.4000 105 000 512.3
EPS 0.15 0.04 20 1400 3.7500 4 200 335
LECA* 0.05 0.25 1000 1050 0.2000 52 500 512.3
Mortar 0.01 1.0 1800 950 0.0100 17100 1307.7

* LECA = Light Expanded Clay Aggregates

Step one is composed of acquiring material data and to determine the thermal resistance, heat capacity and
thermal effusivity of each layer. These parameters are listed in the table of each example. The time periods of
interest are for this example chosen to be totally four, namely 6, 12, 24 and 48 hours.

Step two isastraightforward calculation using equation 17 to determine c, such that

é .

Ceo =ixé01€di+ Ry +Rg +R4+R59+cz§i+R3+ R, +R59+
g e2 g e2 2

(20)

+ cngi+ R, +R59+ c4§i+R59+ csé&%
ez ] e 2 17, e2m
Inthisexample, c, = 120 380 J(n?>K), which is the same as the analytical value for an annual periodic.

Step threeis actually optional and helpful only for conditions 1 and 2 in table 2. In thisexample, dg; = 0.1084
m. Therefore, dg; indicatesthat the first two layers (x = 2) are on one side of the adiabatic plane, dg; >d; .

Step four is to determine the time constants. For the four chosen time periods, these will fulfil condition number
2 since insertion of datafor T, and T, gives0.30 hand 79.6 h, respectively. Since the four chosen periods fulfil

the condition 0.30h £ T £ 79.6 h (condition nr 2), formula 2 in table 3 has to be applied to determine c. In
table 4 below, results are shown on valuesof ¢ aswell as deviation from analytical values. Also, values on the
effective heat capacity determined by means of the prEN SO effective thickness method are listed.

10
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Step five isto assure that no value of c, exceeds c_,, which isthe maximum value possible. Note that detailed
calculationsin step three were actually not needed.

TAB. 5: Resultsfor the four chosen periods.

Time period [h] 6 12 24 48
New method c_ [J/(mfK)] 41212 53511 70953 95 695
Deviation [%] 0.4 -3.8 -11.8 -7.9
EN SO method c, [J/(mP>K)] | 58108 79443 109 616 122 100
Deviation [%] 415 42.8 36.3 174
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FIG. 3: Effective heat capacity from the various methods and deviation from the analytical solution. The filled
curve isanalytical, the dotted curve from prEN IS0, the dashed from the new method. The long dash curves are
fromformula 2 applied withintherange 0.30h £ T £ 79.6 h, the short dash curve from formula 3 since T >
79.6 h.

5.2 Example 2
This exampleisused to illustrate how the new method is used when applied to "homogeneous slabs".

TAB. 6: An exterior massive wall. The innermost layer is shown in the first row.

Wwall 2 d | r c R c b

[ml | (wimK)] | Tka/nf] | [IKgK)] | [PKW] | [IPK)] | w /s /(mPK)]
Aerated 0.250 | 0.12 600 1050 2.083 157 500 275.0
concrete
Mortar 0.01 1.0 1800 950 0.01 17 100 1307.7
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The results of step one are shown in table 5 and the time period is chosento be T =24 h. In step two, equation
17 givesthevalue cy, =79 167 J(nfXK). Step three gives an approximated effective thickness dg =0.1257

m, so that dg; < d;. The calculations of time constants in step four are redundant, since dy < d; fulfils

condition numbers 1 or 2. The time constant 2p X ; xc; >d & /I , isfound to be 144.7 hours. Condition 1 is
therefore appropriate, thusis formula 1 to be used to determine c_. The calculated value becomes 32 194
J(nPX), deviating -5.7 % from the analytical value. Step five implies no change in the value of C..

On using the approximate methods of prEN SO, equation 14 (applicable in this case) would give no differences
in results compared to the new method. However, the prEN | SO method does have a limitation on the range of
validity, which could lead to problems. Figure 4 illustrates the problem in terms of aring, which shows where
therange of validity ends. The value of the l[imit can be doubled without giving too large inaccuracies, since the
doubled value marks the intersection with c ;.

T 10§
o pitie
s : ___/’
— 4 ’/‘—‘
2 10¢
e 3
o L
8 L
10°
§ 1@ 10t 16 10
0 Period [h]
10
=1 i
2 AT A~
3 .2 / \r +
A 10 /' 0
ZIhY ™,
3 il |
10
1@ 10’ 16 10
Period [h]

FIG. 4: Effective heat capacity and deviation fromthe analytical solution. Thefilled curveisanalytical, the

dashed is from the new method, here from formula 1. The dash -dot-dot isthe line for co. The ring marks the
upper limit of the prEN I SO semi-infinite medium approximation validity range.

5.3 Example 3

Example 3 constitutes an external wall that has athin interior surface material, here a gypsum board next to
mineral wool. Thistype of lightweight component is very common in Swedish single family dwellings. Such a
component islisted in table 7, with results plotted in figure 5.

On calculating with the new method, the maximal effective heat capacity (step 2) is established to be 13 601
J/(nPXK); the same value as for an analytical annual cycle. The effective thickness is 0.1684 m, which reaches
into the asphalt board (step 3). From the values calculated in step 4, where T, =0.85hand T, =27.5h, the
condition used depends on the choice of T . For example, if the thermal processisdiurnal, condition 4 of is
fulfilled since0.8 h £ T £ 27.5 h and des>d;. The effective heat capacity isfound with formula 2, 10 388
J/(nPXK) (-9.3% deviation). On the other hand, if T is chosen to be 48 h, condition 7 isto be used since T > 27.5
h and dg>ch. Condition 7 points to formula 3, which gives the value 11 232 J/(nfK) (-12.3% deviation). Step 5
of the calculation givesthat the effective heat capacity hasthe valueof c, for periodicities that are longer than

71 hours (see figure 5), where formula 3 actually gives larger results than the value of c, .

12
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The prEN method gives one constant value for the displayed periodsin figure 5. The reason is that the minimal
penetration depth that is to be used in the calculation procedure is the distance between the surface and the
insulation, here corresponding to the thickness of the gypsum board.

TAB. 7: An exterior lightweight wall. Theinnermost layer is shown in the first row.

wall 3 d | r c R c b
[ml | [wimk)] | [kg/m?] | [IkgAHO] | [MPKIWT | [PK)] | pw /s /(oK)

Gypsum board 0.013 | 0.216 740 840 0.0602 8 081 366.4
Mineral wool 0.150 | 0.040 23 750 3.7500 2 588 26.3
Asphalt board 0.012 | 0.065 400 1350 0.1846 6 480 187.3
Air cavity 0.020 | 0.133 1.2 1000 0.1504 24 12.6
Brick 0.120 | 0.60 1500 840 0.2000 151 200 869.5
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FIG. 5: Effective heat capacity from the various methods and deviation from the analytical solution. The filled
curve isanalytical, the dotted curve from prEN IS0, the dashed from the new method. The long dash curves are
fromformula 2, the short dash curves from formula 3.

54 Example4

Thisis an example where acomponent has additional insulation at the interior surface: acommon situation when
abuilding is subject to retrofitting. Originally, the wall of this exampleis aheavy sandwich component. The
additional insulation is placed at the interior surface along with a gypsum board.

The maximal effective heat capacity is ¢, = 147 576 J(nf>K). The adiabatic plane of the new method is
located at 0.1250 m, which is 0.0670 m into the third layer. Upon calculating the values T, =0.87 hand T, =

2.91 hin step 4, conditions 4 or 7 are to be used depending on the choice of T . For T =24 h, condition 7 is
fulfilled such that formula 3 is used to determine the effective heat capacity. If T isgreater than 383 h, step 5 of
the cal culation procedure gives the constant value of ¢, since formula 3 produces larger values, see figure 6.

The effective thickness method of prEN underestimates the effective heat capacity as time periodsincrease. Due

13



PAPER 2

to the criterion that the sum of layer thickness between surface and the first insulation layer isto be used, the
material layers behind thisinsulation will not be taken into account.

TAB. 8: An exterior wall with additional insulation. The innermost layer is shown in thefirst row.

wall 4 d | r c R c b
[l | [WieK)] | [kg/m?] | [J(kgK)] | [PKIW] | [JPK)] | [w /s /()]

Gypsum 0.013 | 0.21 740 840 0.0619 8 081 361.3
board
Mineral wool 0.045 | 0.036 20 800 1.2500 720 24.0
Concrete 0.100 | 1.7 2300 900 0.0588 207 000 18759
EPS 0.100 | 0.04 23 1300 2.5000 3220 35.9
Concrete 0.100 | 1.7 2300 900 0.0588 207 000 18759
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& 3

g 5 o ml

5 10 1=
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g 10%==mr

§

= 10°

§ 10 10 10? 16

. Period [h]
10
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E -2 \t [

A 10 A
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FIG. 6: Effective heat capacity from the various methods and deviation from the analytical solution. The filled
curve isanalytical, the dotted curve from prEN IS0, the dashed from the new method. The long dash curves are
fromformula 2, the short dash curves from formula 3.

5.5 Example5

Example 5 servesto illustrate what isdoneif T, <T, . For this purpose, the more or less non-conventional wall

component islisted in table 9. Application of equation 17 of step 2 gives the maximum value of the heat capacity
to be 75 846 J/(n?*K). The value of de; calculated instep 3 is 0.0859 m, well into the third layer. Instep 4, the
time periods receive values such that T, = 5.73 hand T, = 0.01 h. On checking the conditions of table 2, d is

obviously larger than thefirst layer and T, <T, . Now, the criterion depends on the magnitude of the chosen
period T. If T <T,, condition 5 pointing to formula 1 is convenient to use. Should T be chosensuchthat T 3 T, ,
condition 6 thus formula 3 gives appropriate values to the effective heat capacity. In figure 7, results are shown
for the choice of T ranging from periodicities of 1 hour to 1000 hours.

TAB. 9: An exterior wall with additional insulation. The innermost layer is shown in thefirst row.

wall 5 d | r c R c b
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(M | [wWimK)] | [kg/m?] | [JkgK)] | [nPKIWT | [IPK)] | pw /s /(oK)
Wood board 0.020 | 0.14 500 2300 0.1429 23000 401.2
Air cavity 0.020 | 0.133 1.2 1000 0.1504 24 12.6
M assive wood 0.050 | 0.14 500 2300 0.3571 57 500 401.2
Mineral wool 0.150 | 0.040 23 750 3.7500 2 588 26.3
Air cavity 0.012 | 0.133 1.2 1000 0.0902 14 12.6
Wood fagade 0.020 | 0.14 500 2300 0.1429 23000 401.2
T T o e
i?% " Airea --'_'_a-;;-;/ﬁ"#
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S
&
% 10
w® 1
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FIG. 7: Effective heat capacity from the various methods and deviation from the analytical solution. The filled
curve isanalytical, the dotted curve from prEN | SO, the dashed from the new method. The long dash-dot curves
arefromformula 1for T <T,, the short dash-dot-dot curves fromformula3were T 3 T, .

6. Conclusions and discussion.

The work presented in this paper has shown the application of a methodology for determining the effective heat
capacity with equations that primarily require material data on the surface layer materials on one side of the
multi-layer component. The method for determining the effective heat capacity presented in section 4.2 issimilar
to the simplified methods suggested in the normative Annex A of prEN 1SO 13786. However, the new method is
applicable for awider range of frequencies and generally gives more reliable results for a number of comparable
cases. This paper showsfive cases of building components that are typical in northern climates. It is seldom that
the deviation between the new method's solution and the analytical solution for one frequency islarger than
+20%. In fact, the deviations are some £10% or lower. The approximate methods of prEN ISO 13786
consistently give results with larger deviations.

The equations use for determining the effective heat capacity are derived from the theory of frequency response
with the assumption that temperature oscillations are identical at the surfaces of the building component.
However, the methodology allows other boundary conditions to be considered, such as zero heat flux or constant
temperature at one surface. Also, surface thermal resistances can be introduced in the calculation procedure.

The equations and comparisons made within the context of this paper assume that the effective heat capacity is
defined on basis of a surface heat capacity model (equation 8). On the other hand, the methodology can be
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applied for calculation of the effective heat capacity as defined by the simple RC-network (equation 10). For the
reason that the author considers that the effective heat capacity is more conveniently quantified by the surface
heat capacity model (section 3.3), the content of this paper focuses on the results from this model. Preliminary
work has been done on the simplified method applied to the RC-network, which will be documented in a
working report.
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APPENDIX A.

Al. The methodology

This appendix describes how the equations of tables 2 and 3 have been obtained. The methodology isto agreat
extent based on asymptotic values of admittance. These asymptotic values are dependent on whether the thermal
processisthat of ahigh or alow frequency, and on the boundary conditions. Therefore, the first part of this
appendix focuses on the asymptotic val ues of admittance of a slab. The second part will to a greater extent show
how the switching frequencies (time constants) and approximate equations for the effective heat capacity are
derived.

A1l Informative asymptotic values of admittance

Equations 1 and 5 can be very informative and radically simplified by making afew of assumptions. The
equations can roughly be said to be functions of two variables, namely the product of k ¥ and | % . For agiven
slab, it isthe thickness (1) and angular frequency (in k ) which will dominate the response of the component.
Therefore, the product of k xI becomes interesting with respect to its magnitude.

Al1.1.1The product of kX islarge.

For aprocesswheretheterm k ¥ islarge, it impliesthat | or w is"infinite". Approximations that can be used
are tanh(k b )» 1 and sinh(k b ) >> k¥ . It will be seen that equations 3 to 5 give the same value for the
admittance, independent of the boundary condition used. The value is the response of a semi-infinite solid. For
example, if J.'n =0, then the admittance becomes

_A COSh(kl (1+|)) lek1(1+i) .- [P Y .
YO_B_l__Slnh(klxll(lﬂ)) tanh(i, A, @ +1) \/ 2><cl (1+i) (A1)

I, %, (1+i)

Thissolutionisalso found if ¢, =0 and for J~0 :J~n.

A1.1.2 The product of kx issmall.

If thevalue of kX issmall, the surface layer isthin or the processis of alow frequency nature. The
approximation used isthat asmall value k X gives tanh(k >4)» k¥ . Also, theterm sinh(k >4)» k¥ isused.

A1121  Theadmittanceif J~n =0.

The admittance of a component, where a surface temperature isfixed is according to equation 3

CA k(i)

Y, =2 = 5. L
"B tanhkx#@+i)) R (A2)
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All1l22  Theadmittanceif g, =0.

If the component can be considered to be adiabatic, for exampleif it iswell insulated, the admittanceis

Y, :%: 1 x(1+i)xtanh(k 4 (1+i))» - iwxr e % (A3)

A1123  Theadmittanceif J, =J

n-
Components subject to the same thermal process at both surfaces have the admittance at surface 0 as being
A-1_ 1 k@+i)cosh(kd+i))-1] . rxc

Yo=Tg " Snh(kA{L+1)) 7T W (A9

A1.2 Obtaining equationsfor the new method.

The sought effective heat capacity c, is calculated from the analytical admittance that is a complex number (a
real and an imaginary part). Therefore, it is determined by means of the absolute value of admittance by

we, =[Y| (A5)

The value of |YO| depends on the chosen boundary condition. For the reason that the proposed norm uses the

boundary condition where temperature oscillation at both surfaces are the same, J~O =J~n , admittance of the
component is analytically found in the form of

[Yol=

(A6)

A-1
B

The use of this boundary condition creates an "adiabatic plane”" within the building component for non-steady
heat transfer. For example, in asymmetrical component, the adiabatic plane will be situated at the centre line of
the component. Dynamic heat flux is zero at this point. This means that the boundary condition g =0 can be
used on a"thermal half" of the component; the part with the considered surface. It is therefore important within
this context to establish where this planeis located, the so-called effective thickness d , along with the

maximum value of the effective heat capacity c_, of the considered surface.

A1.2.1 Approximation of the maximum value of the effective heat capacity.

For a symmetrical component that is symmetrically excited on both sides, the maximum value of the effective
heat capacity is half of the total heat capacity. The obviousness of this statement is seen in equation A4.
However, it is more difficult to establish the effective heat capacity of a non-symmetrical component. An
equation that gives good agreement with analytical valuesis expressed in equation A7, whichisapplicableto a
component composed of n number of material layers. Equation A7 is derived from a chain of serially connected
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thermal resistances and heat capacities where each material layer is represented by a central capacity cell
(Akander and Johannesson 2000). The maximum value is found when w approaches zero, here denoted by c .

+1 Al
no al

y (D> D
(X}

1 L
Cop =— C; 87]“” A Rl Ry =0 (A7)
R G2 & k= j+1

The dummy resistance R, ,, isintroduced merely to ease the mathematical formulation. Experience of use
indicates that the inaccuracy of equation A7 is much less than 1% for common Swedish building components.

The effective thickness can be calculated from ¢, . By finding how many material layers c, iscomposed of,
the effective thicknessis found with the following two expressions.

X X
Ceo :é. rjxc;>d; suchthat é. dj =de (A8)
B =

Thisvariable isimportant since it indicates where the adiabatic plane is situated. The criterions of relationships
stated in the following sections will therefore be based on the effective thickness and the material layers situated
on the considered side of the adiabatic plane.

A1.2.2 Singlelayer approximation.

A first hypothesis that can be formulated is that the surface layer completely dominates the thermal performance
of the component. The component may be composed of one or more material layers. However, is necessary to
set up two criterions since there are two types of heat transfers that depend on where the adiabatic planeis
situated, aswill be seen in the following text. These two are governed on whether dg <d; or dg; 2 d;.

Al221 High frequency process.

A high frequency thermal process for asingle-layer component resultsin the response of a semi-infinite solid,
see equation A1. The effective heat capacity isfor all boundary condition cases and effective thickness condition

b e

CC_J\TV_ -

(A9)

Al2.2.2 L ow frequency process.

For alow frequency thermal process, it isimportant to establish where the effective thickness is situated in
relation to the surface layer thickness. For aslab (single layer component) or acomponent with athick surface

layer, the condition d; < d; will hold true. The effective heat capacity, see equation A3, becomes

Cc = Iy X eyt (A10)
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The switching frequency at which the response changes behaviour isfound by setting equations A9 and A10
equal to each other. The switching period, which marks the transition from the semi-infinite response to the
simple mass response, is

. _
T=2p2dy {4, =q) (A1)
1

If dg 3 d; for asurfacelayer next to amaterial layer that can be considered to be perfect insulation, an
adiabatic plane exists behind the surface layer. Hereby, the asymptote of equation A3 can be used.

C. =ryxe A, (Eln =0) (A12)
The switching period, which marks the transition from the semi-infinite response to the simple mass responsg, is
T, =2p xR xC, @, =0) (A13)

Equations A10 and A12 give the same results as stated in Annex A of the prEN 1SO norm (here called equations
12 and 14). However, anew range of validity can be formulated thus covering the whole range of possible time
periods for the single layer approximation. These are equations A11 and A 13, to be compared with equations 11
and 13.

A1.2.3 Double layer approximation.

If the analytical effective heat capacity for amulti-layer component is larger than the heat capacity of the surface
layer, the previous expressions will prove to be inadequate. In order to improve the method, the layer behind the
surface layer will be taken into consideration. The heat transfer matrix will now include the second layer, giving

eA Bu_eA BeA, Biu

é u-é& (2] 1] (A14)
& Dg &, D,pEC; Dig

The admittanceishere C/D since the two material layersarein front of the adiabatic planeat d; . The
admittance will after some mathematics have the form

1ee
Y0 :_:C’B 1 c 2 : (A15)
D ¢85 g0
¢ D -
eM b1og
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Al1231 High freguency processes.

On using the relationships from equations A1 - A3, the following expressions can be used with the assumption
that the thermal processin the second layer resemblesthat of asemi-infinite solid. The frequency is assumed to
be low enough as to totally penetrate the first layer.

B
&:_iv\cl;—l:_Rl;&:-bz\/zv(l+i) (A16)
D, A D, 2

Insertion of the expressionsin A16 into equation A15 givesformula 2 as expressed in table 3. The lower limit of
the range of validity is determined by the switching period that marks semi-infinite from the simple mass
response (equation A13). The upper limit has to be calculated by setting the effective heat capacity to be the sum
of the heat capacities of the two layers, which in turnis set equal to formula 2. The denominator of formula2is
approximated to be 1 (the other terms can be neglected) to decrease the number of roots (solutions). The
switching period isthen given by

Z 2
e 2 2 u

T, = 4pt 1 (cLtc,)-cf 0 (A17)
8 ¢, if2(c, + e, - 2

Al123.2 L ow frequency processes.

For low frequency processes, the term for the second layer can be assumed to be

C, .
D—Z = -iwxc, (A18)

2
The solution becomes

c,+C
C.= 12 (A19)

1+ (W xc, )’

Thisformulais not shown in table 3, for the reason of reducing the total amount of formulas. Formula 3 replaces
the formula of equation A19 with the risk of giving a somewhat larger inaccuracy.

A1.24Triplelayer approximation.

For the triple layer approximation, only the high frequency process equation has been put forth within this
context. The heat transfer matrix isfor the triple layer

b3

By_6A, BoleA, Byiéh, Byl

é 1 U U U (A20)
& Di & Dsﬂgzz D, Dig
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The admittance can be reformulated such that

C 8¢+ 2 x 1y 714 72
v. =% :g Dy A, Dig D, D+
b g&gﬂl_‘_ig_'_E)(_Cz +17
gDs8A Ay A Dy Bapprox (A21)

Again, it isassumed that the sinusoidal completely penetrates the first two layers, but not the third. Therefore,
the terms of equation A21 will be

C . C, . 1 2 ’ :
—=-IWC; —==-IWC,; —=-R; —==-R,; —=- 1+i A22
'p 2 A 1 2 p bs 2( ) (A22)

Theresult isfound asformula 3 in table 3. For the correct switching period, formula 3 would have to be equal to
the formula of equation A19. This would mean solving a 6" degree polynomial, which would give roots that are
too complicated for an application of an approximate method.
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SUMMARY:

Measurements of a full-scale experimental building have been carried out with the purpose of establishing the
effective heat capacity of various building components. The conventional auxiliary wall method was utilised, and
excitation performed with electrical radiators according to a Pseudo Random Binary Sequence (PRBS).
Acquired data was handled in various FFT windows, but the experimental results show a systematic deviation
from expected analytical values at higher frequencies. The reason is explained with a numerical study, which
shows that heat flux sensors with thermopiles have a frequency-dependent inaccuracy. Thisinaccuracy hasthe
same size as the systematic deviation of the measurement results. Agreement is better at low frequencies,
corresponding to periodicity above 10 hours. This paper also focuses on the influence of boundary conditions on
the effective heat capacity.

1. Purpose

This paper demonstrates that in-situ measurement of the effective heat capacity of a building component is
possible. M easurement methodology and the means of treating acquired data are validated with theoretical
results. At afirst glance, it appears that deviations between expected theoretical and measured results are large.
On analysing sources of errors, one finds that heat flux sensors of the type "wound wire thermopiles" are
inaccurate for measurement of high frequency dynamic heat flow. Hence, another purpose of this paper isto
bring forth a discussion whether or not thermopile heat flux sensors only are suitable for measurements of
steady-state entities.

2. Introduction

The heat capacity of a construction isamatter that isincreasingly coming to focus within the field of building
design. Heat capacity has a dominating role in the thermal performance of a building, and can therefore affect
thermal comfort in the internal environment, energy requirement and peak loads. Within the frame of European
building standards, there are requirements on that a building component’ s thermal transmission is quantified in
terms of a U-value and the dynamic thermal performance in terms of an effective heat capacity and decrement
factor (prEN SO 13786).

The calculation procedure for determining the effective heat capacity of amulti-layer construction is based on
the assumption that the boundaries (surfaces of walls) are subject to sinusoidal excitations of temperatures and
rates of heat flow density (heat fluxes). This calculation procedure isrelated or similar to work done by a number
of scientists, some mentioned in previous parts of this series of papers with the title "The Thermal Performance
of Multilayer Building Components" (Akander and J6hannesson 2000), (Akander 2000).
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The work within this paper deals with an empirical assessment in accordance to such a calculation procedure. It
serves to experimentally validate theoretical calculations of the effective heat capacity. Furthermore, astudy is
made on how boundary conditions of natural climates influence the magnitude of the effective heat capacity.

3. TheNatureof Continuous Signals.

Given any signal interms of a set of discrete pointsin the time domain, the signal can be represented as the sum
of aninfinite harmonic series. This, of course, assumes that the systemislinear so that each frequency
component and the steady-state sol ution can be superposed. Now, if the signalsin question are temperature and
heat flux at the surface of abuilding component, the system is the building component itself. This systemis
linear if the material properties and the thickness of each material layer are constant. The density of heat flow
rate (heat flux) q and the temperature q can be expressed asfollows:

¥
_ [«
q=0+Q J; (1)
j:
and
_ ¥ -
a=d+aq q; (2

=1

Here, 0 and g depict the steady state component (mean value of alonger time series). Theterms § j and 6{]-

represent heat flux and temperature oscillation for one frequency. If the considered seriesistimelimited, ¥ is
substituted by an integer.

Carslaw and Jaeger (1959) provide the analytical solution of the heat equation for solid materialsin terms of a
heat transfer matrix. The relationship between heat flux and temperature oscillation on one side of a homogenous
slab, with index 0, and the same entities on the other, here with theindex n, is

€,U_¢A Bigg,U
&0 ¢ e U 3
&h i & DueU(;;qoﬂ

where
sinh(k A(L+1))

A= cosh(k¥(1+i)), B =- —ra@) ! xk(L+i)>sinh(kx(1+i)), D= cosh(kH(1+i))

w |
:1/— and a=——
2xa r xc

For amulti-layer component, the heat transfer matrix of each material layer is successively multiplied in material
layer order. The product is a heat transfer matrix with four complex-numbered elementsA, B, C and D.

with

& U éA, B,uéA,; B, 1u A B U&J U éA Bueco
e’ U_SC D, LJ)EC SQ D, (6= U= 33 o= U (4)
an i n O Dn.- 1u 1069 () 0&% 0
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3.1 Definition of admittance.

The heat transfer matrix contains information that quantifies admittance. Admittanceis the ratio between heat
flux and temperature oscillation on one side of the construction. A plane building component has two
admittances, one for each surface. The definition of admittance of the surface with index O is

Y,=- D )
%D

Now, given the heat transfer matrix of the building component, and assumptions on the boundary condition type
at the exterior surface, admittance at the interior surface can be established such that
A C A-1

. Y -

0 q~n:0 N B ' 0 qn:0 D ' 0 (;n:Q~O - B

(6)

More on this subject is found within this series of papers (Akander and J6hannesson 2000) and Akander (2000).

Special attention isin this context focused on the first term of equation 6, since the applied measurement
technique is of the auxiliary wall method. Since there is arecommendation that heat flux sensors should not be
placed directly on the external surface of building components (g, isnot measured), admittance will according

to equation 3 be

A
B Y

2 &
W~
YR

This equation can be used to find theratio A/B if avalue of 1/B istheoretically estimated.

3.2 The Effective Heat Capacity.

The simplest model that can represent the dynamic thermal performance of a construction is a surface heat
capacity, see for example (Jbhannesson 1981) and (Akander 2000). If the absolute value of model admittanceis
set equal to the absolute value of analytical admittance, ¢ can be determined, where

4-1d ®
w
do
L.]s

FIG. 1: Model of the surface heat capacity.

3.3 Application of thetheory on the measured objects

AB Svensk Lecais amanufacturer of light expanded clay aggregate (LECA) products. The products are
composed of clay aggregates, which are affixed by athin layer of concrete. Depending on clay aggregate
diameter, thus density, the building material as awhole can have different material properties.
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3.3.1 Theexternal wall

Intable 1, alist of material layers, thickness and material properties are shown for an external wall, in the order
of interior surface layer first. SP (1996) measured the thermal properties of the first three layers whereas the
properties of the outermost layer have been assumed.

TAB. 1: Layer thickness and material properties of a wall specimen. The light expanded clay aggregate (LECA)
material properties have been measured. The values of material properties of mortar are assumed.

Material layer | [m] | [W/(mK)] r [kg/nt] ¢ [J(kgK)]
LECA high density | 0.02 0.25 970 1040
LECA low density | 0.30 0.16 540 1190
LECA high density | 0.03 0.25 970 1040
Mortar 0.02 1.00 1800 950

Layer thickness can vary due to production method and clay aggregate diameter. Thefirst layer can, for
example, according to the manufacturer have atolerance of £ 5 mm.

Figure 2 shows results on the application of heat capacity calculations. High frequency processesinvolve only
heat exchange with the surface material since the heat pulse cannot penetrate deeper into the construction. Note
the switching frequency (Akander and J6hannesson 2000) corresponding to 1.6 hours, where the effective heat
capacity starts to be influenced by the second material layer. Lower frequency processes allow heat waves to
penetrate farther into the construction and will therefore permit larger quantities of heat to be stored, however
influenced by the choice of boundary condition at the external surface.
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FIG. 2: The analytical effective heat capacity (equation 8) of the wall as function of periodic: to theleft on alog-
linear scale, to theright on alog-log scale. Curve [ 1] (dotted) is derived when the boundary condition g, =0 is

assumed, curve [ 2] (dashed) when q~n = q~0 and curve [ 3] (filled) when (fn =0.

On plotting results in the Bode diagram (see Akander and J6hannesson 2000), dynamic transmittance can be
observed, as well as the earlier mentioned switching frequency of admittance. The steady-state transmittance can
be considered as valid for time periods that are longer than 100 hours.
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FIG. 3: The Bode diagram for the building component. Curve [1] (dotted) is admittance When the boundary
condition @, =0 isassumed, curve[2](dashed) when qn =, and curve[3](filled) when qn =0. Curve[4]

represents dynamic transmittance. The cal culated thermal resistance of the building component isR; = 1.7938
P AW

Dynamic transmittance has an influence on the effective heat capacity, as seen in equation 7. To check the
influence of dynamic transmittance, the following assumption was made: the temperature oscillation at the
internal surfaceis 1 °C, whereas the external surface temperature oscillation, also having an amplitude of 1°C, is
shifted in time aslisted in table 2. The results are plotted in figure 4 in terms of a deviation defined as

i 0
:gi' |Y0 @:0: |Y0

The shift in (In /(50 has an enormous influence on the effective heat capacity at low frequencies. For time

periods larger than 10 hours, external temperature variations will start to influence admittance at the interior
surface. Anincreasein amplitude of the external surface temperature oscillation will raise this effect, since the
magnitude of the temperature ratio of this exampleis unity.

9

00 =0

TAB. 2: Case number and boundary condition for figure 4.

Case no. 1 2 3 4 5 6 7 8

Gfae | 1| ez | 0| caegE | A |z | G| e
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FIG. 4: Therelative influence d(equation 9) of cTn /&O on admittance as defined in equation 7. Case number

associated with each curveis defined in table 2. The amplitude of q~n /q~O is here assumed to be unity.

3.3.2 Theceiling

Another building component that was subject to measurement was the tilted ceiling of the building. At first, this
building component had no insulation material. After a series of measurements, insulation was attached at the
external surface. The building components are listed in table 3.

TAB. 3: Layer thickness and material properties of the ceilings. LECA material properties have been measured.
The values of material properties of the expanded polystyrene (EPS) layer are assumed.

Material layer | [m] | [W/(mK)] | r [kg/nd] c[J(kgK)]
LECA high density 0.02 0.7 1650 990

LECA medium density 0.200 0.32 960 1040
LECA high density 0.03 0.7 1650 990

EPS 0/0.135 0.036 24 1400

The Bode diagrams and effective heat capacities are plotted for each type of ceiling in figures5 and 6. The
insulation has little influence on the effective heat capacity at higher frequencies since the ceiling has a thick
core of LECA. However, the insulation screens thermal processes at the external surface, which has the effect
that the effective heat capacity is|ess dependent of the type of boundary condition in comparison with the bare
ceiling. The bare ceiling has more scattered heat capacities (boundary condition dependent) at corresponding low
frequencies. This can also be seen in the Bode diagram: the insulation increases admittance and decreases
dynamic transmittance for a given time period, and at the same time, the admittance curves are less apart.

A matter, which deserves special attention, is the effective heat capacity with the boundary condition J~n =0

(curves[3] of figures 2 and on the left-hand side of 6). Note the steady risein value at low frequencies. Thisrise
isdueto that the surface heat capacity model “interprets' the boundary condition as an extremely heavy thermal
mass that damps temperature oscillation at the exterior surface to zero. Admittance convergesto the value
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- I/ R, whereas the effective heat capacity is admittance divided by angular frequency, which approaches zero at

lower frequencies. This actually gives effective heat capacitiesthat are larger than what is physically present in
the building component. The wall has atotal heat capacity, c,, of 277 420 J(n?XK), and the bare ceiling 281

355 J/(nfK). These values are passed at the switching frequencies (here Taiteh = 2P XR, xc, ) corresponding to
time periods 869 h and 342 h, respectively.
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FIG. 5: Bode diagrams for the ceilings. See the caption of figure 3 for notations. To theleft: The bare ceiling
with R = 0.6964 n?K/W. To theright: Ceiling with insulation with R, = 4.4464 nfK/W.
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FIG. 6: Effective heat capacity for the ceilings. See the caption of figure 2 for notations. To theleft: The bare
ceiling. To theright: Ceiling with insulation.

4. Measurement methodology

The numerical calculations for determination of the effective heat capacity were performed within the frequency
domain. However, measurements cannot directly be performed within the frequency domain for obvious reasons.
Nevertheless, there exist two valuables tool that can be used, one to excite a surface and another that transforms
collected time domain datainto frequency domain data. These tools are called PRBS and FFT.
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4.1 PRBS.

Pseudo Random Binary Sequence (PRBS) is a series of pre-determined pulses (zeros and ones). The series
creates an excitation signal that contains arange of discrete frequencies with agiven spectral density. Theaimis
to excite heat sources with this sequence so that the frequencies present in the system are known and controlled.
An exampl e of asequence segment isillustrated in figure 7. Jenssen (1978), Jéhannesson et al (1982), Akander
et a (1994), for example, have earlier used PRBS in measurements within building applications.

PRBS fulfils the requirement of continuous excitation of all modesin a system (Jenssen 1978).
The signal changes value (0 or 1) at atime point that is a multiple of the pulse period T ;

The shortest pulseis T time units and the longest is n XT time units;

Period T harmonises with the fundamental period of the sequence, N XT , where N isdetermined
from the sequence order number n accordingto N =2" - 1;

The smallest and the largest time constants that can be determined are T, = 2XT and
Toex = NXT/5;
By using asampling interval T, that issmaller than T, the smallest time constant (Nyquist

frequency) becomes T, = 24T,

The mean value of the sequenceis0.5.

1.5

N =5XTs

0.5

—>

T

0 50 100 150 200 250 300 350 400

FIG. 7: Thefirst 400 samples of a PRBSwith the order number n = 10. Here, the shortest pulse length T ishere
5 samples.

42 FFT

FFT isshort for Fast Fourier Transform, awell-known Fourier analysistool that splits a sampled time domain
signal into harmonic components. The outcome of an FFT procedure is often plotted in a power spectrum, which
visualises magnitude ("energy") of harmonic entities within the considered process as function of frequency. The
power spectrum for the used PRBS sequence useisillustrated below. An important aspect is how the datais
windowed (Ramirez 1985). The most common window used is the rectangle, but other types can be used. The
effect of a sampling window is shown in the next section.
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FIG. 8: Spectral density of a rectangular windowed PRBSwith the order number 10 and 5 samples per pulse.
The shortest pulseis 15 minutes: thereof the minima at the periodic 0.25 h.

4.3 Application of the methodology

The measurement objects are external walls, the ceiling (bare and insulated) and the intermediate floor of an
experimental full-scale building constructed by AB Svensk Lecasituated in the Stockholm region (Akander and
Johannesson 1997). The external wall construction islisted in table 1. The bare ceiling and the intermediate floor
are both made of the same building element, aslisted in table 3.

For measurements of the rate of heat flow densities, the auxiliary wall method was practised. Totally seven heat
flux sensors where mechanically attached with two small screws and tape on interior surfaces. To ensure good
contact between the sensor and surface, a heat transfer compound was applied. A thermocouple was fastened
next to each sensor, at adistance 10 cm away as to avoid disturbances from the sensor. For three of the
measurement locations, thermocouples were also place at external surfaces.

To excite the building component surfaces, four radiators (each 600W) were utilised. The measurement objects
were exposed to anumber of excitation sources such asthe radiators, opaque external building component and
windows. Windows were externally covered with aluminium foil to decrease the influence of solar and
downward long wave irradiation. Being of the type exhaust fan, the ventilation system had no heat recovery. Air
was supplied by means of infiltration through cavities in the envelope (no inlets were present) at arate of 0.4 air
changes per hour.

4.3.1 Measurement Equipment.

The heat flux sensors used in the experiment were of the type TNO P40 and an older type from Mekanisk
varmeteori, KTH. Thermocouples of type T (premium) measured the temperature difference between wall
surface and a reference temperature in an aluminium block, which was placed in awell-insulated box. The
reference temperature was measured with a pt-100 gauge. The data acquisition equipment was the DATASCAN
7000 series.

4.3.2 Time Samples, Periods and Ranges of Validity.

Theinterval between every scan was 6 seconds. The average of 30 scans was saved, giving a sampling time of
180 seconds (3 minutes). The length of aPRBS pulse was 5 samples or 900 seconds (15 minutes). With aPRBS



PAPER 3

with theorder n =10, the sequence duration is 255.75 hours. The Nyquist frequency (Ramirez 1985)
corresponds to 6 minutes, whereas the longest periodic that with certainty givesinformation is2.13 days.

4.3.3 Determining the effective heat capacity of building components.

The effective heat capacity is earlier defined as the absol ute quotient of admittance and angular frequency.

el =3, ®

Admittance is by definition defined as the ratio between heat flux q, and temperature (i; . These are measured
and necessary to experimentally determine admittance. Equation 3 is used to arrive to equation 7, where
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Now, acomparison can be made between experimental and theoretical valuesif the external surface temperature
g, isrecorded. Equation 7 can be re-written as function of heat transfer matrix elements A and B so that

s (10)
(o

Note that 1/B hasto be knownif A/B isto be solved. In practical in-situ measurements, this term would be
undetermined unless a second heat flux sensor were placed at the external surface. Two measured effective heat
capacities will be studied and compared. These are CS and C*A/B as defined below. The analytical valueis

called C g .

Thefirst measured effective heat capacity, CS , isthe actual effective heat capacity of a building component in

natural conditions. The second type, C*A/B , has a compensation for dynamic transmittance to make this measured
entity comparableto C g . The deviations of measured values will be related to the analytical value, such that

o =(co- cye)foys:  dys =(Ciye- Cye)/cne (12)

10
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5. Reaultsand analysis

5.1 Resultswith the rectangular window

A set of measured data on an external wall facing North was sampled in arectangular window. The power
spectrum of this datais shown on the left-hand side of figure 9. The power spectrum of heat flux resembles that
of the PRBS signal, whereas the power spectrum of the internal surface temperature is more "noisy". The fact
that the temperature power spectrum is not at a minimum at 0.25 hours indicates that something is not correct
(thisisdealt with later on). The power spectrum of the external surface temperatureis stronger than the internal
one for periods larger than 5 - 10 hours. This may result in problems in terms of influence of dynamic
transmittance. To theright in figure 9, the experimental effective heat capacities are plotted along with two
theoretical curves. On checking the deviations of experimental and theoretical values, as on the left-hand side of
figure 10, one finds these turn out to be large, in general scattered around values below the zero line. The reason
that the scattering increases for periods larger than 10 hoursis the dynamic transmission. The power of the
external surface temperature oscillation is so large that even if the building component has a damping effect on
this transmittance (see the Bode diagram), it has alarge influence on the internal surface performance. This
phenomenon will be commented more in the following sections.

At afirst glance, the scattered values of the measured results seem to give large discrepancies. For thisreason, it
is necessary to study what has been measured and how this data can be handled to give more precise results.
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FIG. 9: Totheleft: Power spectrum of heat flux (1), internal surface temperature (2) and external surface
temperature (3). To the right: Measured effective heat capacities CS [1] and C;/B [2]; analytical effective heat

capacities C g [3] and C(a1)B [4] asdefined in equation 11.
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FIG. 10: Totheleft: Deviation between experimental and theoretical values, d,[1] and d s [2] (equation 12).

Totheright: Measured heat flux and temperatures at the wall surfaces (external dashed, internal filled). The
mean value of each series has been subtracted.

5.2 Sourcesof error

5.2.1 Theheat flux sensor and the thermocouple.

How a heat flow sensor (HFS) behaves at steady-state conditions has been studied by a number of scientists,
Johannesson (1979), van der Graaf (1990) and Poloniecki et al (1995) to name afew. Johannesson (1979) and
Malcrops (1981) made freguency response studies, however only with 1-D heat transfer equations. Nonetheless,
the conclusion from the steady-state studiesis that 3-D effect should not be neglected. For thisreason, and to
trace what is being measured and what data is registered, two separate frequency domain finite difference
programs were produced. One uses cylindrical co-ordinates to model acircular HFS. This program was used to
study how the HFS disturbs the heat flow pattern at the surface of the building component and to investigate how
different values of surface thermal resistances at the HFS and the thermocoupl e influence the size of the
"measured” effective heat capacity. The second, athree-dimensional heat transfer program with Cartesian co-
ordinates was made to model a small midsection of awound wire thermopile HFS placed on a building
component. The half-plated wound constantan wire, which measures temperature difference across the HFS,
conducts heat faster than the filling material of the sensor (here polyurethane). Thiswill give an error in
measurements of dynamic heat transfer since the sensor is calibrated under steady-state conditions. Briefly, the
theories behind the programs are stated below.

The modelled building component isacylindrical section of the component with a HFS placed perpendicular to
the axis of the cylinder. The cylindrical building component section is composed of circular material layer slabs
that are adiabatic at the mantle surface in the radial direction. Each slab is composed of ring-shaped cells that
have a representative temperature in the geometrical midpoint, as displayed in figure 11.

The component surface is coupled to a node that represents the environment's temperature by means of athermal
resistance with a constant value. The boundary condition used in the program is that the interior environment's
node undergoes a sinusoidal excitation corresponding to 1 °C, whereas the outdoor temperature is assumed
constant. The calculation method was devel oped by Andersson and J6hannesson (1983) and has been applied by
Mao (1997).

12
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FIG. 11: Totheleft: A schematic sketch of the circular heat flow sensor mounted on a cylindrical wall section.
Totheright: A blow-up of a cell node with adjacent cell nodes, each linked by conductance s;.

The thermopile within the HFS is omitted in this calculation, but its effects are studied in more detail in the
following section. Here, the HFS isaslab of polyurethane (1 = 0.21 W/(mK), r = 1280 kg/n? and ¢ = 1400
J(kg'K)) with a diameter of 100 mm and athickness of 3mm. The sensor isin the axial direction subdividedin 3
layersand 10 cells along the radius. The radius (400 mm) of the building component of table 1 is divided into 80
cells. Consecutively counted from the interior surface layer, each layer was split to 6, 30, 5 and 3 sublayers.

On supposing that the mean temperature difference Do, Of the 5 innermost cells (the sensitive part of the

HFS) at adistance 0.5 mm from each sensor surfaceis recorded, how large would be the "measured" heat flux
be? By hypothetically assuming that the HFS iscalibrated at steady state, the calibration constant is calculated
according to Fourier's law such that

Ecalib = qsensitive/ D:‘_sensitive (10)

For non-zero frequencies, the "measured” temperature difference and the calibration constant give the
"measured” heat flux at the sensitive area such that

ameasured = Ecalib >4msensitive (11)

13
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At the undisturbed wall surface, the “true" heat flux g, isthe sought value. The deviation e between the
measured heat flux and what should have been expected is

— |ameasured| B |qwall | (12)

e =
|an|| |

This deviation also applies to the effective heat capacity, if the temperature measurement is perfectly made and
the surface thermal resistances are identical at the HFS and the thermocouple.

Three sets of calculations are performed, where the surface thermal resistances at the surface of the HFS and the
thermocouple are varied. In thefirst case, the thermal resistance R, at the HFSis equal to the thermal

resistance Ry at the thermocouple, such that Ry, = Ry . Thismay likely be untrue since the HFS is thicker than

the thermocouple; the 3-mm thick HFS might disturb the convection pattern. Also, the long wave radiation
emissisivity may be different for the thermocouple, the HFS and the surface of the building component.

Three cases are set up, where the nominal convective heat transfer coefficient value of 2.4 W/(nf'K) is varied
with one unit®. The radiative heat transfer coefficient is assumed constant 5.2 W/(nfK) for all surfaces.
However, since the programs have surface thermal resistances asinput, there is no difference in whether or not
heat istransferred by means of convection or radiation - this simulation merely serves to study how differences
at gauges affect the results. Calculations were also performed with the analytical 1-D heat transfer equations
(equation 3) as to study discrepancies from frequency dependency of multi-dimensional heat transfer in
association with the HFS.

Theresults of figure 12 reveal that the 1-D analytical theory canin this application be used for cases 1 and 2
with an inaccuracy of some 4%. The discrepancies between the analytical and the numerical results at faster
periods are likely due to discretisation and numerical errorsin the finite difference model. However, asthe
periodicity increases, the deviations become larger for the reason that multi-dimensional heat transfer takes
place, certainly at the guard zone. Another important issue is surface thermal resistances. If these are not the
same at the sites of the heat flow and the temperature gauge, deviations are likely to increase, especialy if the
value of heat transfer coefficient at the HFS is less than the one at the thermocouple.

TAB. 4: Three cases to analyse the influence of surface thermal resistances at gauge surfaces. The heat transfer
coefficient for long wave radiation is 5.2 W/(nfK) in all cases.

h, surface | h_sensor | Ry Ry

W/(PK) | WI(IPK) | mPKIW nf'K/W
Casel 2.4 2.4 0.132 0.132
Case2 1.4 2.4 0.152 0.132
Case3 2.4 1.4 0.132 0.152

! The convective heat transfer coefficient was calculated from h_ = 2.03(Dq)’** (Khalifaand Marshall 1990)

with amean temperature difference between the surface and bulk air temperature of approximately Dg=3.1°C.
Estimation on basis of this experiment lie in the range of 2.0-2.4 W/(nf).

14
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FIG. 12: Smulated deviations e between "measured” heat flux through a circular HFS and undisturbed heat
flux through the surface of a building component (equation 12). Surface thermal resistances are varied for cases
1(S, 2(*) and 3(0) according to table 3. The dashed lines represent results for the same cases, as calculated
using analytical equations for one-dimensional (1-D) heat transfer.
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FIG. 13: Modelled section of a half-plated wound wire HFS. The shaded sections depict the wire, the white fields
are plastic fillings and the spotted section the surface material. The length unit is nm.

HFSsthat are composed of thermopiles and plastic filling are commonly of the "half-plated wound wire"
technique, see for example (J6hannesson 1979) and (van der Graaf 1990). Temperature difference is measured at
the junctions between copperplated and bare parts of constantan wire. Now, during dynamic measurements, a
heat wave isliable to be conducted faster in the wire than in the plastic filling. This may lead to problems since
the HFSis calibrated at steady-state conditions: overlapping heat waves due to time shift are not present during
calibration. Therefore, a computational investigation was made on how this phenomenon influences
measurement results. Since the designs of heat flux sensors used within the experiment are unknown, a
hypothetical model is set up as shown in figure 13. This small section of aHFS is attached to a building
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component. The shaded part represents the wire, which measures temperature at the ends of the " E" section. The
diameter of the wireis assumed to be 0.3 mm, but has for the reason that only rectangular cells are modelled
been converted as to give a cross-section areathat is the same as for the cylindrical wire. The constantan wireis
modelled with the following material properties: | = 22.6 W/(mK), r = 8800 kg/n? and ¢ = 383 J(kg'K).

The calibration constant E_;,, was calculated for the angular frequency w = 0. The heat flux of the sensor
section 0., Was computed aswell asthe temperature difference Dq,;, . at the top and bottom of the wire,
such that

Ecalib = qsection/[x]_wire (14)

For other angular frequencies, the measured heat flux (signal from the modelled heat flux sensor) is calculated
from the "measured” temperature difference at the wire junctions, giving

ameasured = Ecalib >‘quire (15)

Then again, the sought undisturbed valueis g, , here calculated by means of the analytical solution of

equation 3. Results are shown in figure 14. Worth commenting is that three-dimensional effects at the peripheral
parts of HFS are not present in this calculation: these may cause greater deviations at low frequenciesin
comparison to these results. Nor isthe calibration error (+ 5%) included here, since the calibration constant is
"calibrated" on the measurement object at steady state. It should also be noted that the finite difference methods
are numerical approximations, not true solutions. However, these approximations can be used to analyse the
reason for deviations and deviation magnitude that measurement gauges give rise to within the thermal domain.
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FIG. 14: The curve with rings displays deviation e between heat flux "measured" at a simulated central section
of a HFS containing constantan wire (thermopile) and the undisturbed heat flux at the building component
surface (equation 12). The curve with triangles represents deviations from Case 1 in figure 12, where no
thermopileis modelled within the HFS. Thus, the thermopileitself stands for a substantial part of deviations.
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522 FFT

When handling datawith FFT, there are some problems that may arise. Among these are aliasing and leakage
(Ramirez 1985).

Aliasing is a phenomenon that may occur if the sampling rate is slower than frequencies within the monitored
process. Aliasing occurs when the sampling rate is less than twice the highest frequency component and is quite
treacherous since it gives rise to two problems. Thefirst isthat frequencies that are not present in the signal may
be found in the power spectrum. The second is that the powers of present frequencies become larger than they
ought to be. The reason is that the power of frequency components with frequencies higher than the Nyquist
frequency is "folded over" to lower frequency components. Aliasing is most likely present if the lobes of the
power spectrum next to the Nyquist frequency are not close to zero.

L eakage occurs when the number of cycles of afrequency component is anon-integer within the sampling
window. Thisisseen in the temperatures of the left-hand side of figure 10: values of thefirst and the | ast
samples are not the same. What happensin the FFT procedure is that the power of afrequency component
"leaks" from the frequency to adjacent frequencies, as seen in the power spectrum of the internal surface
temperature in figure 9. The reason for using the PRBS is that all frequencies within the pulse train are multiples
of the fundamental frequency; the frequencies harmonise with the sampling window. In essence, the frequencies
of the monitored process are known. However, frequencies are difficult to control in field measurements. With
the introduction of new frequency components that appear in non-integer number of cyclesin the window,
leakage is unavoidable. Changing the shape of the window can reduce |eakage.

5.3 Resultswith the Hanning window

A number of different sampling windows have been tested, and results from utilisation of the Hanning window
are shown in figures 15 - 18. The Hanning window results are less noisy than rectangular window results, with
the exception of periodicity that isfaster than 0.3 hours. What also can be noticed isthe systematic deviation
from the analytical solution for periods lessthan 10 hours. Thisis due to the HFS, and the magnitude of
deviation is of the order as shown in the numerical study in the previous section. At the period where the
inaccuracy of the dynamic performance of the HFS is some 10% (around 10 hours), the two measured effective

heat capacities CS and C*A/B start to diverge. The dynamic transmittance from thermal processes at the external

surface starts to influence the thermal performance of the internal surface. The effective heat capacity ¢ 8 ,
without compensation for transmittance, has deviations that are comparable with those of the external wall in
figure 4. On compensating for dynamic transmittance, C;/B isthe measured effective heat capacity that

corresponds to the analytical ratio between |A/ B| and w. It istherefore expected that C*A/B should have better

agreement with the analytical results than CS . Thisisaccording to figure 15 not the case, and the reason is

probably that the power spectrum of the external surface temperatureis subject to leakage. The actual
frequencies present outdoors do not correspond to the indoor frequencies, giving rise to adistorted power
spectrum at low frequencies. The same appliesto the bare ceiling (figure 16), and to a greater extent. Thisis
motivated by a comparison in Bode diagrams of figures 3 and 5, where the bare ceiling has less ability to damp
thermal transmittance at same frequencies. Also, thermal |oads are larger at the external surface of the ceiling.
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Figure 17 shows the effective heat capacities of the insulated ceiling. The measured curves have the best
agreement for long time periods among the studied building component. Thisis due to dynamic transmittance
characteristics as seen in the Bode diagram of figure 5.

M easurements were al so conducted on a section of an intermediate floor above a crawlspace. The floor element
is exactly the same as the bare ceiling. For the first time, as shown in figure 18, the values of the measured
effective heat capacity are larger than the theoretical values. As shown in case 2 of figure 12, the natural
convection is probably the reason why the measured curves are "shifted upwards". The HFS, being 3 mmin
height, protrudesinto air boundary layer whereas the thermocoupl e remains well beneath thislayer. This

18



PAPER 3

phenomenon would also be expected for the ceiling, but the ceiling isinclined and has exhaust air terminals at
the highest level. This prevents stable stratification of air and leads to larger convective heat transfer coefficients.
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FIG. 17: Results for the insulated ceiling after using the Hanning window. To the left: Measured effective heat
capacities ¢, [1] and g [2] and analytical effective heat capacities C g [3] and C (4 1)5 [4] asdefined
in equation 11. To theright: Deviation between experimental and theoretical values, d, [1] and dNB [2]
(equation 12).
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5.4 Thethermal resistance of each component.

Having measured heat flux and temperature difference over various envel ope building components for alonger
time, the mean value of the considered measurement series should give the steady-state variables (see equations
1 and 2). Thethermal resistance can therefore be calculated, and thisis actually the common application of HFS
within building physics. The duration of the PRBS was 255.75 hours. According to the Bode diagram of the
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various building components, with exception of the insulated ceiling, thistime lapse is enough to determine the
steady-state heat transmission. If the aim of this experiment had only been to determine thermal resistance, the
lapsed time could have been shorten by using multiple regression analysis as proposed by Anderlind (1992),
where the influence of heat capacity is eliminated. Anderlind (1996) also introduced the Pentaur method, which
for short measurement series estimates the thermal resistance and the total heat capacity of a building
component. This method also coarsely estimates the thermal resistance and heat capacity of each material layer.

TAB. 5: Thermal resistances deter mined from material data and measured data.

Component Calculated thermal M easured thermal Deviation [%]
resistance [mPK /W] resistance [m?K /W]

External wall 1.7625 1.6840 -4.45

Bare ceiling 0.6964 0.6857 -1.55

Insulated ceiling 4.4464 4,2206 -5.08

Intermediate floor 0.6964 0.5454 -21.69

The measured results are in quite good agreement with calculated results, keeping in mind that the calibration
inaccuracy is+5%. The largest deviation isfound for the intermediate floor, and the reason is found in figure 19.
Anincrease in outdoor temperature leads to along-term rise in surface temperature. If the first 2500 samples are
used, the measured value becomes 0.5981 4 /W (-14.1%) and for the first 1500 samples, 0.6077 nfK/W (-
12.7%). These deviations are probably due to different heat transfer coefficients at the HFS and thermocouple.
The HFS has alarger overall heat transfer coefficient and will measure alarger heat flux than what flows
through the floor surface, see figure 12. Since thermal resistance is temperature difference divided by heat flux,
the measured value will be lower than expected.
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FIG. 19: Figures on heat flux and temperatures(the noisy at the internal surface, the smoother in the
crawlspace) at the intermediate floor. Mean val ues have been subtracted.

6. Conclusions and discussion

In situ measurements of the effective heat capacity of multi-layer components by means of the auxiliary wall
method have been performed. A comparison between experimental and analytical effective heat capacities shows
a systematic frequency-dependent discrepancy caused by the heat flux sensors. For periodicity longer than 10
hours, the agreement is quite good.
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What isrequired to achieve reliable resultsis to control the excitation of temperature and heat flux at the
component surfaces. In the internal environment, this can be achieved by means of a Pseudo Random Binary
Sequence (PRBS), which fulfils the requirement of a continuous excitation with known frequency input. Also,
the number of cyclesthat each frequency component has within the sequence is an integer. A problem that may
arise in in-situ measurements is the introduction of other frequencies, primarily generated by the external
climate. The length of the PRBS should be chosen to be an integer multiple of the diurnal cycle (which was not
donein the current application). Otherwise, the risk that the power spectrum of the external environment's
signalsis not correct with respect of the frequencies present in the internal environment increases. The
processing of datawith FFT gives clearer results for non-rectangular windows, but to interpret power spectrums
for multiple frequencies that are subject to aliasing and leakage is difficult.

Two types of effective heat capacities were calculated from measured data, asit is evident that boundary
conditions (dynamic transmittance) influence the size of thisentity. Thefirst isthe straightforward application
where the quotient of heat flux and temperature oscillation is divided by angular frequency, which can be
considered to be the effective heat capacity during natural running conditions. The second is by compensating
for dynamic transmittance from the external surface, asif to theoretically assume that the external temperatureis
constant. Though results of the second type are directly comparable to analytical values, these could actually
give larger deviations than the results from the straightforward application. Thisimplies that frequenciesin the
external environment are not all the same as those generated by the PRBS, thus yielding leakage in the power
spectrum of external surface temperatures. This can lead to erroneous estimations of dynamic transmittance. A
means of achieving more comparable resultsisto generate oscillations in temperature and heat flux at the
internal surface that have greater magnitude than those on the outside, as to make dynamic transmittance
negligible. This measured effective heat capacity will, however, not be the same as for the building in normal
running conditions.

The heat transfer process is dynamic, which poses a practical problem when it comes to the measurements of
heat fluxes. Within building physics, the most commonly used heat flux sensors are calibrated for measurement
of steady-state entities, such as thermal resistance of building components. This worked well in this experiment.
However, a systematic frequency-dependent deviation was noticed in processed measured data. A numerical
frequency analysis of aheat flux sensor with a built-in thermopile indicates that the measured heat flux isless
that what should be expected at higher frequencies. Within the thermal domain (this excludesinaccuraciesin
calibration, electronic equipment, surface contact etc), the inaccuracy may be some 10 % for a 6-hour periodic
and 25 % for a 1-hour periodic for a 3-mm thick heat flux sensor. Analytical one dimensional heat transfer
equations underestimate these inaccuracies.

Since the inaccuracy is frequency-dependent, measured heat flux series could be transformed into frequency
domain data. Here, compensations could be done. Then, the datais transformed back into the time domain. The
core of this compensation method is to calibrate the heat flux sensor for a spectrum of frequencies. PRBS can be
used to achieve thistype of calibration in a Lange apparatus. A set-up could be such that the heat flux sensor is
embedded in a solid with known thermal properties. The solid is chilled on one side (constant temperature), but
excited on the other with an electrical heater. Temperature measurements at the surface and in the solid will
indicate the heat flux through the sensor, while the sensor output is recorded.
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SUMMARY:

RC-networks can be used in building simulation programs to model building components. In having a fixed
configuration, a 5-node optimised RC-network (ORC) can effectively model both lightweight and heavyweight
multilayer or massive components. Thermal performanceis optimised in the frequency domain, but the use of the
ORC isin time domain simulations. In thiswork, various RC-networks are shown and commented with respect
to their fields of application. An application within the build simulation program IDA/ICE is presented, where
results of the use of two ORC’ s are compared with results when the building components were modelled by
means of the finite difference method. The 5-node ORC proved to be accurate in comparison to a detailed finite
finite difference model, and it gave a shorter computational run time.

1. Purpose

This paper focuses on the modelling of thermal performance of amultilayer building component with Optimised
RC-networks (ORCs) and finite difference models (FDMs). These models are implemented in the general
simulation tool IDA within the Indoor Climate and Energy (IDA/ICE) application. A study is made on how the
two models differ in performance, in terms of accuracy and computational time and memory. This servesto give
an answer to whether or not ORCs are more efficient than conventional finite differences within the IDA
simulation environment. In thefirst part of this paper, the optimisation of various ORC-configurations are shown
along with a motivation to why ORCs where chosen as alternative to model multilayer building components. The
second part shows results from simulations of an office room where building components are modelled with
various ORC’sand FDM discretisations.

The reader iskindly advised to examine the other three parts of this series with the title "The Thermal
Performance of Multilayer Building Components®, especially part one with the sub-title " Application of the
Bode Diagram" (Akander and J6hannesson 2000). That paper contains definitions and methodology that are
fundamental to this paper.

2. Introduction

2.1 RC-networksin general

RC-networks, sometimes called lumped parameter models, have to alarge degree been used as simplified
models to establish the thermal performance of buildings or enclosures (rooms). During the 50's to the early 80's,
prior to the rapid development of personal computers and numerical techniques, these networks were
comprehensive and numerically manageable in terms of calculations by the hand. The introduction of computers
within building physics allowed more detailed networks and other building component models to be
implemented, with development leading to modern building simulation programs (BSPs) of today. This does not
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mean that the simplified models of yesterday are obsolete. In terms of efficiency, these may still be competitive.
What is meant by efficiency within this context is an optimum where the level of detail in modelsto obtain
accurate resultsis put against "work™ in terms of computational resources (time and memory). This trade-off
depends on the purpose of the simulation, for example if the simulation servesto predict the annual energy
requirement of abuilding or if the aim isto study thermal comfort or peak loadsin aroom for the warmest or
coldest days of ayear.

Here, the intent isto use RC-networks to model the performance of building components within the frame of
energy prediction and also thermal comfort calculations. Theideais that the thermal performance of a RC-
network is optimised within the frequency domain but is used within a modular simulation program working in
the time domain. Commonly requiring fewer nodes than regular finite difference models, these may yet maintain
an "adequate” level of inaccuracy (Akander 1995). This allows more computational resources left to other
models, such as detailed controls, non-linear transfer mechanism, more zones, etc.

Theideaof letting an RC-network model the thermal performance of a slab or multilayer building componentsin
not by any means new. Johannesson (1981) studied modelling of multilayer building components by means of
the surface heat capacity and the simple RC-configuration. With J6hannesson’ s work as basis, an R-C-R-C-R
network (a 2-node ORC) was devel oped to model external building component, such aswalls and roofs. This
network was implemented in the uni-zone energy prediction program VIP+ (Skanska Software 1996). In turn,
Mao (1997) used this configuration to perform time domain simulation of multidimensional heat transfer in
thermal bridges and ground heat loss. The performance of the network was opti mised with respect to frequency
response of the modelled component, which was cal culated by means of frequency domain finite differences
(Andersson and J6hannesson 1983). Davies (1983) proposed the use of RC-networks that are build up of one or
several serially connected “ T-chain” or “P-chain” units. These are optimised with respect to one frequency by
means of a minimising the sums of squares of the differences between the corresponding pairs of the four
elements of the analytical and the model heat transfer matrix. Davies' paper contains references on earlier work
done by authors, limited to the modelling of a slab.

2.2 Brief description of IDA and NMF

IDA isageneral modular simulation environment, with several fields of applications; for example the spreading
of firein ventilation systems and dispersion of pollutantsin road traffic tunnels. The largest and most extensive
application isthe building simulation program called Indoor Climate and Energy (IDA/ICE). In being modular,
IDA libraries contain precompiled models of building components and systems. The user chooses suitable
components and connects them into a compl ete system(s), zone(s) or building. IDA has other features that are
required of modern simulation tools. Having variable time steps, IDA regulates time steps depending on events
within the modelled processes. Discontinuities are handled, such as the performance of thermostats. A
descriptive list over IDA/ICE modelsisfoundin (Bring et al 1999). For example, the complete ASHRAE
HVAC2 Toolkit (ASHRAE 1993) has for example been implemented. IDA has afully developed air infiltration
scheme implemented. Zone models have a fully non-linear long-wave radiation exchange between surfaces and
temperature dependent convective heat transfer coefficients between surfaces and zone air node.

The models are documented in the Neutral Model Format (NMF) which is an ASHRAE standard for
documentation of models (Sahlin 1996). This format simply states the model, but does not prescribe any solution
method. By means of atranslator (Bris Data AB 2000), a model stated in NMF can be used for several
simulation environments, such as TRNSY S, HVACSIM+ and IDA.

2.3 On the choice of building component model for DA

The work presented in this paper hasto a great extent been carried out to implement a building component model
within IDA (but can also be used in other simulation environments or as stand-al one model s/programs). There
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were, during the early 90's, several reasons for choosing RC-networks to model building components. The first
was that NMF did not allow an automatic discretisation of material layers during parameter processing prior to
the actual simulation calculation (in NMF terms; Computed Model Parameters cannot have the role of Supplied
Model Parameters). In that event, discretisation had to be performed prior to input of data, areason that was
against the use of FDM. To avoid pre-processing units for this purpose, the FDM was ruled out. With thisin
mind, an RC-network with a fixed configuration was preferred, where the values of thermal resistances and heat
capacities are optimised as to agree with the analytical thermal performance for awide range of frequencies.
Another reason isthat the FDM has cell size that isrestricted by the thickness of material layers. A thin steel
sheet at the surface of abuilding component can result in numerical stability problems within the simulation
solver. Layer thickness does not restrict the size of the constituents of ORCs. However, IDA Solver uses robust
implicit methods that are commonly stable for small cell size. An FDM exist within IDA, but discretisation is not
performed automatically; it hasto be done by the user. The module (model) can be used by either advanced users
or in the event that the standard 3-node ORC of IDA is not sufficiently accurate. This FDM moduleis used
within the current work.

Furthermore, since IDA isageneral simulation tool, it has a run-time that is somewhat |onger than special
purpose (monolithic) BSPs (Sahlin 1996). For thisreason, it is beneficial to have as few nodes as possible,
however with sustained accuracy in performance. Response factors are advantageous in this manner, since no
information is calculated for state variables inside the building component: only surface to surface heat transfer
iscalculated. However, IDA uses variable time steps whereas response factor theory usually assumes a constant
simulation time step.

Another application field for ORCsisto model multi-dimensional heat transfer in building simulation programs.
A common way of modelling multi-dimensional heat transfer is with finite differences, however not directly in
the simulation program. An efficient way is by calculating the thermal response with afinite difference program
working in the frequency domain, adapting the RC-network model to have the same response, and implement
thisin the simulation program. This has within IDA been tested by Akander et al (1996). Similar methodol ogy
was done by Seem et a (1989) using response factors, with implementation in TRNSY S. Kossecka and K osny
(1996) model equivalent thermal walls, that give the same response factors as, for example, thermal bridges.
Claesson (1999) uses atype of RC-network combined with response factors from square pulses. Applications of
the method have been made on aheat underfloor space. Multidimensional heat transfer is beyond the scope of
this paper, but is relevant in showing the fields of application of RC-networks.

3. Optimisation of ORCs

First of al, afew comments will be made on the performance of FDMs and ORCs and how performanceis
calculated. These are in this context composed of serially connected thermal resistances and heat capacities, or in
parallel. An essential criterion isthe total thermal resistance of the model is the same as that of the multilayer
component. Thiscriterionisonly alleviated for the special boundary condition where the thermal processes can
be assumed to be identical on both sides of the building component (an adiabatic component).

At high frequencies, the model performance will converge to the thermal performance of the outermost model
component (see part 1 of this series of paper by Akander and J6hannesson (2000)). In thiswork, the outermost
component will be athermal resistance; motivated by the fact that IDA does not handle differentiated variables
at the links between models, asis the case of a surface heat capacity.

Asthelast comment, the thermal performance that requires most resources to model in terms of serially
connected thermal resistances and heat capacities (ORCs and FDMs) is the response of the semi-infinite solid.
The reason is seen in the Bode diagram (Akander and J6hannesson 2000). This performance can neither be
modelled with a pure resistance or capacity at the surface of model. The response can only be modelled by the



PAPER 4

combined interaction between one or more RC-components. Obviously, the response of a simple mass can be
modelled with a surface heat capacity.

The optimisation of an ORCs for building component performance is the following:

Thelevel of detail of the simulation isfirst to be determined. An important factor to take into account is the
Nyquist frequency of the process, in essence the frequency at which the thermal processin question is accurate.
In short term simulations where fast thermal processes are to be studied, time steps down to minutes may be
required. For annual energy requirement simulations, time steps more than an hour may be used.

The network is optimised within the frequency domain as to give a performance that has the same
transfer function as an analytical solution, or amultidimensional finite difference or finite element
calculation. The networks can be optimised with regard to boundary conditions. The frequency
response, in terms of admittance and dynamic transmittance, is essential to the optimisation;

The number of nodes depends on the range of frequencies for which the network performance
should be valid, and the thermal performance of the building component that is going to be
modelled. The total thermal resistance of amodel should be the same as for the modelled building
component and this also appliesto the total heat capacity;

The ORC isto be used in time domain simulations. In work by other scientists, such as by Davies
(1994), the network can be used in frequency domain simulations, which allows a model
component to be impedance.

Evaluation of model performance is done against the analytical frequency domain solution of the heat
conduction equation. In the first paper of this series, Akander et al (2000), a method for eval uating model
performance in relation to analytical performance is proposed. The maximal model deviation is for admittance,
Y, isthe magnitude of the difference between model and analytical admittance divided by analytical admittance
magnitude, as such

& = IYmodeI /Yanalyt - ]l ; erD = ITD model /TD analyt ~ ]l 1)

The |atter expression applies to dynamic transmittance, T, . Davies (1983) used similar equations as basis of a

least square method to opti mise component of complex RC-networks. The deviation was the sum of deviation of
each transfer matrix element (totally four). He also proposed the use of two other deviations, one depicting
deviation between model and analytical magnitude, and the other indicating phase shift deviation. These two
were applied on ORCsin (Akander 1995), but the expressions of equation 1 indicates the combined effect of
magnitude and phase shift deviation, see (Akander 1996).

4. Moddling multilayer building components with ORCs

In the following sections, several RC-configurations are shown. The number of nodes and thermal components
(resistances and heat capacities) depends on the model application, boundary conditions and also range of
validity in terms of frequency. In this paper, the concern is to optimise frequencies from zero and up to a higher
frequency. If theinaccuracy of model performanceistoo large, it can be improved by inserting more nodesin
the RC-network. In order to show aresult of the application, an example is made using an external wall. Table 1
lists layer thickness and material properties.
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TAB. 1: Layer thickness and material properties of an external sandwich wall .The layers are of light expanded
clay aggregates (LECA), expanded polystyrene (EPS) and mortar, giving the U-value 0.219 W/(m2 X).

Material layer d[m] | [W/(mK)] r [kg/nd] ¢ [J(kgK)]
Mortar 0.01 1.00 1800 950
LECA LK8 0.1 0.30 1050 1020

EPS 0.15 0.039 30 1300
LECA LK5 0.05 0.25 1000 1050
Mortar 0.02 1.00 1800 950

4.1 Thethermal resistance.

The simplest and most widely used model is the total thermal resistance of a building component. The model is
strictly limited to steady state calculations (w= 0 s™) and can only be used for calculations, for example on a
month-wise basis, depending on the type of component (excluding ground heat |oss). Dynamic behaviour is not
present in this model.

4.2 Thesurface heat capacity.

The simplest model that is capable of approximating admittanceis the surface heat capacity. The surface heat
capacity can well approximate the amplitude of admittance, it is exact for the optimisation frequency and well
modelled for awider range of frequencies if the response of the component is that of a simple mass. A serious
drawback isthat dynamic transmittance does not exist. Another is that the response of the semi-infinite solid can
only be modelled for the chosen optimisation frequency, as shown in figure 2. The surface heat capacity model is
determined as such

G = % 2

How this equation is derived is found in Johannesson (1981) or (Akander and Johannesson 2000). This equation
has appeared in earlier versions of prEN ISO 13786 for determination of the effective heat capacity of a building
component. Thistype of model can appear in energy requirement calculations, such asin EN 832.

_J
—— C¢ qc
D G

FIG. 1: The surface heat capacity model.
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FIG. 2: Totheleft: The Bode diagram of the external wall of Table 1 as modelled with surface heat capacity,
here for a periodicity of 24 hours and the boundary conditionJ , =J, . Admittances are plotted for this

boundary condition. To theright: Model deviation e as defined in equation 1. Theresults for boundary
conditions J | =J, areplotted in the upper diagram. The lower diagram shows model deviation if the
temperatureis constant at either surface.

421 Thesimple RC-network

On increasing the number of components in the model, accuracy will increase. The RC-network is next in line,
illustrated in figure 3. Thevaluesof R, and c, are determined as stated in equation 3

G ——C1 | %

——————

FIG. 3: The RC-network model.

This model gives possibilitiesto represent admittance of the semi-infinite solid. The configuration givesthe
exact solution to the optimised frequency, for magnitude and phase lag of admittance. This model alone does not
handle transmittance. This network is effective to use for simulations where a component can be considered to
be adiabatic in the sense that dynamic transmittanceis not present, but can only handle one switching frequency,
where the response switches from that of the simple mass to the semi-infinite solid. Otherwise, the extents of
application are limited to those of the surface heat capacity. Thin or lightweight adiabatic components can be
simulated.
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FIG. 4: Totheleft: The Bode diagram of the external wall of Table 1 as modelled with the simple RC-
configuration, here for a periodicity of 24 hours and the boundary condition J | =J, . Admittances are plotted

for this boundary condition. To the right: Model deviation e as defined in equation 1 Theresults for boundary
conditions J —J are plotted in the upper diagram. The lower diagram shows model deviation if the
temperatureis constant at either surface.

4.3 TheT-chain

The T-chain allows admittance and transmittance to be approximated. In order to determine val ues, three
equations have to be found. These are the real and the complex part of admittance for one frequency and the
important steady state transmittance. The latter equationisthat R + R, = R, . The heat transfer matrix, along

with the boundary conditions, give the equations such that

é0u él -Rué 1 Ouél - RluQJ u @)
& u=é Gée . 0 . a
@i © 1ggive 10 1 g
e 1 0 2 1 o}
R, =1/ Re¢———=; R =R-R;; ]/R xv¥m (5
]/ gRt”/Yz § R +1Y 5

The T-chain models admittance with the performance of a simple mass very well. This assumes one switching
frequency. Dynamic transmittance is poorly modelled.

4.4 Thetwo-node ORC.

By coupling two T-chains, the P-chain isformed. Containing five components, the two-node ORC needs five
equations. The optimisation can now be done in two ways. Thefirst isto optimise admittance on one side
(preferably on theinterior surface) and dynamic transmittance. For this optimisation, equations can be solved
from the heat transfer matrix elements A and B asfunction of one frequency. The frequency that gives the best
agreement is usually low, often corresponding to the time constant larger than the product of the total thermal
resistance and the total heat capacity of the component (Akander 1995). The second is to optimise both
admittances. The second type of optimisation isto achieve a good agreement for both admittances. The two-node
ORC can be decomposed to two T-chains, which model admittance at either side of the component by means of
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equations 4 and 5. The two T-chains are then superposed, and the resistances and capacities of the superposed 2-
node ORC that gives the least over-all inaccuracy are saved as optimal parameters.

45 The3-node ORC

The 3-node ORC can be used for conventional building components with application on energy prediction
programs. The model may be inadequate for building components that contain many material layers with
dissimilar thermal diffusivity or massive material layers, for the reason that the best agreement in performance
may be obtained when one of the model constituents has a negative value. Then, the solution with all-positive
values gives a poor agreement. Davies (1983) also experiencesthis.

The optimisation of the 3-node ORC isiterative. A 2-node ORC isfirst determined, as to optimise model
admittances. Then, the central capacity, which fulfills the requirement of having atotal heat capacity that is
equal to that of the building component, is allowed to transverse between the capacities at the surfaces. The sets
of model parametersthat give the least over-all deviation are recognised as being optimal.
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FIG. 5: To theleft: The Bode diagram of the external wall of Table 1 as modelled with the 3-node ORC.
Admittances are plotted for the boundary condition J , =J, . To theright: Model deviation e (equation 1) isfor

the boundary condition J~n :J~O plotted in the upper diagram. The lower diagram shows model deviation if the
temperatureis constant at either surface.

4.6 The5-node ORC

A further insertion of serially connected nodes into the 3-node chain leads to difficulties in performance
optimisation; there are too many variables to determine by means of iterative methods. Admittance of the 3-node
configuration can be improved by inserting a T-chain in parallel with the three model components at the surface,
asdisplayed in figure 6. Since admittance is an additive entity, the admittance of the two T-chains at a surface
can be added asto give the correct admittance of the whole model. The heat transfer matrix for two parallel T-
chains, without the heat capacity c., isexpressed as
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Here, index 1 represents parameters of the upper T-chain in the parallel circuit on the left-hand side of figure 6;
index 2 isfor the lower T-chain. Note the first matrix element and the last, which are the sums of admittance of
each T-chain.

q0 T T U

FIG. 6: The 5-node ORC is composed of a two sets of parallel T-chainsin serieswith a central heat capacity.

In the same manner as the 3-node ORC, the boundary conditions where J~n =J~0 is assumed to find the adiabatic
planein the building component. The heat capacity c. is placed at that plane, and this allows the determination

of the sum of thermal resistances for each T-chain. For a symmetrical building component with the total thermal
resistance R , thesumis R, =R, forexample R, +R,=R; =R.

The optimisation is primarily made at each side of the adiabatic plane. Astwo iterative loops are made to
determine values for the T-chains, the combination of values that give the smallest deviations are saved. The
calculation procedure is as follows. Let the T-chain with index 1 model high frequency processes and the T-
chainwithindex 2 lower frequencies. Angular frequency w isahigh frequency, ranging for periodicity
corresponding from, for example 0.1 hours to, say, 2 hours. Within the w; -loop, aloop with w, stepsfrom a
periodicity of 2 hoursto 30 hours. The equations that have to be solved are

— i 1+ Ryp AWCy - i 1+ R AW, Gy
Y (1) = Yo (s R, - Ry, Ry, WG, | Y2 (W) =Yo () TRy - Ry Ry, AW, ()
These two equations areiteratively solved, and suitable initial values are calculated from
Yl(\Nl):Yo (‘Nl) Y, (sz):Yo (Wz) (8)

Admittances Y; (vvl) and Y, (w2) are used for determining the values of the parameters within each T-chain,
such as



PAPER 4

5} 1 o] 2 ® 1 0
R,=1 ReG— =~ > =R,-R.: =1/ R v T 9
N 7/ eéRuJ'l/Yl(V‘i)E MR Re “ 7/ 12 AT Rtl”/Yl(Wl);j ©

S 1 ¢° “R,-R,: -1/ R? g 19
Rzz‘/ReéR{Z )5 Ry =Rz~ Ryl G /RZZ)WZXIngtz EYVA A E (10)

Finally, the central heat capacity c. is calculated by subtracting c, and c, from thetotal heat capacity of the

considered thermal half of the component. A similar calculation is performed on the other side of the adiabatic
plane, and the optimal parameters of each half are saved.
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FIG. 7: Totheleft: The Bode diagram of the external wall of Table 1 as modelled by the 5-node ORC.
Admittances are plotted for the boundary condition J , =J . To the right: Model deviation e (equation 1) for

boundary conditions J~n :J~O are plotted in the upper diagram. The lower diagram shows model deviation if the
temperatureis constant at either surface.

This optimisation procedure has been found to be capable of modelling the thermal performance of lightweight
gypsum-air cavity-gypsum internal walls and massive or multi-layer envelope building components. The ORC
has one weakness, and thisis that the modelling of dynamic transmittance may be relatively poor. Thereason is
that there is basically only one model component, c., that modelsthisfeature. An improvement would be to

insert an extra heat capacity next to ., separated athermal resistance. However, thiswould create a six-node

model. For the time being, the five-node model will be tested asto study if the agreement of dynamic
transmittance bears a great significance in asimulation. Two facts should be observed: dynamic transmittanceis
a damped phenomenon and the thermal resistance of envelope componentsis relatively largein Nordic
countries. This makes transmitted heat isrelatively small in comparison to admitted heat.

5. Timedomain smulations

In order to test these models within the time domain, several simulations have been performed with IDA/ICE. A
set of simulations was made for a cold winter period of 12 days plus previous 7 days to allow the effect of initial
values to be diminished. The simulated object was a business office with afloor areaof 12 nf. A triple-glazed
window (1.8 nf) faces South, above an electrical radiator situated at the southern external wall (8.6 nf) of the
type as described in table 1. The radiator has a dead-band between 20 and 21°C. Another external wall (table 1),
7.8 nf, faces west. The internal walls are adiabatic, where the whole walls are composed of 100-mm light

10
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expanded clay aggregate blocks LECA LK5 with material properties as listed in table 1. The roof, with the U-
value 0.12 W/(nfX), has gypsum board and wooden panelling with air cavities; the rest isinsulation (and
wooden frames). Composed of alinoleum sheet (5 mm) on 150 mm concrete, the floor has a constant
temperature of 18 °C at the lower surface. Thermal bridges are not modelled. Air is supplied at arate of 2.0
|/(snf) with a constant temperature of 17 °C, whereas air infiltration corresponds to 0.2 air changes per hour. A
computer (160 W) and lights (200 W) are turned on at 08:00 hours when the occupant arrives, shut off during
lunch (12:00 — 13:00) and when the occupants (two in the afternoon) leave at 17:00. Night setback control was
used. The radiator and air supply was turned on at hours 06:00 and off at 16:00. At night, no internal gains were
present.

In order to evaluate the performance of the various models, all building components were modelled as follows:

Case 1: The 3-node ORC optimised asto give accuracy in both admittances and transmittance for
periodicity corresponding to steady-state and down to as high-a-frequency as possible. The simple RC-
network represented the adiabatic internal wall, optimised for the 24-hour periodic.

Case 2: The 5-node ORC optimised on basis of admittance at both surfaces. Agreement was desired for
steady state down to the 1-hour periodicity.

Case 3: The FDM based on a discretisation on “rules of the thumb” where cell size is approximately 5 cm or
less. The external wall was discretised into totally 7 cells (1, 2, 2, 1 and 1 in the order of table 1), and the
same appliesto the roof. The floor was modelled with totally 3 cells (here, the linoleum layer is neglected as
sometimes done in modelling). Two cells represented the internal adiabatic wall half.

Case 4: The FDM based on the discretisation rule as suggested by Akander and J6hannesson (2000). The
period is chosen to be 0.3 hours. The results give a discretisation that divides each material layer into 1, 7, 6,
4 and 2 central capacity cells, with the order starting at the internal surface material. The floor was modelled
with 1 and 7 cells, respectively. Four cells modelled the adiabatic internal wall half and totally 13 cellswere
used for the roof.
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FIG. 8: To theleft: The Bode diagram of the external wall of Table 1 as modelled in case 3. Admittances are
plotted for the boundary conditionJ,, =J, . Totheright: Model deviation e (equation 1) for boundary

conditions J~n :J~0 are plotted in the upper diagram. The lower diagram shows model deviation if the
temperatureis constant at either surface.

Case 4 has the best over-all agreement in terms of building component performance and is expected to give the
most “exact” results within this context. The Bode diagrams for two FDMs are shown in figures 8 and 9 on the
external wall.

11
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FIG. 9: To theleft: The Bode diagram of the external wall of Table 1 as modelled in case 4. Admittances are
plotted for the boundary condition J~n =J~0 .Totheright: Model deviation e (equation 1) for boundary
conditions J~n :J~O are plotted in the upper diagram. The lower diagram shows model deviation if the
temperatureis constant at either surface.

5.1 Simulation results and interpretation

Resultsfor the last day of totally three weeks are shown in figure 10, with building components simul ated by
means of the 3-node ORC. The pattern of heat |oads is seen, since intermittent heating is applied.

W ALast day of simulation: 2000-01-21
500.0-1

w000 Radiator heat

Heat fror’lw occupants
300.04-

- Y- Heat from lighting
' —[Heatfromapplianc&s

200.0+

100.01-

0.0 . ~—

000! g I~ T

2000+ Solar heat -~
-30004- 3

-400.01 Heat from air suppl
-500.01

00007 " Heat transmitted from walls
-700.0-

Y

Time of day

FIG: 10: Result output from IDA/ICE from the simulation of an office room wher e the building components were
modelled with the 3-node ORC. “ Heat transmitted fromwalls” includes all building components. Not shown is
heat transmitted from furniture, which issmall in all cases.

The mean air temperature of the zone and an operative temperature for the last day of simulation are shownin
figure 11. These are from detailed FDM calculation (Case 4). It is needless to plot the same variables for the
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other cases; the curvesdiffer extremely little and the largest discrepancy is no more than 0.1°C (a contributing
reason for thisisthat the temperature of the lower surface of the floor was fixed at 18°C).
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FIG. 11: The mean air temperature and an oper ative temperatue within the zone, as cal culated with the detailed
FDM (Case 4).

On zooming into the surface temperature of an external wall of figure 12, the various models give different
results. The coarser models (Cases 1 and 3), as seen in the Bode diagram, cannot model high frequency
processes well. This resultsin more damped curves, certainly for the 3-node ORC. What’ s happening is that the
outermost resistance of the model istoo large for this process, and as seen in the Bode diagram of figure 5, the
maghitude of admittance is curbed, as seen in figure 13. Thisworks vice-versa during the lunch hour. Asfor
Case 3, thefine surface cell responds fast at 08.00 hours, but further penetration of heat is hampered by the large
cell, corresponding to 5 cm LECA, behind it. The results of Case 2 agree better with those of Case 4, asseenin
the Bode diagram of figure 6.

Intable 2, the heating requirement (heat from the radiator, appliances and lighting) islisted for the four cases,
based on the last ten days of the simulated period. The tendency is that the coarser models give an increased
heating requirement.

TAB. 2: Energy requirement for a 12-day winter period. Electricity requirement for the radiator, appliances and
lighting are here depicted by electricity. The air handling units require energy for fans and to preheat supply air.
These are not the same for all cases due to the presence of a heat exchanger.

Simulated office with Casel Case?2 Case 3 Case 4
Electricity (Wh) 69 146.8 69 016.4 69 306.5 68 991.4
Air handling units (Wh) 24706.4 24 801.3 24 821.5 24 818.6
Differencein sumsrelated | -43.2 7.7 318.0 0.0

to Case 4 (Wh)

13



PAPER 4

19.8

19.6
Case2

19.4

19.2

19 /j c 1 1/ ‘:‘.' v\
f | case A\
18.8 /& i VAN

Case3 T “x N\

Temperature [°C]

18.6

18.4
Case4 7

18.2

12 14 16 18
Time of day
FIG. 12: A zoominto a figure that shows surface temperature of the western external wall as modelled with the

various cases. The curves: Case 1 (3-node ORC, dotted), Case 2 (5-node ORC, long dash), Case 3 (simple FDM,
short dash) and Case 4 (detailed FDM, filled).
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FIG. 13: The rates of heat flow into the external wall that faces west. See figure 12 for curve type.

The effect of the outermost thermal resistance will for a high frequency process prevent (damp) heat exchange
between the surface and the nearest heat capacity of the model. Asit turns out here, it stops some of the heat
gains during the day from being stored in building components, to later be dissipated back into the room during
night setback. This effect is seen in table 2, “electricity” which hereis synonymous with heating requirement of
the zone. Convective and radiative heat transfer coefficients have the same influence. The importance of the heat
transfer coefficient of air convection on energy and peak loads is pointed out by Kalemaet al (1995) who found
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a5-15% difference using two sets of correlation equations for their simulated office and on air temperature
variations.

5.2 Simulation time and memory use

IDA Solver performs the numerical solving of the systems of equations. Using implicit methods with variable
time steps, it is of interest to study the amount of equations that have to be solved, and the integration time these
require. IDA Solver was configured with standard settings: a tolerance of 0.01 and a maximum time step of 0.5
hours. For this simulated office, the number of equations and simulation time are listed in table 3. The FDM with
fine mesh has the most amounts of equations and takes longest simulation time. Note that the number of time
steps taken are fairly much the same for all cases.

TAB. 3: Total amount of equations, simulation time and number of time steps depending on model used to
represent the external walls.

Simulated office with Casel Case?2 Case3 Case4
Amount of equations 115 139 163 280
Simulation time () 47.1 54.0 57.7 86.8
No. time steps 1825 1872 1865 1878

The 5-node ORC requires somewhat |ess computational time than Case 3, though more time steps have been
used. Thereason isthat the 5-node ORC has afiner discretisation of the surface model components, but more
calculation time is needed to solve Case 3, where more equations are used. Since IDA has variable time steps,
these are shortened as to prevent instabilities at the nodes of Case 2. Y et, the amount of time stepsis almost the
same as for Case 4 with the detailed FDM.

6. Conclusions and discussion

This paper shows various RC-networks that model the thermal performance of building components. The
performance of these networks can be optimised with respect to boundary conditions expected in simulations,
the type of building components these are to represent, and with respect to accuracy as opposed to computational
time and resources. Resultsin this paper shows that the use of ORC’ s decrease computational time and increase
accuracy in resultsin comparison to FDM’ s that have the same amount of mass nodes or more. The 3-node ORC
can be used to model lightweight building components, since inaccuracies may be too high or negative valued
resistances or capacities may be obtained for heavyweight or massive building components. The 5-node ORC is
more reliable in this sense. In being written in NMF, the model is available for object-oriented simulation
environments.

The 5-node ORC has a configuration of thermal resistances and heat capacities that are advantageousiif the
configuration (and amount of nodes) is to be fixed and independent of boundary conditions and building
component types. As shown in this paper, the 5-node ORC gives accurate results for an office cell simulated
during a short cold period in a Nordic climate. In comparison with an FDM that has the same admittance
qualities, the 5-node ORC gives a poorer modelling of dynamic transmittance, as seen in the Bode diagram. The
reason isthat the model configuration only has one heat capacity that damps |ow-frequency transmitted heat.
Further development of this model can be made on this point, and it islikely that an extra central mass node has
to be implemented. However, this action will mean that the model will be composed of six mass nodes (totally
15 model components) and an extension of optimisation procedure that improves the accuracy of high-frequency
dynamic transmittance. On the other hand, the time domain simulations show that the 5-node ORC models
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dynamic transmittance sufficiently accurately for well-insulated external building componentsin a Nordic
climate. The correct modelling of admittance when heat gains are large should be of first priority.

The 5-node ORC has within this context been shown in an application on multilayer building components. In the
same manner as mentioned in this paper, the ORC can be used to model multidimensional heat transfer, such as
in thermal bridges and within the field of ground heat loss. Akander et al (1996) and Mao (1997) have practised
the methodology, where 2 and 3-node ORCs were used. The methodol ogy remains the same: the heat transfer
within a building component is prior to a building simulation cal culated by means of afrequency domain finite
difference program. Implementation of “the framework for equilibrium equations” (Strang 1986) into the solving
procedure of the finite difference program avoids iterative method, and thereby provides fast solutions. The
thermal performanceisfound for a number of pre-chosen frequencies, and from this, the parameters of the ORC
are optimised. In atime domain simulation, the ORC will model the sum of heat flow through the surface of a
building component, and the surface temperature represents an area-wei ghted mean surface temperature.
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SUMMARY: Three different types of building constructions have been used in a study of the annual energy
requirement. The buildings have identical exterior dimensions and the calculated steady state thermal
transmittance is exactly the same but the thermal inertia of the chosen building materials differs. The study
consists of computer simulations of the thermal processesin buildings during a heating season in Stockholm.
Three different simulation programs have been used and they all show that the system with the highest thermal
inertia has the lowest energy requirement and that a small change of the thermal inertia hasarelatively large
influence. Wood is an example of a building material with alarge thermal inertia and with a fairly low weight.
It gives alower energy requirement than a traditional lightweight construction, but not aslow asa
heavyweight concrete construction.

1. Introduction

The energy requirement for heating of abuilding located in aNordic country is a parameter of high economic
importance. In Sweden, the housing cost for standard inhabitantsin different householdsis estimated to be
between 20 and 30 % of the net income (Boverket 1997). A substantial part of the dwelling cost is heating. The
thermal inertia of abuilding allows energy in abuilding zone, in times of abundance dueto solar irradiation and
heat from electrical appliances, to be stored in internal and external building constructions. Thisenergy is
transferred back into the zone when the indoor temperature decreases, thus limiting heat needed from the heating
system without significantly affecting the thermal comfort. Thisissue has been studied earlier (Brown and I sfalt
1973, 1983; Andersson et al 1979; Barnaby et al 1989; Simmonds 1991; Abel et al 1992; Gorman 1995; Burmeister
and Keller 1996; Johannesson 1981; Akander 1995). Thereisan increasing interest of this subject, whichis
mirrored in recent publications (Winwood et al 1994; Standeven et a 1998).

The latest Swedish building code, BBR98 (Boverket 1998), allows the thermal inertiato influence the energy
regquirements, unlike earlier codes that solely recommended |ow U-values in the building envelope construction.
This can only be done by means of simulations.
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1.1 Research aim

The present paper is focused on three external constructions with the same steady state thermal transmittance
(U-value) and computer simulations are performed with three independent programs. The indoor temperatureis
allowed to vary within anarrow field. The outdoor climate and the air exchange rate are the same for all cases. The
aim of thisresearch is, from these prerequisites, the identification of a considerable potential in reduction of
energy requirement in buildings by choice of different building materials.

1.2 Smulation tools

Three simulation tools have been used, for the reason that results are more reassuring if these are withheld by
different means. Two of the computational programs are detailed, both in modelling and input as well asthe
hourly calculations made. These programs are TSBI13 from the Danish Building Board and BRIS from the Swedish
Council for Building Research. The third simulation tool is based on a standardised cal culation procedure, EN 832,
made to predict energy requirement of residential buildings as proposed by the European Committee for
Standardisation (CEN). The calculation procedure is based on monthly calculations with alevel of detail that isfar
simpler than the other two programs. An interesting aspect within this study isto compareif the results from the
proposed code agree well with results from the more detailed programs.

The simulated building is described bel ow and modelled as awhole with TSBI3 and EN 832. In BRIS, a separate
apartment is simulated and is more thoroughly described in section 4.2. The results from BRIS can therefore not
directly be compared with results from the other two programs; what is of importance is to study the tendency of
the relationship between energy requirement and the thermal inertia of the building.

2. Building description

The building comprises two floors with six apartments, an unheated garage and attic, see Figure 1. The gross floor
area of each storey is approximately 240 n?. The building has totally 26 windows with three different areas. Each
storey has 13 windows, five are facing North, and six are facing South, one to the West and the last one to the
East. The balcony doors are facing South. The total window area is approximately 33 nt* corresponding to 15 - 16
% of the net floor area.

Figure 1. Plan and per spective of the building.

The building has been simulated with the following three different types of constructions, on condition that each
building component has the same U-value in all three types of constructions.

2.1 Congtruction types

2.1.1 Lightweight construction

The exterior walls are provided of 20-mm boarding on the outside and gypsum boards interior and insulated with
175-mm mineral wool insulation (Figure 2). The interior walls are stud walls of gypsum boards. Theroof isalight
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wood construction with interior gypsum boards and insulated with 400-mm mineral wool insulation. Thefloor is
provided of mineral wool insulation between two gypsum boards.

—|, 20 boarding
23  cavity
9 gypsum board
45  mineral wool
130 mineral wool
— 13  avpsum board

o p—
-

Figure 2. Exterior wallsfor lightweight construction (in mm).

2.1.2 Massivewood construction

The exterior walls are provided of 95-mm massive wood on the inside and gypsum boards on the outside and are
insulated with 150-mm mineral wool (Figure 3). Theinterior walls are of 75-mm massive wood with gypsum boards
on the surface layers. Theroof is provided as a sandwich construction of wood and 395-mm mineral wool
insulation, with an interior gypsum board. The floor is made of chipboards and wood fibreboard insul ated with 95-
mm mineral wool, and is situated 145-mm massive wood and gypsum boards. The reason for having gypsum
boards as surface material rather than massive wood is for fire protection.

20 boarding
23  cavity

150 mineral wool
95 boarding

13 avosum board

Figure 3. Exterior walls for massive wood construction (in mm).

2.1.3 Heavyweight construction

The exterior walls are provided with 180-mm load-bearing concrete on the inside and facing brick on the outside.
Thewalls areinsulated with 173-mm mineral wool (Figure 4). The interior walls are provided as a stud wall of
gypsum boards. The roof has boarding exterior and 200 mm aerated concrete interior and isinsulated with 395-mm
mineral wool. The floor is composed of 200-mm concrete and mineral wool.
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Figure 4. Exterior walls for heavyweight construction (in mm).

The calculated U-value for building requirement and for all construction types has been:

U = 0.20 W/ (nf K), for exterior walls

U = 0.23 W/ (n? K), forintermediate floors
U =0.097 W/ (nf K), for curved roof

U =2.18 W/ (n? K), for interior walls

U = 1.28 W/ (n? K), for the garage floor

2.2 Windows

The windows are nominally triple-glazed with the U-value 1.7 W/ (n K). Calculations have also been made using
double-glazed windows with the U-value 2.3 W/ (nf? K). The U-values account for the glazed part and wooden
frames. Solar transmission is allowed only through the glazed part; the solar transmission factor isfor triple-glazed
windows 0.67 and for double-glazed windows 0.76. The windows gross areas are 1.17, 1.56 and 2.34 nf with a
glazed area of 0.77, 0.99 and 1.32 nT, respectively.

2.3 Heating and ventilation

Heating season is from the 15" of September to the 15" of May. The hydronic radiators have thermostats with a
set point temperature at 21°C. The rate of ventilation is set to be 0.5 ACH (Air Changes per Hour) and is always
turned on with aheat exchanger efficiency of 85 % as the maximum value. The efficiency may seem high, but is
not unlikely since the exchanger is aregenerative type. The air leakage was assumed to correspond to a constant
rate of 0.1 ACH.

For al simulations hourly weather datafor awhole year was needed. The climate data file chosen was for
Stockholm 1971, which is often used as atest in Sweden (Taesler and Isfélt 1980).

2.4 Heated floor areas, specific energy requirement and specific bought energy

The heat capacity of each type of construction will evidently vary, hence resulting in the so-called lightweight,
the massive wood and the heavyweight building. It should be noted that the influence of the thermal inertia of
furnitureis excluded in all calculations.

The simulation results will give the building or the modelled zone' s energy requirement during the heating
season. Since the volumes and floor areas within the building envelopes are different due to the thickness of
exterior wallsin each construction type (see Table 1), it ismore convenient to define specific entitieswhich are
related to the heated (net) floor areas. Two entities are relevant in this study.

Specific energy requirement isthe heat delivered from the heating system divided by the net floor area, i.e. the
heated floor area within the exterior walls.

Specific bought energy isthe sum of heat delivered from the heating system and el ectricity utilisation divided by
the net floor area, i.e. the heated floor area within the exterior walls. The specific bought energy does not include
the heating of domestic hot water.

Building type Grossarea [nf] | Net floor area [n¥] | Ratio[-]
Lightweight 480 444 1.00
Massive Wood 480 435 0.98
Heavyweight 480 412 0.92
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Table 1. Floor areas for the heated spaces of the three building types

A drawback for the heavier buildingsisthat the living space is smaller than in the lighter buildings. Under these
circumstances, the heavyweight building offers anet floor areathat is 8% |ess than that of the lightweight
building, whereas the massive wood building's net floor area has a reduction of modest 2%.

3. Simulations using the TSBI3 program

A commonly used program for building energy simulation is TSBI3 (Therma Simulations of Buildings and
Installations), devel oped by the Danish Building Research Institute (Johnsen and Grau 1994). The program TSBI3
isaflexible PC program for dynamic analysis of energy consumption and indoor climate in a building divided into
multiple thermal zones. By creation of adetailed mathematical description of the physical spaces, structures and
systems, it is possible to simulate even very complex buildings with advanced heating and ventilation systems
and varying operational strategies over aday, aweek and awhole year.

The program calculates all power outputs and energy flows through structural parts, between zones as well as

between the building and the surroundings. For all rooms or zones, which are simulated, the program will thus

calculate heat loss by transmission, infiltration and ventilation. The program calculates all thermal gainsin the

form of solar heat, heat given off by people, equipment, lighting, etc. aswell as the power demands and energy
consumption for all components of heating, cooling and ventilation for each zone.

3.1 Parametric studies

The building has been modified to the standard input procedure for the TSBI3 program. It has been divided
totally into eight thermal zones, each apartment as one separate zone, the garage and the attic. The building has
been simulated in three different construction types and all types were tested in two cases. In case A the
windows were triple-glazed and in case B double-glazed.

For TSBI3 program simul ation the heating system was turned on during whole heating season and was 100 %
effective and perfectly controlled. The maximum heating power (P.x) Was reached when the outdoor temperature
isat the design level (tegesqn) and at outdoor temperatures below the design temperature the maximum power
output was available. The heating power decreased to the minimum level (P..,) when the outdoor temperature
increased to (teyi,) and at temperatures above (teyi,) under all heating season. At outdoor temperatures (te) below
(temin) and above (tegesqn) the available power (Pheaing) followed alinear curve according to the following formula:

— gn
I:)heating - I:)max + (Pmin - I:)max)t t @
€in ~ ede'sign
tedesign £tef tnin

The totally maximum heat power for the whole building was 8.0 kW. It has been used 1.0 kW for small apartments
and 1.5 kW for larger apartments. The totally minimum power was 3.0 kW, for each apartment 0.5kW. The used
values are shown in Figure 5, where the heat control curve shows that the available radiator power is linear
between the maximum and minimum values.

The mean values of heat gains per day for the whole building are:

38.4 kWh, from house equipment
34.5 kWh, from people
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Figure5. The control curve for available heating power, corresponding to outdoor temperature.

3.2 Reaultsfrom TSBI3

Theresults from the TSBI3 simulations show in both cases A and B, that the highest seasonal heating energy
requirement for the building with alightweight construction, and the lowest requirement is for the building with a
heavyweight construction, see the valuesin Table 2 and Figure 6.

Construction type Lightweight Massive wood Heavyweight
A —Triple-glazed 22.1 (100%) 17.8 (81%) 14.7 (67%)
B — Double-glazed 25.2 (100%) 22.3 (88%0) 20.1 (80%)

Table 2. Results from TSBI3 calculations: specific energy delivered from the heating system (kWh/nt, year) (see
definition in text) for the three building types. The numbersin parenthesis depict the ratio between the actual

buildings specific energy requirement and the largest specific energy requirement.
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kWh/m?® B triple-glazed
30 B double-glazed

lightweight massive wood heavyweight

construction type

Figure 6. Diagram of specific energy requirement (kWh/nt, year) (see definition in text) for the building.

Pursuant to the calculation results, even the specific bought energy is highest for the lightweight building, and
lowest for the heavyweight building, see the valuesin Table 3 and Figure 7.

Construction type Lightweight Massive wood Heavyweight
A —Triple-glazed 43.4 (100%) 39.5 (91%) 37.5 (86%)
B — Double-glazed 46.5 (100%) 44.0 (95%) 42.8 (92%)

Table 3. Results from TSBI3 cal culations: specific bought energy (electricity and heating system) in KWh/nt,
year (see definition in text) for the three building types. The numbersin parenthesis depict the ratio between
the actual buildings specific bought energy and the largest specific bought energy.

B¢riple-glazed
B jouble-glazed

kWh/m”

50
45
40 7
35 7
30 T
25 1
20 17
15 1
10 1
5 1
0 -

lightweight massive wood heavyweight

construction type

Figure 7. Diagram of specific bought energy (KWh/nt, year ) (see definition in text).
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4. Simulationsusing the BRIS program

4.1 TheBRIS-program

The BRIS program is probably one of the oldest programsin use today in the field of environmental engineering.
Thefirst working version of the program was developed in 1963 with support from the Swedish Council of
Building Research (BRown 1964, 1990; | Sfalt 1989). Since then the program has been extended and improved
several times and the present version was completed in 1982.

BRISisbased on fundamental physical relationships. The film coefficients and the radiant interchange are
temperature dependent in anon-linear fashion and thus dynamically adapted to new temperatures calculated in
each time step. Thisleadsto anon-linear system of equations, which are solved by afinite difference method.
The control strategy is based on a sequence of restrictions on the possible sources for heating, cooling or heat
recovery. Therestrictions are relaxed successively within each time step in the building model until asolutionis
found (Bring 1983).

By combining loads and systems minimum energy strategies can be defined and found by the program. When
limiting the installed capacities the building dynamics will be more active in the control process, which has shown
to give asurprisingly high potential to reduce peak power problems and energy use. In Sweden, BRIS has for
many years been the most widely used program initsfield, both for design of HVAC systems (Heating
Ventilation and Air Conditioning systems) and research purposes.

4.2 Theobject

In BRIS, it is possible to handle many kinds of objects, from single rooms to whole buildings with coupled rooms.
However, as the Fourier equation is solved using finite differencesin al walls and slabs, the number of variables
grows rapidly with the number of rooms and the results are getting laborious to handle. Therefore, wetry to
utilise symmetry asfar as possible. In this project, where the influence of building materialson the energy useis
the subject, we found it reasonable to simplify the model to one living room inamid plane of the building.

Geometry:

Room size 7+ 10* 2.4 mS.
Three walls are exterior walls:

One 10*2.4 2 isfaci ng south with a5 m? window.
Thetwo 7*2.4 M walls are faci ng west and east respectively, both with a3.5 m2 window.
The other 10* 2.4 m? wall isan interior wall bordered on asimilar room (symmetry surface).

All windows are triple-glazed. The window temperature varies due to absorbed solar radiation. On the inside the
convective heat transfer is calcul ated using temperature dependent film coefficients and long wave radiation
using the Stefan Boltzmann law. Therefore the U-value will vary and is not used in thiskind of simulations.
Instead the heat resistance from the inside surface of the window to the ambient is given asinput data. For triple-
glazed windows the value 0.39 (W/nf, K)™ has been used. This corresponds to a U-value in the region of 2.0
W/n, K (not to be compared with the values above). Three different constructions, all with the same heat
resistance are investigated, see above. U-values are valid only during steady-state conditions (that never will
occur). During the simulations the conditions are always transient and the U-values are not used.

Heat gains:

Electricity 6.22 kWh/day (lights, refrigerator, cooking, TV)

People 3.0 kWh/day at 20°C room air temperature, linearly reduced to 1.5 at 30 °C.

These gains are average values for apartment buildingsin Sweden (Isfélt and Johnsson 1986).

The heat gains are unevenly distributed over the twenty-four hour period and the same all days over the season.

Installations and control:
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Heating.

One radiator beneath the window in the south facing wall. The same design value has been used in the three
aternatives, even though buildings with higher first order time-constants according to Swedish standards require
smaller heaters, see below. The radiator set pointis21 °C.

Ventilation.

Airflow rate 0.5 ACH as above. When the room air temperature tends to exceed 24°C cross ventilation up to 5
ACH isallowed.

Infiltration 0.1 ACH as above (constant).

Thereisacentra air handling system in the building with a heat exchanger with maximum temperature
effectiveness of 85 % and areheater.

For our room maximum 150 W is available. Fan power adds 30 W.

Control strategy.

To maintain the room air temperature within the interval 21 — 24 °C the following resources are given. The supply
air temperature may vary within 16 —21 °C. To reach thisfirst the temperature effectiveness of the heat exchanger
ischanged (0 - 85 %). After that reheating is allowed. As athird step the radiator (set point 21 °C) up to its
maximal power may be used. If this, together with the heat gains, is not enough to reach 21 °C room air
temperature, the reheating power in the central air handling system isincreased up toit's upper limit (150 W).
Often, even in wintertime, solar and internal heat gains cover the heat |osses and thereis no need for heating. In
such situations first the heater isturned off. Secondly the supply air heater isturned off and thirdly the heat
exchanger efficiency isreduced until the supply air temperature reachesit's lower limit 16°C. If the room air
temperature still rises nothing is done until it reaches 24°C when the windows are opened. (This could happen
especially at the beginning and end of the heating season).

To avoid numeric instability in complicated situations the simulations are carried through the year with atime step
of 0.5 hours.

4.3 Reaultsfrom BRIS

The energy accounts for the heating season is divided in two parts, heat balance and bought energy for each
room. Positive and negative itemsin the room heat balance should be equal. This has been checked, but the
tables are not shown here. Energy required for heating or cooling the ventilation air in central unitsis external
from the room point of view, but of courseincluded in " bought energy”.

For the heating season, the specific values obtained are shown in Table 4.

Construction type Lightweight Massive wood Heavyweight
Time constant (h) 31 164 325

Specific energy 18.3 (100%) 16.2 (88%) 15.7 (85%)
requirement (kWh/nr)

Specific bought energy | 42.1 (100%) 40.0 (95%) 39.5 (94%)
(kWh/nt)

Table 4. Results from BRIS cal culations: time constants, specific energy reguirement and specific bought energy
for the three building types.

Thefirst order time constant, t, isfound from a simulation of aslow cooling down period with a constant low
outdoor temperature. This gives what we can call a Newtonian time constant. In the beginning of the period heat
istaken from the surface layers, and the time constant has alow value. Later heat is coming from the inside of the
structure. Therefore this simple model gives atime constant that increases with time, but after one or two days the
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indoor temperature follows a simple exponential function. The whole cooling down period can be better described
with two time constants, one short and one long. However, even thisis a crude approximation compared with the
BRIS program where the Fourier equations are solved also with non-linear boundary conditions. Here the time

constant is only used to give an idea of how fast the indoor temperature reacts on changesin weather and power

supply.

Normally the long time constant is estimated as (heat capacity)/(heat loss factor). Aswe are working with more
detailed tools, the logarithm of the temperature difference in- outdoors during day 2 to 5 istaken and matched to a
straight line by the method of |east squares. The time constant is the inverse of the coefficient for the
independent variable (hour) given by this curvefit.

The lightweight building (low time constant) reacts faster on weather changes and variation in internal heat gains
than the more heavy buildings. Even during a short period of cold weather heat must be supplied in the
lightweight building, whereas such periods can be passed without heating in the constructions with higher
thermal inertia due to heat stored in the structure from previous warmer periods. The room air temperature and
effective temperature are therefore often lower in the lightweight building, and this affects even the average
values for the whole season. Thisleads e.g. to somewhat smaller window transmission losses and lower heat
emission from people. The lightweight building requires more airing as the temperature rises quicker during
periods with excess heat. The only itemsin bought energy that differs between the alternatives are heat supplied
to theradiator and to the ventilating air heater. These are added and the relative values (lightweight building =
100 %) are plotted as function of the Newtonian time constant for the three alternativesin Figure 8. The difference
between lightwei ght and massive wood constructionsislarger than between the wood and heavyweight
constructions. If the heat gains are higher, like in an office building, this differenceislarger.

The fact that a high time constant for the thermal processesin a building decreases the energy requirement for
heating makes it possible to choose a higher design winter temperature and this has been accepted in a new
Swedish Standard (SS 02 43 10) for design of heating systems.

100 \

%

90

80

t

Figure 8. Influence of the thermal mass (time constant t, hours) on the specific energy requirement to the
radiator and ventilation air heater.
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5. Simulationsusing EN 832

A European standard, with thetitle "Thermal Performance of Buildings - Calculation of energy use for heating -
Residential buildings" (EN 832) is "one of a series of standard cal cul ation methods for the design and evaluation
of thermal performance of buildings and building components.”

5.1 Thecalculation method

The calculation method is based on a month-wise or seasonal steady state energy balance on the building asa
whole or on a particular building zone. The dynamic effect of the building’ sthermal inertiaisintroduced in the
steady state energy balance in terms of avariable called the utilisation factor. The utilisation factor shows the part
of energy gains (solar irradiation and internal energy gains such as heat from electrical appliances and people),
when available, can be stored in building constructions to be transmitted into the zone when needed.

A general equation for the energy balance, on amonth-wise basis, is asfollows
Qneat = Qioss = N Qgain @
Where

Qe 1Sthe monthly heat requirement

Qs iSthemonthly heat loss
Qgain isthe monthly heat gain

h isthemonthly utilisation factor, having avalue between 0 and 1.

The calculation procedure involves input of the following data or variables:

Climatic data needed are the monthly mean values for the outdoor air and the global solar radiation onto the
buildings exterior surfaces.

The area, geographical orientation, U-value, effective heat capacity and solar characteristics for each building
construction have to be determined. The effective heat capacity is calculated with the assumption that the
indoor temperature varies periodically during aday. Also, the effect of thermal bridgesin envelope
constructions can be accounted for, but has not been treated within this context.

Therate of ventilation and air leakage hasto retain values.
Internal heat gains are presumed, such as heat from household appliances and people.

Set-point temperatures in different zones have to be determined. These are monthly or seasonally constant.

The heat loss Q, isfor each month determined from transmission through external constructions, ventilation
losses and air leakage. The heat gain Qg isprimarily the sum of heat from household appliances, people and
solar irradiation through windows. The utilisation factor h isafunction of the building periodic time constant t ,
(see below) and ratio anm/Q,OSS . A large periodic time constant resultsin alarge utilisation factor, implying that

alarger portion of the heat gainsis used to compensate part of heat |osses, thus resulting in asmaller heat
reguirement from the heating system. The time constant, in this paper called the periodic time constant, is defined
in the standard as

t—C 3
- £ @

Q_)o

Qo
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The numerator is the sum of thermal capacity C of each construction based on a 24-hour periodic response while
the denominator isthe sum of heat lossfactor H of each construction, ventilation and air leakage. The
denominator isfairly the same for the three objectsin this study, yet not exactly the same due to differing
construction type thickness, whereas the nominator will vary.

5.2 Thesmulated object

The object studied was the whole building, but it was divided into three separate thermal zones: apartments 1 and
4, apartments 2 and 5, and a zone representing apartments 3 and 6. All other specifications have been mentioned
earlier, and the input “building” has been modelled in close correspondence with the input of TSBI3.

5.3 Reaultsfrom EN 832

The specific energy requirement, and thereby the specific bought energy, increases as the time constant
decreases, see Table 5. This tendency agrees well with results from the detailed programs TSBI3 and BRI S, as
expected. In order to vary theloss factor of the building, calculations were performed for each building type with
double- or triple-glazed windows. The resultsindicate that the relative influence of the buildings heat capacity
increases as the heat |oss factor is decreased by means of the triple-glazing, even if the solar irradiation is greater
for the double-glazing. Specific bought energy is shown in Table 6. The relative influence of the heat capacity
with regard to the specific bought energy isvery limited as opposed to the specific energy requirement.

Theratio of the specific energy requirement isin Figure 9 plotted as a function of the periodic time constant. Note
that the periodic time constant differs quite radically from the Newtonian time constant used in the results from
BRIS. Thereason is that the time constant is defined in two different ways.

The periodic time constant is calculated from material parameters and is based on the effective heat capacity
calculated from the building's frequency response to a 24-hour periodic. This meansthat the heat capacity that
participates in the thermal exchange between the environment and the construction is limited to the penetration
depth for that frequency. The Newtonian time constant is based on the buildings step response to shutting off
the heating supply. This step contains awide range of frequency components; some are higher and therest are
lower than the frequency corresponding to the 24-hour periodic component. Lower frequency components can
penetrate deeper into the construction than the 24-hour periodic and will therefore result in larger time constants.

Building type Lightweight Massivewood | Heavyweight

A-Periodic time constant 20.8 437 774
Triple-glazed (h)

B-Periodic time constant 185 338 68.4
Double-glazed (h)

A —Triple-glazed 23,6 (100%) 17.7 (75%) 13.9 (59%)
B — Double-glazed 29.3 (100%) 23.2 (80%) 19.2 (67%)

Table 5. Results from EN 832 calculations: specific energy requirement (kwh/nt) for the three building types.
The number in parenthesis depicts the ratio between the actual buildings specific energy requirement  and
the largest specific energy requirement.

12
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Building type Lightweight Massivewood | Heavyweight
A —Triple-glazed 44.5 (100%) 39.1 (88%0) 36.5 (82%0)
B — Double-glazed 50.3 (100%) 44.6 (89%) 41.8 (83%)

Table 6. Results from EN 832 calculations: specific bought energy (KWh/m2) for the three building types.
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Figure 9. The ratios between total specific energy requirement plotted against the periodic time constant. The
dashed curve are results for the building types with double-glazed windows while the filled curve show results
for building types with triple-glazed windows.

Since the input data and boundary conditions were the same for the TSBI3 run and that of EN 832, the results can
directly be compared, see Table 7. The agreement is best for the massive wood building, whereas the others two
give greater deviations. EN 832 gives with this study a greater heating requirement for the lightweight building
than TSBI3, but a smaller heating requirement for the heavyweight building. Thisindicates that the influence of
the thermal inertia on the energy requirement is exaggerated in EN 832 as opposed to TSBI3 within the frame of
this study. However, the tendency is clear: the building with a higher thermal inertia has alower specific heating
reguirement.

Below, a comparison between TSBI3 and EN 832 results in specific bought energy are displayed. Also, the
deviations between results from the two cal culation methods are shown where results from EN 832 are compared
with results from those from TSBI 3. For being a simplified method, the norm gives small deviations within the
magnitude of 3% with the exception of the lightweight building with double-glazed windows having 8%. A reason
for thisisthat the two programs give differing thermal performances depending on the window type. Table 8
shows the difference in specific bought energy whentriple-glazing is replaced by double glazing. The tendencies
are actually in conflict.

13
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Building type Lightweight Massivewood | Heavyweight
TSBI3 A —Triple-glazed 43.4 (100%) 39.5 (91%) 37.5 (86%)
EN 832 A —Triple-glazed 445 (100%) 39.1 (88%) 36.5 (82%)
Deviation — Triple-glazed 2.5% -1.0% -2.7%

TSBI3 B — Double-glazed 465 (100%) 44.0 (95%) 42.8 (92%)
EN 832 B — Double-glazed 50.3 (100%) 44.6 (89%) 41.8 (83%)
Deviation — Double-glazed 8.2% 14% -2.3%

Table 7. Results from TSBI3 and EN 832 calculations: specific bought energy (kwh/nt) for the three building
types as well as deviations of EN 832 resultsrelated TSBI3 results.

Building type Lightweight Massive wood | Heavyweight
TSBI3 - Difference 31 45 53
EN 832 —Difference 5.8 55 5.3

Table 8. The difference in specific bought energy (kwh/nf) for a building type with triple-glazing and double-
glazing. The tendencies of EN 832 and TSBI3 arein conflict.

6. Discussions and conclusions

The present study indicates that the thermal inertia has an influence on the annual energy requirement for heating
of ahouse located in a country with anorthern climate. The effect is rather small for different materialsin
conventional building constructions that have alarge quantity of insulation with athin surface material layer of a
chip or gypsum board. By increasing the massive wood content at the inner surfaces of the construction, the
thermal inertiaisincreased and the specific energy requirement islower than it isfor alightweight construction.
The lowest specific energy requirement is obtained with an extremely heavy concrete construction. However, the
highest relative reduction appears between the lightweight construction and the wood construction. The
conclusion isthat even asmall increase of the thermal inertia has alowering effect on the specific energy
reguirement, but this effect diminishes with afurther increase of the thermal inertia. However, it isto be noted that
the influence of the furniture has been neglected in this study. The introduction of furniture would affect the
thermal inertia of the lightweight building more than for the heavyweight building leading to adecreasein
difference in energy requirement.

In the present investigation the exterior dimensions of the building were kept constant, resulting in different inner
dimensions for the different constructions. Thiswas accounted for in the models of TSBI3 and EN 832. These two
models gave a specific energy requirement for the heavyweight building that was some 82 - 86 % of the
regquirement for alightweight building. The BRIS-program, however, uses constant inner dimensions and a
somewhat different model (an apartment) gave a corresponding value of 86 %. The main reason for these
differencesisthat the choice of material influences the thickness of the constructions, thus affecting the total
areathrough which heat is transmitted, aswell as the building volume that has to be ventilated. For these reasons
the calculated results are presented as the specific energy requirement defined in the text above.

So far the discussion has been focused on varying the heat capacity of the constructions. In one case the heat
loss factor has been varied by means of the U-value for windows. As shown in table 7, the energy requirement is
decreased when the double-glazing is substituted by triple-glazing. The influence of the heat capacity increases
asthe heat loss factor of the building decreases. However, it is not within this study evident on the magnitude of
thisinfluence since TSBI3 and EN 832 give varying results. The results show that the insulation lowers the
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energy requirement not only due to the increase in thermal resistance of constructions, but also due to the
increasein thermal inertia

The advantage with athermally inertial material in a construction can be increased in non-conventional
constructions, which, however, will meet problems with the present national building codes and
recommendations. Therefore, it isimportant to devel op and refine the powerful tool computer simulations to
demonstrate the potential in choosing a building material with afairly high thermal inertia e.g. wood.

The recent revolution in hardware price/performance, new developmentsin computer science likeinteractive
graphical user interfaces, object oriented programming techniques, and advanced numerical methods allow more
advanced modelling to become practical aso inindustry. A new generation of simulation environment, the IDA
project (Institute of Applied Mathematics/Differential Algebraic Systems), isaiming at bringing these new
advances to the hands of the building designers (Sahlin 1996). BRIS has been used to verify IDA and mgjor parts
of BRIS are now re-implemented in IDA. A new version, IDA/ICE (Indoor Climate and Energy) was recently

rel eased.

The next step isto involve the moisture issuesin the analysis and that is possible with the next generation of
simulation programs (Sahlin et al 1994). Findly, it isimportant to clearly state that any types of computer
simulations must be verified with measurements, both in alaboratory and full-scal e buildings, and with practical
observationsin existing buildings.

This project has been sponsored by BFR, Swedish Council for Building Research and by Trétek, Swedish
Institute for Wood Technology Research.
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SUMMARY:

Termogrund is a suspended floor construction. The underfloor space is equipped with a convective air-
heating unit that circulates heated air within the enclosure. The system delivers heat, primarily for thermal
comfort, to the living space above via the suspended floor by means of heat conduction. The concept of
today can be improved in terms of reducing the system temper atures within the underfloor (heating) space
and in terms of decreasing heat loss via the ground. In this paper, suggestions are put forward on how the
system of today can be improved and to what extent these modifications influence system temperatures and
the total heat balance. Calculations show that system temperatures can be lowered if the thermal
conductance of the suspended floor isincreased. Additional insulation at the envel ope adjacent to and
above the ground is a convenient way of reducing heat loss. The calculations were carried out with a
steady-state finite difference program for three-dimensional heat conduction and EN 1SO 13370 standard
procedures. The agreement between the two calculation proceduresis quite good for this type of suspended
floor. Measurements and simulations show that air infiltration should not be neglected when dealing with
heat loss from underfloor spaces.

1. Termogrund —a description

Termogrund is a system that is composed of a suspended floor upon a heated underfloor space. The system
is mainly produced with three building materials: EPS (expanded polystyrene) boards, PE-foil
(polyethylene) and elements of LECA (light expanded clay aggregates). The few components result in that
the system is easily erected during a short time at the building site. Around 100 nf of floor can be installed
during aday of work. Structures are lifted and positioned by means of a crane. Figure 1 showsthe
constituents: the PE-foil, two layers of EPS boards, the foundation beams and the suspended floor
elements.

In the central regions of the heating space, an electrical heat convector isinstalled. The fan of the convector
continuously circulates the enclosed air through four ducts to the corners of the heating space. Heat is
electrically supplied on an on/off basis, but never letting the air temperature rise above the temperature 35
°C. Intheliving space, athermostat that is placed on an internal wall controls the heating unit. Termogrund
is designed to be a heating system that delivers heat for thermal comfort (warm floors); the surface
temperature of the floor should not exceed the indoor temperature by some 2°C. It's not a heating system
that fulfills the buildings total energy requirement during the coldest winter period. A faster complementary
heating system has to be accessible at peak |oads.
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FIG. 1. Sketch of the Termogrund. Seen from above: The suspended floor element, the foundation beam
and EPSsheet. A heat convector (not drawn in the figure), situated in the heating space, distributes warm
air to the corners of the space by means of ducts.
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2. The purpose

The purpose of this paper isto investigate the possibility of lowering the set point temperature and heat loss
in the heating space without radically changing neither the whole concept, nor the heat delivered to the
living space above. The new system should be composed of the same three building materials and the same
type of convective heating unit. The procedures, tools and machines for erecting the system should be the
same as for today’ s system. Dimensions of structure components should be “standardized”, asin the
present design. Suggested changes should also take into consideration the functionality involved with the
changes, such as air-tightness and moisture aspects.

Calculations have been performed using a steady-state three-dimensional (3-D) finite difference heat
conduction program. Since 3-D programs require extensive modelling and computational time, an
investigation is made to compare results from 3-D calculations with alternative methods. The alternative
methods are listed in the EN SO 13370. These methods comprise a 2-D finite difference calculation
procedure and a set of approximate equations. Blomberg (1996) has formulated an effective U-value for
thistype of heated floor, but thiswill not be studied in the present paper.

Aninvestigation of how infiltrating air influences the heat balance of the heating space was made.

M easurements were performed with the pressurized fan method and with atracer gas technique. The data
should indicate the magnitude of infiltrating air that cross flows through the heating space as opposed to
infiltrating air that entersthe living space viathe heating space.

3. Thecalculation tools

The calculation tool used is mainly the finite difference program DAVID-32 (Anderlind 1998), which
calculates steady state heat conduction in two or three dimensions. The results from this program will be
compared with results from EN 1SO 13370 on ground loss applied to the Termogrund.

For air infiltration calculations, a computational program was created to track airflow during normal
running conditions. The program was validated with measured data. Theory and measurement results are
found in Appendix A.
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4. Changesin the present design

Dueto its simplicity, the present design, asillustrated in figure 2, isfast and easy to erect. In figure 3, the
alternative solutions are shown. Three main points can be seen.

1. Thesuspended floor is of amassive type. The actual thicknessis due to mechanical stress reasons and
is also a standardized element thickness for moulds used in production. The nominal thermal
conductivity of the core material (thickness of 0.150 m) is 0.32 W/(nK), which gives arelatively low
U-value for the floor, 1.338 W/(n?*). The U-value of the construction can be increased by means of
replacing the lightweight core material with a core of higher density. Then the same amount of heat
can be dissipated at alower temperature difference. A core material with athermal conductivity
corresponding to 0.7 W/(mX) will give afloor the U-value of 2.030 W/(n?X).

2. The second means of modifying the system is by externally applying insulation (EPS) at the vertical
edges of the foundation, overlapping the foundation beams and lower parts of the external walls with
200 mm. Thiswill reduce heat loss at the vertical edges. It would also decrease air |eakage at the
joints, since EPSis arelatively airtight material. Another benefit is that the PE-foil can be folded up to
the external wall. Thiswould not only make the heating space more airtight, it would al so reduce the
risk of having rain or melted snow trickling down between the beams and the foil. Also, by placing the
foil between the EPS sheets, the risk of puncturing the foil is reduced. Water that occasionally may be
caught by the lower extended EPS sheet can flow down to the drainage system through the joints
between adjacent sheets.

3. Another possibility of reducing heat loss to the ground is by increasing the level of insulation on the
ground. Such increase should be restricted since thereisarisk of having frost in the ground. A
criterion that can be recommended isto allow the heat |oss to be equivalent to that of well-insulated
conventional slab-on—ground constructions. An extralayer of EPS will also increase the air-tightness
of the heating space.

Wall

Filling: LECA-concrete, )
U =023 W/(m'K)

(I =08W/(mK)) -‘

Suspended floor
20 mm LECA LK16 ( =0.7 W/(mK))
150 mm LECA LK8( =0.32W/(mK))

30 mm LECA LK16 ( =0.7 W/(mK)) Foundation beam
600x250 mm
(I =0.8W/(mK))
Grave
Underfloor space °e
250 mm > 'n® ke e
9%e0 0
.......... | oo
.0
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FIG. 2: Drawing of the nominal design. The building components are to a large degree made of Light
Expanded Concrete Aggregates (LECA, with material class denoted by LK and a number). Thewall isa
sandwich element of LECA and EPS, which has the U-value of 0.23 W/(n?X).
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FIG. 3: Drawing of the system with proposed changes. The star (*) marks changes and simulations on
ground heat loss will be performed for each case.

5. Simulation with DAVID-32

Thefinite difference program DAVID-32 iswell suited for the task since the optimum design is easily
identified in steady-state analysis, even if the ground actually never takes on this state. The systemis
modelled in accordance with EN 1SO 13370 Annex A. The calculated part of the ground is assumed to have
adiabatic boundaries with exception of the upper surface that isin contact with the exterior environment

and the underfloor space constructions. The depth of the ground is 15 m, whereas the width of the ground is
2.5 times the length of the modelled heated floor, namely from the buildings mid point to the external wall.
A number of floor dimensions are used such asto give an internal suspended floor area corresponding to 44
— 100 nt, which are common figures for single family houses in Sweden.

The indoor and the outdoor temperatures are assumed to be 20°C and 2 °C, respectively. The latter
temperature is the mean outdoor temperature of the heating season in Stockholm. Different values are used
for various surface thermal resistances. The value of the internal surface thermal resistance at the floor was
set to be 0.10 /W, avalue which was estimated for amonitored radiant floor (Akander et al 1994). EN
ISO 13370 recommends the value 0.11 nfK/W. For vertical walls, this value is 0.13 nfK/W. The value
0.081 /W is used at the interior surfaces of the heating space. The external surface thermal resistance
has avalue of 0.04 nf>/W. A ground thermal conductivity of 2.3 W/(nK) is assumed. In order to include
thermal bridge effects at the joint between foundation beams and external walls, external walls with the
height 1 m having a U-value of 0.23 W/(nf) was implemented in the model. The sandwich wall
thicknessistotally 0.3 m.

The air temperature is assumed to be isothermal in the heating space. The thermal influence of supporting
beamsinside the air space is neglected.

A characteristic length of the floor, B’ (EN ISO 13370) is used to express the different dimensions of the
simulated floors.

B=A05%) )

Aisthetotal floor area within P, the exposed floor perimeter.
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TAB. 1: Thethermal conductivity of various materials used in the simulations.

Material Concrete | EPS | Gravel Ground | Surface Foundation | Floor core
soil, layer beam LECA
sand LECA LK16 | LECA LK8/LK16

Conductivity | 1.7 0.04 | 0.75 2.3 0.7 0.8 0.32/0.7

W/(mXK)

6. Resultson ground loss
From the heat balance, DAVID-32 calculates how much heat enters the simulated object, here called F ;.

Heat supplied by the convector, F , is F ,, reduced by heat that is transmitted through the walls. The
computed net rate of heat flow that entersthe living space, F |, through the upper floor surfaceisin the
following section shown in the form of heat flux (density of heat flow rate). Heat flux up, q,,, depictsthe
average heat flow density per square meter of interior floor area A, , on basis of the temperaturein the
underfloor space, T;, and theindoor temperature, T, , an effective U-value for the suspended floor can be
defined, such that

qu F u

UUi:TT'Ti _Ai(TT'Ti)

@)

This U-value includes to a certain extent the effect of the thermal bridge at the joint of the suspended floor,
the wall and the foundation beam (here called edges). For afloor with an infinite areawhere heat lossis
negligible at the edges, U ; will be equal to the U-value of the suspended floor.

The ground heat loss, F  , isdefined as heat delivered from the convector that is not transmitted through
the upper surface of the suspend floor. The effective U-value of the envelope of the heating space, U , , will
have an extraindex asto denoteif the entity is based on interior (i) or exterior () floor dimensions, as such

qd - Fd .Ud_ Fd
R A IR e

Ug =

(©)

U-values are expressed with three decimals for the sake of numerical studies madein this paper. The
downward heat flux q iscalculated on basis of theinternal floor area.

6.1 Case 1. The nominal system

According to the manufacturers of this system, the nominal design assumes an air temperature in the
heating space of 35°C. The heat flow that is transmitted into the living space in this actual case will be the
criterion that isto be fulfilled in the altered designs. Results from simulations are shown in table 3. The
upward heat flux g, is for the different floor dimensions somewhat larger than 17 W/nf (the heating
demand for amodern Swedish dwelling isin average 10 — 20 W/nf). From this value, an effective U-value
for the suspended floor, U ;, can be calculated. This U-value indicates how well heat is conducted into the

living space, having a maximum value of 1.338 W/(nf>K).
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TAB. 2: Results for the nominal system.

Temp Interior B’ dQu dd F Ui Ui Uge

°C dimensions winf | wint | w WI(mPK) | WI(PK) | WI(nPK)
35 5.35x8.25 356 [17.03 [1149 [1259 [1135 0.348 0.292

35 8x8 430 [1761 [1022 [1781 [ 1.174 0.310 0.268

35 8x10 475 [17.86 [ 965 2201 [ 1.1901 0.293 0.257

35 9x9 480 [17.89 [959 2226 | 1.192 0.291 0.255

35 9x10 504 [1800 [933 2460 | 1.200 0.283 0.250

35 8x12.5 519 [18.06 |9.18 2724 | 1.204 0.278 0.247

35 10x10 530 [1811 |907 2718 | 1.207 0.275 0.245

6.2 Case 2: The system with a high-density core

The nominal system has amassive core with the heat conductivity of 0.32 W/(mK). If this low density
LECA ischanged to a higher density class, the heat conductivity of the core will be 0.7 W/(mK). This
means that the cal culated one dimensional U-value of the suspended floor changes from 1.338 to 2.030
W/(n?X). The effective U-value of the suspended floor will increase accordingly. The temperature in the
underfloor space was reduced to 30.1°C as to have the same upward heat flux asin Case 1, the nominal
system.

TAB. 3: Results for the systemwith a high-density core.

Temp | Interior B Qu Qd F Ui Ui Ude

°C dimensions winf | wint | w WI(mPK) | WI(PK) | WI(nPK)
30.1 5.35x8.25 356 |16.89 [10.20 [ 1196 [ 1.656 0.363 0.304
30.1 8x8 430 [1758 [9.02 1702 [ 1.740 0.321 0.278
30.1 8x10 475 | 1787 [851 2110 [ 1.769 0.303 0.266
30.1 99 480 [17.90 [845 2135 [ 1.772 0.301 0.264
30.1 9x10 504 [1804 [821 2362 | 1.786 0.292 0.259
30.1 8x12.5 519 [1811 [808 2619 [ 1.793 0.288 0.255
30.1 10x10 530 [18.16 |7.98 2614 | 1.798 0.284 0.253

6.3 Case 3: The nominal system with additional edge insulation

It is possible to fasten an additional insulation strip on the exterior side of the foundation beam. This
insulation, that overlaps the beam and the lower part of the exterior wall, will primarily reduce heat oss
through the beam. For esthetical reasons, the thicknessis set to be no greater than 70 mm and 500 mm in
height. A temperature of 34.5°C was found to give the same upward heat dissipation as for the nominal
system.

TAB. 4: Resultsfor the system with additional edge insulation.

Temp Interior B’ du dd F Ui Ugi Uge

°C dimensions w/nf | wWinf | w WI(mPK) | WI(PK) | WI(nPK)
345 5.35x8.25 356 [17.45 [ 855 1147 [ 1.203 0.263 0.220
345 8x8 430 [1783 [ 781 1640 [ 1.229 0.240 0.208
345 8x10 475 1799 | 7.46 2036 | 1.241 0.230 0.202
345 %9 480 |1801 | 742 2060 | 1.242 0.228 0.201
345 9x10 504 [1808 [727 2281 | 1.247 0.224 0.198
345 8x12.5 519 [1812 [718 2530 | 1.250 0.221 0.196
345 10x10 530 [1815 [711 2526 | 1.252 0.219 0.194
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6.4 Case 4. The system with a high-density core and additional edge insulation

The substitution of the low-density core with a higher density allowed atemperature of 30 °C in the heating
space to maintain an upward heat flux asin the nominal case. In combination with additional edge
insulation with athickness of 70 mm, the temperature can be reduced further. The results from these
changes are displayed in table 5.

TAB. 5: Results for the systemwith a high-density core and additional edge insulation.

Temp | Interior B Qu Qd F Ui Ui Ude

°C dimensions winf | wint | w WI(mPK) | WI(PK) | WI(nPK)
29.7 5.35x8.25 356 | 1720 | 733 1083 [ 1.773 0.265 0.222
29.7 8x8 430 [17.68 [ 6.69 1559 [ 1.822 0.241 0.209
29.7 8x10 475 [ 1789 [6.38 1941 [ 1.844 0.230 0.202
29.7 99 480 [17.91 [6.35 1964 | 1.846 0.229 0.201
29.7 9x10 504 [1800 [621 2179 | 1.856 0.224 0.198
29.7 8x12.5 519 [18.05 | 6.14 2418 | 1.861 0.222 0.197
29.7 10x10 530 [18.09 |6.07 2416 | 1.865 0.219 0.195

6.5 Case 5. The system with a high-density core, additional edge insulation and
extra ground insulation

In this case, all the specified alternatives are implemented in the model. The system has a suspended floor
with ahigh-density core. Additional edge insulation with the thickness of 70 mm is applied aswell asan
extra ground insulation sheet of 100 mm. Now, the ground insulation has atotal thickness of 300 mm.

TAB. 6: Results for the systemwith a high-density core, additional edge insulation and an extra layer of
EPSat the bottom.

Temp Interior B’ dQu dd F Ui Ui Uge

°C dimensions winf | wint | w WI(mPK) | WI(PK) | WI(nPK)
29.7 5.35x8.25 356 [17.26 | 6.04 1028 [ 1.780 0.218 0.183
29.7 8x8 430 |[17.73 [ 544 1483 | 1.828 0.197 0.170
29.7 8x10 475 1793 [517 1848 [ 1.848 0.187 0.164
29.7 9x9 480 | 1795 |515 1871 | 1.851 0.186 0.163
29.7 9x10 504 |18.04 |[502 2076 | 1.860 0.181 0.160
29.7 8x12.5 519 |18.09 | 496 2304 | 1.865 0.179 0.159
29.7 10x10 530 |1813 [4.90 2303 | 1.869 0.177 0.158
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FIG. 4: Power plotted as function of characteristic dimension for the various cases. Filled lines depict
power from the convector, dotted lines upward rate of heat flow and the dashed lines show downward rate
of heat loss. The symbols represent the following: Case 1 (square), Case 2 (star), Case 3 (ring), Case 4
(cross) and Case 5 (triangle).

6.6 Conclusions on ground loss

The following conclusions may be drawn from the simulations.
The downward heat flux (average density of heat flow rate) decreases as the floor areaincreases,
for the reason that edge |oss becomes a smaller part of the total |oss.
A suspended floor with asmall heat resistance allows lower system temperatures to fulfill agiven
heat demand. The lowered system temperature also resultsin reduced heat loss.
Additional edge insulation reduces heat |oss from the underfloor space without significantly
lowering the system temperature. The lowering of temperature is due to the fact that the edge
insulation causes an increased upward heat transfer along the perimeter of the floor in comparison
to the nominal type. This has the same effect as reducing the thermal resistance of the floor, but
the effect is limited to the areas at the perimeter. The edge insulation may decrease air infiltration.
Heat transmission through the suspended floor can with acceptable accuracy be considered to be
one-dimensional. The agreement is better for large floor areas since heat loss at the perimeter
decreasein relation to the total transferred heat.
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7. Calculationswith EN 1SO 13370 procedures

The EN 1SO 13370 procedure offers equations that estimate the U-values of various floor/ground
constructions and therefore steady-state ground heat |oss. The equations can also be used when designing
insulation thickness: how much more insulation is needed for a heated ground construction in comparison
to aconventional slab-on-ground given that the heat |oss should be the same?

The standard does not explicitly have the case suitable for the Termogrund. Instead, the equations for slab-
on-ground may be applied. A reason isthe small building height of the heating space and another reasonis
that the system isbuilt at ground level.

Another method is using standard procedures applicable to suspended floors. The equations do not
explicitly model heated underfloor spaces. However, heat conductance from the space should be somewhat
the same, independent of the temperaturein the space. A numerical evaluation istherefore carried out in the
following section.

7.1 The dab-on-ground procedure

First, before the EN 1SO procedures are introduced, the results of a 3-D model of aslab run in the finite
difference program are shown in table 7. The modelled concrete slab, with the thermal conductivity 1.7
W/(mX), has areinforced peripheral section, 0.6 m broad and 0.6 m deep. The central slab section has a
thickness of 0.15 m. Insulation is evenly distributed having athickness of 0.2 m. A reason for this thickness
isthat the Termogrund has the same thickness.

The U-values of table 7 are based on the exterior dimensions of the floor (U ,,). The calculations were

carried out in 2-D (see section 7.3 for details) and in 3-D; deviations between the two methods are
negligible. Also shown are the U-values for the nominal Termogrund. These are considerably higher than
that of the slab.

TAB. 7: U-value of a slab-on-ground from a 2-D and a 3-D finite difference calculation. Uge-values are
based on exterior dimensions. The number in parenthesisisthe deviation from 3-D calculations.

Interior B’ Slab-on-ground Slab-on-ground | Nominal
dimensions 2-D 3-D Termogrund
Uge W/(MPK), (%) | Uge W/(mPK) Uge W/(mPK)

5.35x8.25 356 | 0.205 (2.1) 0.200 0.292

8x8 430 | 0.192 (1.6) 0.189 0.268

8x10 475 | 0.186 (1.4) 0.183 0.257

9x9 480 | 0.185(1.5) 0.183 0.255

9x10 5.04 | 0.183(1.4) 0.180 0.250

8x12.5 5.19 0.181 (1.3) 0.179 0.247

10x10 530 ] 0.180 (1.3) 0.177 0.245

The EN 1SO procedure is coarsely outlined in equation form below. For a slab-on-ground construction, an
equivalent thickness dt hasto be calculated.

dt =w+l (Rsi +R¢ +Rse) (4)

w isthe thickness of the wall. Surface thermal resistances R and R, havethevalues0.17 and 0.04
n?K, and | isthethermal conductivity of the ground. The parameter R; isthe sum of thermal
resistances for layersin the floor construction. In thiscase, R; constitutes the thermal resistance of the EPS
sheets.
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The U-valueis determined for the equation of awell-insulated slab (dt 3 B') such that

Uy, =—-- 5
®  0.457 xB'+dt )
The sought valueU is

U=U,+2% /B (6)

of which the last term accounts for the effect of thermal bridges along the perimeter. If the slab is evenly
insulated, then the linear thermal transmittancey isO. If the wall insulation does not connect to the floor
insulation, theny is0.2 W/(mxX).

TAB. 8: U-values based on 1S0 slab-on-ground procedures compared to U-values from 3-D computations.
U-values are based on exterior dimensions. Numbersin parenthesis depict deviation from 3-D values.

Interior B’ Slab-on-ground Slab-on-ground | Slab-on-ground Nominal
dimensions ISO(y =0.0) 3-D ISO(y =0.2) Termogrund
Uge W/(MPK), (%) | Uge W/(MPK) | Uge W/(NPK), (%) | Uge W/(TPK)

5.35x8.25 3.56 0.167 (-16.9) 0.200 0.279 (-4.4) 0.292

8x8 4.30 0.163 (-14.0) 0.189 0.256 (-4.7) 0.268

8x10 4.75 0.160 (-12.7) 0.183 0.245 (-4.8) 0.257

9x9 4.80 0.160 (-12.5) 0.183 0.244 (-4.7) 0.255

9x10 5.04 0.159 (-11.9) 0.180 0.239 (-4.8) 0.250

8x12.5 5.19 0.158 (-11.6) 0.179 0.236 (-4.8) 0.247

10x10 530 | 0.157(-11.2) 0.177 0.234 (-4.8) 0.245

The U-values calculated with EN 1SO procedures are low in comparison with the U-values produced with
the slab model of the 3-D program. The EN SO U-values are for the chosen dimensions some 11% to 17%
lower than what should be expected. An explanation for the deviationsis that the modelled slab has a
reinforced peripheral section, which cannot be accounted for in the standard’ s procedures.

In the nominal Termogrund case, the foundation beam is not insulated. If the effect of the thermal bridgeis
included in the U-value of the slab, EN 1SO procedures give values ranging between 0.23 — 0.28 W/(K).
These values are in good agreement with the computed U-values, since these are some 5% lower than the
3-D computational U-values for the nominal Termogrund.

7.2 The suspended floor procedure

The equations presented in the EN 1SO procedure actually apply to natural ventilated suspended floors. It is
also indirectly presumed that the temperature in the underfloor space is less than that of the living space.
For this reason, the equations will have to be somewhat manipulated to suite the Termogrund.

Thethermal transmittanceis given by

:L+—l (7)
U; U, +U,

1
U
where U isthethermal transmittance between the underfloor space and the outside, U, isthe equivalent

thermal transmittance accounting for heat flow through the walls of the underfloor space and by ventilation,
and U ; isthethermal transmittance of suspended part of the floor. The entity U ; is omitted in this

application for the reason that the underfloor space is warmer than the indoor temperature.

10
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The latter term of equation 5 is determined by calculating the equivalent thicknessd,, , where

dg:W+|(Rsi+Rg+Rse) (8
so that
C B
U, :2‘—)4|ngp—8+1j ©)
PBHd, &dy, 5

Theterm R, isthe thermal resistance of any insulation on the base of the underfloor space.
The thermal transmittance U, is composed of two termswhere

_2xhl,, N 1450 >exv xf,,
) B B'

(10)

The latter term is associated with ventilation (cross flow) and will in this context be equal to zero. In the
first term, h isthe height of the upper surface of the floor above external ground level and U, isthe
thermal transmittance of walls above ground level. The height h isin thisapplication set as the height of
the foundation beam.

Intable 9, the results of equation 7 are listed. Also, 2-D (see section 7.3) and 3-D finite difference program
results are shown for the nominal Termogrund. All U-values are based on exterior dimensions and the U-
values of the EN 1SO and 2-D calculations are compared with the 3-D results.

TAB. 9: U-value of a suspended floor from EN SO procedures. U-values are based on exterior dimensions.
Number s within parentheses represent deviation from 3-D values.

Interior B’ Suspended floor Nominal Termogrund Nominal Termogrund
dimensions EN 1SO 2-D 3-D
Uge W/(NPK), (%) | Uge WI(MPK), (%) Uge W/(nPK)

5.35x8.25 356 | 0.291 (-0.4) 0.305 (4.5) 0.292

8x8 430 | 0.268(0.1) 0.278 (3.6) 0.268

8x10 4.75 0.258 (0.4) 0.265 (3.1) 0.257

9x9 4.80 | 0.257(0.5) 0.263 (3.1) 0.255

9x10 5.04 0.252 (0.7) 0.257 (2.9) 0.250

8x12.5 5.19 0.249 (0.8) 0.254 (2.8) 0.247

10x10 5.30 0.247 (1.0) 0.251 (2.8) 0.245

The results show that the nominal Termogrund is very well modelled with the equations given in the EN

I SO standard. If the same application is done to the Termogrund with a high-density core, the magnitude of
deviations will be lower than 5%. However, EN 1SO U-values will be less than 3-D U-values. The 2-D
results are in good agreement with the 3-D results, with deviations below 5%.

7.3 Simulations of the nominal system in 2-D

In Annex A of the EN 1SO standard, it is stated that programs modeling two-dimensional heat transfer can
be used to simulate three-dimensional ground loss. By using an interior length corresponding to one half of
the characteristic dimension B’, a U-value for the ground construction can be calculated from the results of
the 2-D model. In table 10 below, the results of the 2-D simulations are compared with results of 3-D

11
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models of the nominal system. The U-values arein this table based on the interior dimensions. Table 9
previously showed the results of U-values based on exterior dimensions for the corresponding cal culations.

TAB. 10: U-value of a nominal Termogrund calculated with a 2-D finite difference program. U-values are
based on interior dimensions (see table 9 for U-values based on external dimensions). The number in
parenthesis next to the Uy-value is the relative deviation (%) fromthe 3-D simulation.

Interior B Qu dd Uy Ugi W/(nTK) Ugi W/(nTK)
dimensions winf | Winf | W/(nPK) | 2-D 3D
5.35x8.25 356 [17.43 |10.09 |1.118 0.367 (5.4) 0.348

8x8 430 |17.43 | 916 1.162 0.323 (4.1) 0.310

8x10 475 | 17.72 | 874 1.181 0.303 (3.6) 0.293

9x9 480 [17.75 | 869 1.183 0.301 (3.5) 0.291

9x10 504 |17.87 | 849 1.192 0.292 (3.3) 0.283
8x12.5 519 |17.94 | 838 1.196 0.287 (3.2) 0.278

10x10 530 | 18.00 | 829 1.200 0.283 (3.1) 0.275

The system can with good accuracy be modelled with afinite difference program that simulates two-
dimensional heat transfer only. The Uy-values calculated with such a program are slightly higher than the
corresponding U-values produced with the 3-D program. These are therefore on the “safe side” at the
design stages.

8. Theinfluence of infiltrating air

There exists an infiltration of air in the Termogrund. This has been measured at different occasionsin an
experimental building with thistype of suspended floor, see Appendix A. These results can be used to give ahint on
how the infiltration flows and how this influences the heat balance and heat dissipation of the Termogrund.

Theinfiltrating air must be heated to the set-point temperature of the underfloor space. This means that the minimum
power of the heating unit, as calculated earlier for ground loss, must be increased with the value given by equation
11.

Fint = Line Xr "Cp(TT - Te) (11)

Here, L, istheinfiltrating airflow, r and c, isthe density and specific heat capacity of air, respectively, T, is
the set-point temperature of the system and T, isthe outdoor temperature.

Some of thisinfiltrating air may leave the underfloor space through the envelope. Thisair comprises a heat loss. The
rest of the air flowsinto the living space. This air brings with it heat from the heating space to the living space, thus
increasing the amount of heat that is dissipated from the Termogrund to the living space. The airborne heat is

Fup = Lyp xr xc,(Tr - T)) (12)
Appendix A shows airflow that may arisein the Termogrund. These values are valid for the nominal system only,
with interior dimensions of 5.35x8.25 nf. To set up an example, a computational model was made and validated for
the measured cases. The ventilation is set at 0.5 ach/hin the living space. An outdoor temperature of 2 °C and awind
speed of 3.5 m/s are assumed. Computed air infiltration in the heating space corresponds to 3.06 ach/h, whichisa
flow of 31.6 n/h. Heating this air from 2°C to 35 °C requires 350 W, thus an increase of power demand from 1259
W to 1609 W (see table 2) or by 28 %. However, not all of thisairborne heat islost. On the contrary, around 86 % of
the air will rise to the living space. This airflow of 27 n¥/h increases the heat transfer from the underfloor space to
the living space by 130 W, or 3.1 W/nt.

12
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For a system with interior dimensions of 10x10 nf (and assuming the same conditions as above), the rate of air
change in the heating space would be 1.88 ach/h. This corresponds to a flow of 44 ni*/h. Around 95% of the
infiltrated air would reach the living space. These figures give that the increase of power demand is 489 W from
initial 2718 W (an increase of 18%). The extra heat transferred to the living space would be 210 W, or 2.1 W/nf.

9. Conclusions

This study of an underfloor heating system has found means of reducing the system temperature and the
heat |oss. The most efficient way of reducing the system temperature is by increasing the thermal
conductance of the suspended floor. Using materials with high thermal conductivity doesthis. The
lowering of the system temperature leads to areduction in heat loss.

Insulating the bottom of the system well can minimize heat loss and bring down the power demand.
However, this action will not reduce system temperatures. Compared to a conventional slab-on-ground
construction with an evenly distributed insulation of 200 mm, the Termogrund would require some300 mm
of insulation to keep the ground loss at the same level. The prime reason for this difference isthat the
temperature difference over the constructionsis not the same.

Additional edge insulation has asmall influence on lowering the system temperature. The small decreasein
system temperature depends on that the edge insul ation weakens the thermal bridge effect at the joint of the
suspended floor and the foundation beam. Thisresultsin that more heat istransferred to the living space
since lessis conducted through the joist.

Infiltrating air means that the power demand will increase as opposed to the situation if infiltration was not
present. Within this paper, an example shows that the increase can be up to some 30%. However,
simulations based on actual air tightness measurement data show that most of the infiltrating air takes some
path from the underfloor space and ends up in the living space, increasing heat transfer by some 2 W/nf at
design temperatures. The actual heat loss dueto air infiltration isin this case the cross flow, which is quite
small in the heating space for moderate wind speed.

Heat conduction simulations were performed with 2-D and 3-D programs as well as equations given by the
EN 1SO 13370 standard. The modelling of ground heat loss with 2-D and 3-D computational programs, as
recommended in Annex A of the standard, resulted in good agreement between the two methods. On
comparing U-values obtained from 2-D and 3-D calculations with U-values from equations given by the
standard, an application on a slab-on-ground shows that the EN-1SO procedure considerably underestimates
heat | oss.

The EN-1SO procedure has a set of equations for suspended floors, but not for the caseif heat is supplied to
the underfloor space. By modifying the equation, as to only use the U-value for heat flow through the
ground and the U-value for heat flow through the walls of the underfloor space, good agreement was found
with 2-D and 3-D computational results.
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APPENDI X 1.

Al. Air tightness.

Theair tightness of abuilding or enclosure is difficult to establish on basis of theory and calculations. Itis
therefore more convenient to determine the air tightness and air movement by means of measurements
complemented with cal culations. M easurements have been performed on the Termogrund of a one-story
experimental building at Roskér (Akander et al 1997). Data from those measurements can indicate the
magnitude of air that infiltrates into the Termogrund. Complemented with a simple numerical model,
simulations with input from measured data can show where the infiltrated air moves: up into the living
space or through the heating space. In the case of the experimental building, the ventilation system has an
exhaust fan that will create a depressurization of the living and al so the heating space.

The measurements were performed at two different stages. During the first stage, measurements were done
using the pressurized fan method, a tracer gas method and a Venturi tube method. After the measurements
of stage one were finished, the building underwent air tightening improvement work. The envelope
surrounding the living space was checked, seams between sandwich elements were sealed, aswell as
penetrations and holes for cables and the ventilation system. Accordingly for the heating space, the
foundation beam and PE-foil were externally scrutinized. Visible joints were sealed and the foil was
cautiously stretched and covered with gravel. After thiswork, stage two of measurements was performed.

The volume of the living and the heating spaces are 125.7 and 10.3 n?, respectively. The height of the
living space is on an average 2.8 m (the building has atilted ceiling) and 0.25 m for the heating space.

Al.1 Measurementsduring stage 1

Therate of ventilation in the living space was at the time set to 1.0 ach/h. Thiswas confirmed by atracer
gas measurement as well as a Venturi tube measurement on the ventilation system, see table A1 (Akander
1997b). This verifies that the exhaust fan removes all air entering the living space.

TAB. Al: Measurement of the rate of air change during stage 1.

Ach/h Tracer gas Venturi tube
technique

Heating space - ventilation on 4.4 -

Heating space - ventilation off 1.9 -

Living space - ventilation on 1.0 1.0

Next the air tightness of the building was measured by means of the pressurised fan method. Parts of the
measurement procedures are illustrated in figures A1 and A2, whereas some results are shown in table A2
(Akander and Levin 1997).
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TAB. A2: Results from the pressurized fan method measurements during stage 1.
M easurement Exponential regression Equation number R
— 0.62
Casel O, =3857XDpY} (A 0.9949
— 0.72
Case2 Og, = 25.310p") (A2) 0.9981
— 32
Dp;, =0.08xDp;; (A3) 0.9969

When the exhaust fan of the ventilation system was turned on, the rate of air change was 1.0 ach/h. This
roughly corresponds to an airflow of 126 ni'/h. Insertion of this valueinto equation A2 gives the pressurein
the living space, here -9.3 Pa. This means that the pressure in the heating spaceis-1.5 Pa, according to
equation A2. Insertion of this value into equation A1 gives aflow of 50 nt/h, which corresponds to 4.9
ach/h in the heating space. Thisvalueislarger (11%) than the 4.4 ach/h measured with the tracer gas
technique. On the other hand, the inaccuracy of each method is around 10%.

The discrepancy may be due to anumber of factors. The largest source of error is probably that test casel
may not have had balanced fans so that the pressure difference over the suspended floor was different from
the expected value, zero. Another factor is that the equations from the pressurized fan method are not too
reliable at small pressure differences.

The data put in the simulation program (see the section A3) was based on the information in table A2.

Simulation results are shown in table A3. Thetracer gastests gave that the rate of air change in the heating
space was 4.4 ach/h with the ventilation system on, and 1.7 ach/h with the ventilation system off.

TAB. A3: Results from simulations of stage 1.

Wind velocity [m/s] Ventsys | 1.0 1.5 2.0 3.0
Rate of air change in the underfloor space [ach/h] On 4.9 5.0 5.1 5.7
Part of infiltrated air exiting for the living space [%0] On 100 100 99.6 98.3
Rate of air change in the underfloor space [ach/h] Off 1.0 1.3 1.6 2.3
Part of infiltrated air exiting for the living space [%0] Off 96.2 94.6 94.2 929

16



PAPER 6

Al.2 Measurementsduring stage 2

Several of the measurements were repeated after the air tightening improvements (Akander 1997c). The
results are displayed in table A4. Note that the Venturi tube measurement was not conducted.

TAB. A4: Measurement of the rate of air change during stage 2.

Ach/h Before After
improvements improvements

Heating space — ventilation system on 4.4* 1.1

Living space — ventilation system on 0.5 0.395

* The ventilation system was on, corresponding to 1.0 air changes per hour in the living space.

The pressurized fan method was used to determine the air tightness of the building (Akander 1997a).
Again, the procedures used at stage 1 were repeated. Relevant results are displayed below, in table A5.

TAB. A5: Results from the pressurized fan method measurements during stage 2.

M easurement Exponential regression Equation number R
Casel G, =22.61Dp%7 (A%) 0.9938
Case2 Oy, = 25.050p27° (A5) 0.9843
— 1.05
Dpr, =0.29°0p, (A6) 1.0000

Therate of air change in the living space was found to be 0.39 ach/h. Thisrate correspondsto aflow of 49
n*/h. Equation A5 indicates that the pressure in the living space is—2.5 Pa. According to equation A6, the
pressure in the heating space is-0.7 Pa. The flow isthen 17.9 nt/h, or 1.7 ach/h. Again, the equations over-
estimate the infiltration into the underfloor space, here with 59%.

When the system was simulated, results correspond quite well for wind speeds slightly below 2 m/s, which
was the average wind speed at the site when tracer gas tests were performed. In the simulations, it is
assumed that the airflow corresponding to the measured rate of air change all exits through the exhaust fan.
When wind speed picks up towards 3 m/s, cross flow in the living space arises. Cross flow is present in the
underfloor space for all wind speeds, but islessin quantity at lower wind speed than at higher.

TAB. A6: Results from simulations of stage 2.

Wind velocity [m/s] Ventsys | 1.0 15 2.0 3.0
Rate of air change in the underfloor space [ach/h] On 1.0 1.2 1.4 2.2*
Part of infiltrated air exiting for the living space [%0] On 96.4 92.1 88.1 85.2

* Theliving spaceis now subjected to cross flow (totally 0.44 ach/h)

A13 A simplesimulation model.

In order to find out how the air flows in the heating and the living space in natural weather conditions, a
simple model was set up on basis of the pressurized fan tests. The results from the simulation model can be
compared with results from the tracer gastests as atype of validation.

The three phenomenathat give riseto airflow through the building are the stack effect, wind forces and the
exhaust fan. Below, a brief description is made on each subject. The calculation methodology is stated in
Nylund (1980) and has been applied by Levin (1991).

The stack effect has differencesin air density, or temperature, as driving force. Warm indoor air has the
tendency of building up pressure under the ceiling, whereas a pressure difference over the envel ope of the
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lower building regions tends to suck in cold outdoor air. The neutral level at the height h indicates where
the pressure difference over the envelopeis zero. Infiltration due to the stack effect arises under this height,
while air escapes above.

4 \ A 4 w A
Dpu(h) i
Cwu. Nwu TT Te
C\I\Ih Nwi h
G
A A A A\ A A
Do

FIG. A2: The neutral level h in the building and the flow coefficient C, the flow exponent n and pressure
difference Op for each construction.

Flow coefficients are computed from the pressurised fan tests, aswell as the flow exponents. This has been
done with the assumption that air |eakage paths are evenly scattered in the envel ope of the living space and
in the exterior constructions of the heating space. The flow coefficients and exponents are dependent on
flow direction.

Both the heating and the living spaces were treated as one enclosure. The driving force that creates the
pressure difference is the difference in indoor and the outdoor temperatures, T, and T,, and the stack

I
height = such that

Dp = =362 o - -2 (A7)
Te Tl 7]

The neutral level isdetermined by means of an airflow balance, where it is assumed that the wind speed is

zero and the ventilation system is shut off and sealed. In the case of this simulation, the neutral level hasa
height of approximately 0.6 m.

Wind creates pressure differences over different parts of the envelope, which are functions of speed and
direction aswell as geometry and shielding factors. For the measurement object, wind speed and direction
were measured close to the building at a height of 2 m. The model uses wind factors as shown in figure A3,
the arrows showing flow direction if the internal wind factor is—0.5 <m < 0.7. It is assumed that these
wind factors can be applied to the exposed exterior surfaces of the living and the heating space
constructions. The wind factor at the ground under the Termogrund is zero. The pressure difference over an
envel ope construction due to the dynamic effects of wind is

2

Dp=(m - m)ru? (A8)
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FIG. A3: Wind factors as given by Sandin (1990).

Y

Finally, an airflow balance is made for the living space and the heating space, respectively. The airflow
through the exhaust fan is considered in the airflow balance of the living space. The effects of wind and
stack forces are taken into consideration by the pressure difference both give rise to. The program works
with iterations, where the interior wind factor of the living space and wind factor of the heating space are

varied until the flow balance of each space isfulfilled.
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