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Abstract

In this three-sections lecture cavity method is introduced as heuristic framework from a Physics perspective to solve probabilistic graphical models and it is presented both at the replica symmetric (RS) and 1-step replica symmetry breaking (1RSB) level. This technique has been applied with success on a wide range of models and problems such as spin glasses, random constrain satisfaction problems (rCSP), error correcting codes etc. Firstly, the RS cavity solution for Sherrington-Kirkpatrick model—a fully connected spin glass model—is derived and its equivalence to the RS solution obtained using replicas is discussed. Then, the general cavity method for diluted graphs is illustrated both at RS and 1RSB level. The latter was a significant breakthrough in the last decade and has direct applications to rCSP. Finally, as example of an actual problem, K-SAT is investigated using belief and survey propagation.

Contents

1 Replica solution without replicas 2
  1.1 The Sherrington-Kirkpatrick model .......................... 2
    1.1.1 Pure states ........................................... 3
    1.1.2 The Cavity Method in the RS case ..................... 3
    1.1.3 Derivation of the TAP equation ......................... 6

2 Cavity method for diluted graph models 7
  2.1 Replica symmetry breaking and pure states .................. 7
  2.2 Counting the pure states at 1RSB level ..................... 8
  2.3 Randomly diluted graphical models ................................ 8
  2.4 Cavity method at the RS level, for general graphical models ... 9
    2.4.1 Calculating the marginal distribution ..................... 9
    2.4.2 The Bethe free energy ................................... 11
  2.5 Cavity method at 1RSB level .................................. 12

3 An example: Random K-SAT problem 13
  3.1 Cavity Method and Random K-satisfiability .............. 13
    3.1.1 Definitions and notation ............................. 14
    3.1.2 The Belief Propagation equations .................... 16
    3.1.3 Statistical Analysis ................................... 16
  3.2 Free Entropy ................................................ 17

References 21
1 Replica solution without replicas

1.1 The Sherrington-Kirkpatrick model

The Sherrington-Kirkpatrick (SK) model (Sherrington and Kirkpatrick, 1975) is a mean-field version of the Edward-Anderson Model (Edwards and Anderson, 1975) and it is defined by a system of $N$ Ising spins $\sigma = (\sigma_1, \sigma_2, \ldots, \sigma_N)$ taking values $\pm 1$ placed on the vertices of a lattice. In the SK mean field description the model is fully connected: every spin interacts with everybody else, and the couplings $J_{ij}$ are chosen independent and identically distributed according to a gaussian probability distribution, such that, the probability distribution of the whole couplings reads

$$P(J) = \prod_{i<j} P(J_{ij}) \propto \exp \left( -\frac{N}{2} \sum_{i<j} J_{ij}^2 \right).$$

The $J_{ij}$ variables are assumed to be symmetric and not having self interacting terms, i.e., $J_{ij} = J_{ji}$ and $J_{ii} = 0$, we stress here that physically they play the role of quenched disorder among each couple of spin in the system. By quenched disorder we mean that the couplings $J$ exert a stochastic external influence on the system, but they don’t participate to the thermal equilibrium. The Hamiltonian of the system, given a particular configuration $\sigma$, is given by

$$H_J(\sigma) = -\sum_{i<j} J_{ij} \sigma_i \sigma_j - h \sum_i \sigma_i,$$

where $h$ is the homogeneous external magnetic field on each site $i$, and the couplings $J_{ij}$ are of the order of $1/\sqrt{N}$ to ensure a correct thermodynamic behaviour of the free energy. In this lecture we will be interested in equilibrium properties of the system; the probability distribution at equilibrium is then given by the Boltzmann-Gibbs distribution,

$$P(\sigma) = \frac{1}{Z} \exp(-\beta H_J(\sigma)),$$

where we introduced the partition function,

$$Z = \sum_{\sigma} \exp(-\beta H_J(\sigma)),$$

which includes a sum over all the possible spin configurations, which we denote by $\{\sigma\}$. The phase diagram $h$ vs. $T$ for this problem, relative to the stability of the replica symmetric (RS) solution, was found by de Almeida and Thouless (Almeida and Thouless, 1978) and is shown in Figure 1. We observe that there are two phases: in the high temperature regime there is a paramagnetic phase and in the low temperature regime there is a spin-glass phase where the RS solution is unstable. The transition line between these two phases is called the de Almeida-Thouless line. We can then define an order parameter that allows us to distinguish between these two phases. Let us consider two copies of the same system, which are two different spin configurations $\sigma$ and $\tau$ with associated probability $P(\sigma)$ and $P(\tau)$. Then, defining the overlap between these two configurations as $q_{\sigma\tau} = \frac{1}{N} \sum_i \sigma_i \tau_i$, it is possible to compute the probability that this overlap is equal to $q$ as follows,

$$P_J(q) = \lim_{N \to \infty} \sum_{\sigma\tau} P_J(\sigma) P_J(\tau) \delta(q_{\sigma\tau} - q),$$

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{phase_diagram}
\caption{Phase diagram showing the limit of stability of the Sherrington-Kirkpatrick solution for the paramagnetic phase in the presence of a magnetic field $h$.}
\end{figure}
In principle the probability of having a given overlap configuration depends on the sample, i.e., on the disorder, which means that we need to take the average over the disorder to remove this dependence, namely $P(q) = \mathbb{E}_J P_J(q)$, where $\mathbb{E}_J$ is the average over the disorder. The probability distribution $P(q)$ in the case of Replica Symmetry Breaking (RSB) ansatz, is shown in Figure 2.

$$\begin{align*}
P(q) &= \mathbb{E}_J P_J(q),
\end{align*}$$

Figure 2. Distribution function $P(q)$ of the SK model with a Full RSB ansatz, i.e. a system with multi valley structure.

### 1.1.1 Pure states
The RSB solution of the Sherrington-Kirkpatrick (SK) model is characterized by the order parameter matrix $Q_{ab}$ (as shown by G. Parisi in his lectures). Since this system presents spontaneous symmetry breaking, if there is a particular solution for the matrix $\hat{Q}$ with the RSB, then any other matrix obtained via any permutation of the replica indices in $\hat{Q}$ will also be a solution. On the other hand, within the mean field approximation, because the total free energy is proportional to the volume of the system, the energy barriers separating the corresponding ground states must be infinite in the thermodynamics limit. As a consequence, once the system is found to be in one of these states, it will never be able to jump into another one in a finite time. In this sense, the observable state is not the Gibbs one, but one of these states. To distinguish them from the Gibbs states, they could be called pure states and the probability measure can be decomposed as the sum of the measures over the pure states. According to this definition, the average of any observable $O$ can be taken as the sum of the averages in each of the pure states, as follows:

$$\langle O \rangle = \sum_\alpha w_\alpha O, \quad \text{with} \quad w_\alpha = \frac{e^{-\beta F_\alpha}}{\sum_\alpha e^{-\beta F_\alpha}},$$

where $F_\alpha$ is the free energy associated to the pure state $\alpha$. More formally, the pure states could be defined as those in which the correlation function of two spin variables belonging to the same pure states tends to zero in the thermodynamic limit, i.e., $\langle \sigma_i \sigma_j \rangle_\alpha - \langle \sigma_i \rangle_\alpha \langle \sigma_j \rangle_\alpha \to 0$ as $N \to \infty$.

### 1.1.2 The Cavity Method in the RS case
We now investigate an alternative method with respect to the replica trick used so far to investigate the SK model from which is possible to recover all the results at the RS level (Mézard et al., 1986). This method can be also viewed as an analytic ansatz to derive and analyze the Thouless-Anderson-Palmer (TAP) equations (Thouless et al., 1977). The basic idea is to go from an SK system $\Sigma_N$ composed of $N$ spins to a $\Sigma_{N+1}$ system that has $N+1$ spins, assuming that the thermodynamic limit exists, or in other words, assuming that in the thermodynamic limit there is no difference between observables computed in both systems (as for instance the free energy). We shall make some physical assumption on the organisation of the configuration of $\Sigma_N$ inspired from the results obtained in the SK model with the RSB ansatz by using replicas (Parisi, 1979, 1980): the ultrametric organisation of the states and the independent exponential distribution of their free energies. Once this properties are assumed to be valid in $\Sigma_N$ we will show that they are valid also for $\Sigma_{N+1}$ and so, for instance $\overline{\langle \sigma_i \rangle}_N^2 = \overline{\langle \sigma_i \rangle}_{N+1}^2$ as $N \to \infty$, where the bar denotes average over $J$. Let’s assume that $\sigma_0$ is the spin added to the system of $N$ spins to create the $N+1$ spins system. The probability
distributions of disorder in each of them are respectively
\[
P_N(J) = \prod_i P_N(J_{ij}) \propto \exp \left( -\frac{N}{2} \sum_{i<j} J_{ij}^2 \right),
\]
\[
P_N(J, J_0) = \prod_{j,i<j} P_{N+1}(J_{ij}, J_{0j}) = \prod_j P_{N+1}(J_{0j}) \prod_{i<j} P_{N+1}(J_{ij}) \propto \exp \left( -\frac{N+1}{2} \left[ \sum_{i<j} J_{ij}^2 + \sum_j J_{0j} \right] \right),
\]
where \( J_{0j} \) is the coupling between the added spin \( \sigma_0 \) and all the other spins in the \( \Sigma_{N+1} \) system and we also note that there is a small change scale of \( J \) (from \( N \to N+1 \) in the exponent). Then the probability distribution of a certain configuration of spin in the \( N+1 \) system is given by:
\[
P_N(\sigma, \sigma_0) = \exp \left( -\beta H_N(\sigma) + \beta \sum_j J_{0j}\sigma_0\sigma_j \right),
\]
where \( \sigma = (\sigma_1, \ldots, \sigma_N) \), and \( h^c = \sum_j J_{0j}\sigma_j \) is the local field felt by all the other spins in the \( \Sigma_{N+1} \) system because of the presence of \( \sigma_0 \). The index \( c \) indicates the “cavity”, since \( h^c \) is usually called “cavity field”. In the following we want to compute the probability distribution of \( h^c \). To do this, we will compute all the moments of the distribution. Let’s start by defining the non-linear susceptibility as
\[
\chi = \frac{1}{N} \sum_{i<j} (\langle \sigma_i\sigma_j \rangle - \langle \sigma_i \rangle \langle \sigma_j \rangle)^2,
\]
and computing the expectation and variance of the cavity field:
\[
\langle h^c \rangle_N = \sum_i J_{0i} \langle \sigma_i \rangle_N \xrightarrow{N \to \infty} h
\]
\[
\langle (h^c)^2 \rangle_N - \langle h^c \rangle_N^2 = \sum_{i,j} J_{0i}J_{0j} \langle (\sigma_i\sigma_j)N - \langle \sigma_i \rangle_N \langle \sigma_j \rangle_N \rangle^2
\]
(3)

The assumption of the cavity method at the RS level is that the susceptibility (1) has to be finite. Because \( J_{ij} \) is of the order of \( 1/\sqrt{N} \), and because the sum over \( i,j \) involves \( N^2 \) terms, \( \chi \) will be finite as long as the connected correlation of \( \sigma_i \) and \( \sigma_j \), namely \( \langle \sigma_i\sigma_j \rangle_N - \langle \sigma_i \rangle_N \langle \sigma_j \rangle_N \), is of order \( 1/\sqrt{N} \). Then if we take the sum in (3) will be dominated by the term \( i = j \):
\[
\langle (h^c)^2 \rangle_N - \langle h^c \rangle_N^2 = \sum_i J_{0i}^2 (1 - \langle \sigma_i \rangle_N^2) = 1 - \frac{1}{N} \sum_i \langle \sigma_i \rangle^2 = 1 - \langle \sigma_i \rangle^2 = 1 - q,
\]
where in the second equality we used \( J_{ij} \sim 1/\sqrt{N} \), while in the third we substituted the sum over all sites with the average over the disorder at a single site, because they are equivalent. Finally we used the definition of the Edwards-Anderson order parameter \( \langle \sigma_i \rangle^2 = q \). Using similar reasonings, one can compute the forth moment,
\[
\langle (h^c - \langle h^c \rangle)^4 \rangle = \sum_{i,j,k,l} J_{0i}J_{0j}J_{0k}J_{0l} \langle (\sigma_i - \langle \sigma_i \rangle)(\sigma_j - \langle \sigma_j \rangle)(\sigma_k - \langle \sigma_k \rangle)(\sigma_l - \langle \sigma_l \rangle) \rangle = 3(1 - q)^2,
\]
Iterating this computation and applying similar considerations, we claim that all odd moments bigger than the first one are zero, while all even moments are given by the following expression:
\[
\langle (h^c)^{2p} \rangle = (2p - 1)!!(1 - q)^p.
\]
(4)

These are the moments of a Gaussian distribution with variance \( (1 - q) \), and therefore the probability distribution of the cavity field in the \( \Sigma_N \) systems is given by
\[
P_N(h^c) \cong \exp \left( -\frac{(h^c - h)^2}{2(1 - q)} \right),
\]
(5)
where \( \cong \) means ‘equal up to a normalization constant’, and \( h = \sum_i J_{0i} \langle \sigma_i \rangle_N \) is the average value of the cavity field. We stress that the only assumption taken so far in computing
these moments has been that the connected correlation function is of order $1/\sqrt{N}$. Now we can consider the probability distribution of $h^c$ in the $\Sigma_{N+1}$ system, which is built by adding the spin $\sigma_0$ to the system $\Sigma_N$:

$$
P_{N+1}(h^c, \sigma_0) \equiv \exp \left( -\frac{(h^c - h)^2}{2(1 - q)} + \beta \sigma_0 h^c \right).
$$

(6)

With this joint distribution it is finally possible to compute many things, like, e.g., the expectation value of the spin $\sigma_0$ in the $\Sigma_{N+1}$ system

$$
\langle \sigma_0 \rangle_{N+1} = \tanh(\beta h) = \tanh(\beta \sum_{i=1}^{N} J_{0i}(\sigma_i)_N)
$$

(7)

where the average is taken with respect to the probability density (6), integrating over the cavity field $h^c$. This is one of the first results where there is an evident connection, a mathematical relation, between the system $\Sigma_{N+1}$ and the system $\Sigma_N$. Let’s then compute the order parameter $q$ from its definition, by using the probability density in Eq. (6),

$$
q = \langle \sigma_0 \rangle_{N+1}^2 = \tanh(\beta h)^2
$$

(8)

where the second equality comes from Eq. (7). To compute this average, we need to derive the probability distribution of the cavity field, $P(h)$. Let us compute its moments. The averaged field reads:

$$
\bar{h} = \sum_i J_{0i}(\sigma_0)_N = 0,
$$

(9)

which is equal to zero because the average of the couplings $J$’s is zero. The average squared field reads

$$
\bar{h}^2 = \sum_{i,j} J_{0i}J_{0j}(\sigma_0)_N(\sigma_0)_N = \left\{ \begin{array}{ll} \frac{1}{N} \sum_i (\sigma_i)_N^2 = q & \text{if } i = j, \\
0 & \text{if } i \neq j. \end{array} \right.
$$

(10)

By computing all the higher-order moments, it is possible to show that all the odd moments are zero, while all the even ones obey a similar relation to that seen in Eq. (4). We can thus conclude that $h$ is Gaussian distributed.

Therefore we get:

$$
q = \int \frac{dh}{\sqrt{2\pi q}} \exp \left( -\frac{h^2}{2q} \right) \tanh(\beta h)^2
$$

(11)

The above equation is the self-consistent equation for the $q$ order parameter, originally found by Sherrington and Kirkpatrick (Sherrington and Kirkpatrick, 1975). This equation tells us that there is a phase transition at temperature $T = 1$, but this solution is unfortunately wrong. This can be shown looking at the thermodynamics; in particular it is possible to show that the entropy of the system, computed with this method and under its assumption, is negative, which is unphysical. This inconsistence arises because the approach followed is equivalent to the RS assumption when one uses replicas, which is not a right ansatz to solve the model.

We now go back to the initial assumptions that the susceptibility is finite in the thermodynamic limit. To check the validity of this assumption, we will compute $\chi$ in a system $\Sigma_{N+2}$ composed of $N + 2$ spins, and we will check the region where the assumption is valid, or more precisely, the region where $\chi$ remains finite. Since we deal with a $\Sigma_{N+2}$ system, we will have to deal with two cavity fields. The probability measure in this system reads:

$$
P_{N+2}(\sigma_0, \sigma_0', \sigma) \equiv \exp \left( -\beta H_N(\sigma) - \beta h^c \sigma_0 + \beta h^c' \sigma_0' + \beta J_{00}' \sigma_0 \sigma_0' \right)
$$

where $h^c = \sum_i J_{0i} \sigma_0$ and $h^c' = \sum_i J_{0i}' \sigma_0$ are the cavity fields acting on $\sigma_0$ and $\sigma_0'$ respectively. The term $J_{00}' \sigma_0 \sigma_0'$ corresponds to the interaction between the two spins where the cavity has been made. First of all, we start by computing the part of the susceptibility containing the correlation between the spin $\sigma_0$ and $\sigma_0'$: $\chi_{00} = N(\langle \sigma_0 \sigma_0' \rangle - \langle \sigma_0 \rangle \langle \sigma_0' \rangle)^2$, where the label ‘nl’ means non-linear. To compute this correlation we need to keep in mind that the terms inside the bracket are of order $1/\sqrt{N}$, and then keep all the terms of this order. Before computing the averages using the cavity method we need to derive the probability density $P(h^c, h^c')$. To this end, we need to compute the second order moment, i.e., the 2-point
correlator \( \langle (h^c - \langle h^c \rangle)(h^c - \langle h^c \rangle) \rangle \) is of order \( 1/\sqrt{N} \), but this time we keep the terms of this order because we are interested in correlations that are exactly of order \( 1/\sqrt{N} \).

\[
P_N(h^c, h^c') \equiv \exp \left( -\frac{(h^c - h)^2}{2(1 - q)} - \frac{(h^c - h')^2}{2(1 - q)} + \epsilon(h^c - h)(h^c' - h') \right), \tag{12}
\]

where \( \epsilon(h^c - h)(h^c' - h') \) represents the correlation term between the two fields and \( \epsilon \) is a small parameter, of order \( 1/\sqrt{N} \). By using (12) it is possible to derive the following marginal joint probability distribution which depends on the cavity fields and explicitly on the two cavity spins:

\[
P_N(h^c, h^c', \sigma_0, \sigma_{0'}) \propto P_N(h^c, h^c') \exp \left( \beta h^c \sigma_0 + \beta h^c' \sigma_{0'} + \beta J_{00} \sigma_0 \sigma_{0'} \right).
\]

With this marginal it is finally possible to compute the susceptibility introduced above, namely \( \chi_{nl} \). The computation follows the same lines as above and we only show here the final result, which is

\[
\chi_{nl} = \frac{\beta^2 A^2}{1 - \beta^2 A} \quad \text{with} \quad A = \int \frac{dh}{\sqrt{2\pi q}} \exp \left( -\frac{h^2}{2q} \right) (1 - \tanh(\beta h))^2,
\]

and shows how the non-linear susceptibility is related to the \( q \) order parameter. We observe that \( \chi_{nl} \) diverges as soon as \( \beta^2 A = 1 \) and therefore, we can make the system eventually reach this point by increasing \( \beta \) and, because of this divergence, our initial assumption for the susceptibility is wrong around this point. The assumption of a finite \( \chi \) is then valid only for high temperatures or, rather, as long as \( \beta^2 A < 1 \). This is precisely the location of the AT line. This result is thus consistent with what we mentioned above: the cavity method shown so far is equivalent to the RS approach, because also the RS solution is only valid for high temperatures.

In addition we can also give a physical meaning to the RS ansatz: it corresponds to assuming that the 2-point correlation function is small (leading to a finite \( \chi \)).

### 1.1.3 Derivation of the TAP equation

Now, let’s go back to the probability measure for the cavity field in the system \( \Sigma_N \):

\[
P_{N+1}(h^c, \sigma_0) \equiv \exp \left( -\frac{(h^c - h)^2}{2(1 - q)} + \beta \sigma_0 h^c \right).
\]

With the previous measure we can compute the expectation for the cavity field in the \( \Sigma_{N+1} \) system

\[
\langle h^c \rangle_{N+1} = \sum_i J_{0i} \langle \sigma_i \rangle_{N+1} = h + \beta (1 - q) \langle \sigma_0 \rangle_{N+1}, \tag{13}
\]

and also the expectation value of \( \sigma_0 \) in the same system:

\[
\langle \sigma_0 \rangle_{N+1} = \tanh \left( \beta \sum_i J_{0i} \langle \sigma_i \rangle \right). \tag{14}
\]

Multiplying Eq. (13) by \( \beta \) we get \( \beta h = \beta \sum_i J_{0i} \langle \sigma_i \rangle_{N+1} - \beta^2 (1 - q) \langle \sigma_0 \rangle_{N+1} \), which, after applying \( \tanh(\cdot) \) to both sides of the equation and making use of Eq. (14), gives rise to the TAP equation (Thouless et al., 1977),

\[
\langle \sigma_0 \rangle = \tanh \left( \beta \sum_i J_{0i} \langle \sigma_i \rangle - \beta^2 (1 - q) \langle \sigma_0 \rangle \right),
\]

where we generalised the result by omitting the label \( N + 1 \) on the averaged terms. The first term in the argument of \( \tanh(\cdot) \) is the effect of all the spins except \( \sigma_0 \) on \( \sigma_0 \), while the second term is a correction called Onsager’s reaction term. Physically speaking, the reaction term arises because the presence of \( \sigma_0 \), when we consider the whole system without any performed cavity, affects all the other spins, and this effect is proportional to \( \langle \sigma_0 \rangle \). The TAP equation as derived above is correct as long as the connected correlation between spins is small, i.e., is of the order of \( 1/\sqrt{N} \), which is the only assumption made to derive the equation. From the replica point of view, the assumption of small connected correlations is equivalent to a replica symmetric ansatz and then we can conclude that the TAP equation is correct only in the high temperature regime.
2 Cavity method for diluted graph models

2.1 Replica symmetry breaking and pure states

The cavity method applied the SK model, within replica symmetry assumptions, assumes that the two-point correlation function between spins is small, i.e., $c_{ij} = \langle \sigma_i \sigma_j \rangle - \langle \sigma_i \rangle \langle \sigma_j \rangle$ is of the order of $1/\sqrt{N}$. When the system falls into the spin glass phase, the configuration space decomposes into many pure states. The probability of a given configuration $\sigma = (\sigma_1, \ldots, \sigma_N)$ can then be decomposed as a sum over pure states,

$$P(\sigma) = \sum_{\alpha} w_{\alpha} \mu_{\alpha}(\sigma),$$

where $\mu_{\alpha}(\cdot)$ is the measure within the pure state, which determines how configurations are weighted in one particular pure state, and $w_{\alpha}$ is the weight of the pure state $\alpha$, given by

$$w_{\alpha} = \frac{e^{-\beta N f_{\alpha}}}{\sum_{\alpha'} e^{-\beta N f_{\alpha'}}}.$$

where $f_{\alpha}$ called the free energy density of the pure state $\alpha$. (Some authors prefer to use the free entropy, defined as $\phi = \log(w)/N = -\beta f$.) Physical quantities depend on the pure state $\alpha$ the system is in. For instance, the single spin magnetization at the pure state $\alpha$ is

$$\langle \sigma_i \rangle_{\alpha} = \sum_{\sigma \in \alpha} \sigma_i \mu_{\alpha}(\sigma).$$

More in general, the average value of any observable $O$ within the pure state $\alpha$ is given by

$$\langle O \rangle_{\alpha} = \sum_{\sigma \in \alpha} O(\sigma) \mu_{\alpha}(\sigma).$$

The decomposition in pure states is justified because the escape time from a pure state grows exponentially long with the system size $N$.

In the replica method showed in Parisi’s lectures, we saw that pure states are grouped hierarchically. At the 1-step replica symmetry breaking (1RSB) level, all the states are equally separated from each other, i.e., the overlap between two replica systems in any two different pure states is the same. At the 2RSB level, some pure states are closer than others, forming a larger cluster structure, but the distance between any two larger clusters of pure states is the same. This hierarchical structure is also present in the cavity method. Instead, one assumes that within a pure state $\alpha$ the correlation $c_{ij}$ is weak at the 1RSB level, while the overall correlation may be strong.

If we know one pure state, we can use a set of external auxiliary fields $\{B_{\alpha}^i\}$ to quench the system into a particular pure state $\alpha$. In that case, the measure within the pure state $\alpha$ is obtained as the limit, when $B_{\alpha}^i$ goes to 0, of

$$P_{B_{\alpha}}(\sigma) \cong \exp\left[\beta \sum J_{ij} \sigma_i \sigma_j + \sum_i B_{\alpha}^i \sigma_i \right].$$

The cavity method at RS level, as showed in Section 1, can be applied within a given pure state. The self-consistency equation for the magnetization is

$$\langle \sigma_i \rangle_{\alpha} = \tanh\left[\beta \sum_{j} J_{ij} \langle \sigma_j \rangle_{\alpha} - \beta (1 - q) \langle \sigma_i \rangle_{\alpha} \right].$$

One can write all the above equations for each pure state and the problem will be solved at 1RSB level. However, we know nothing about the details on pure states except that they exist. Fortunately, this fact, together with the weak correlation assumption within a pure state, is enough to write a self-consistency equation of 1RSB cavity method.

Solving the SK model at 1RSB and 2RSB levels can be done, although it is rather involved (Mézard et al., 1986). The intricate part is that one needs to deal with the reshuffling of the pure stats weights after adding one node into the $N-$system:

$$\{w_{\alpha}^{(N)}\} \rightarrow \{w_{\alpha}^{(N+1)}\}.$$
Solving the self-consistency equation of the cavity method, finally, is the same equation got from the saddle point equation in replica method.

In this lecture, another type of system is used to illustrate the cavity method, the dilute graph model, which has a wide application on random constraint satisfaction problems. The 1RSB of such system is stable, so there is no need for a higher level symmetry breaking.

2.2 Counting the pure states at 1RSB level

Let’s denote by \( \Omega(f) \) the number of pure states with weight \( w = e^{-\beta N f} \). In the large \( N \) limit, we are interested in its leading exponential order, which we assume to be of the form:

\[
\Omega(f) = e^{N \Sigma(f)},
\]

where \( \Sigma(f) \) is the complexity, or configurational entropy.

Define the grand partition function with a re-weighting parameter \( m \) of pure states

\[
Z(m, \beta) = \sum_{\alpha} \exp(-\beta m N f_\alpha) = \int \exp\big(N[\Sigma(f) - \beta m f]\big) f = e^{N \Phi(m, \beta)},
\]

where \( \Phi(m, \beta) \) is called grand free entropy. As \( N \to \infty \), the above integral is dominated by the largest exponential term.

\[
f^* = \arg \max_f \left[ \Sigma(f) - \beta m f \right]
\]

\[
\Phi(m, \beta) = \Sigma(f^*) - \beta m f^*
\]

(16)

\( \Phi(m, \beta) \) is the Legendre transform of \( \Sigma(f) \). For a given \( m, \beta \), \( \Phi(m, \beta) \) can be derived with the 1RSB cavity method. It is assumed that \( \Sigma(f) \) is a concave function. The complexity \( \Sigma(f) \) can then be computed with an inverse Legendre transform. We can also compute the average free energy density over all the pure states, which is equal to the dominating value \( f^* \). The complexity \( \Sigma(f) \) can then be obtained from Eq. (16).

From a physical standpoint, we should require the complexity to be non-negative, because otherwise there would be an exponentially small number of pure states with free energy density \( f \). In the large \( N \) limit, that would mean no such pure states at all. In any case, the grand partition function is dominated by the existing pure state with largest weight \( w \), i.e., with the smallest free energy density. The phenomenon by which the measure is dominated by sub-exponentially many states is called condensation.

The original system \( Z(\beta) \) is related to \( Z(m, \beta) \) at \( m = 1 \) if \( \Sigma(f^*) \geq 0 \), where \( f^* \) satisfies

\[
\left. \frac{d\Sigma}{df} \right|_{f^*} = \beta m.
\]

If \( \Sigma(f^*) < 0 \), the original system should correspond to the largest \( m \) such that \( \Sigma(f^*) = 0 \). We are left with two 1RSB phases. When \( \Sigma(f^*) > 0 \) we are in the so-called dynamic 1RSB (cluster phase), and the system is dominated by exponentially many pure states. When \( \Sigma(f^*) = 0 \), we are in the static 1RSB (condensed phase), and the system is dominated by sub-exponentially many pure states.

Computing the complexity is analogous to computing the entropy of a new system in which each microstate (each configuration) is a pure state \( \alpha \), and where the free energy of the microstate is \( f_\alpha \). The computation of the complexity versus the free energy density of pure states by a Legendre transform is the topic of Large deviation theory. A general review on this subject can be found in (Touchette, 2009).

2.3 Randomly diluted graphical models

The factor graph \( F(V, F, E) \) is a bi-partite graph with two type nodes: variable nodes and factor nodes. Each variable node is associated with a random variable \( x_i, i \in V \), and each factor node is associated with a factor, a non-negative function \( \psi_a(x_{\partial a}) \), where \( a = 1, \ldots, F \) and \( \partial a \) represents the set of neighbor variable nodes of the factor node \( a \).

The joint probability of \( x = (x_1, \ldots, x_N) \) is expressed as

\[
p(x) = \frac{1}{Z} \prod_{a \in F} \psi_a(x_{\partial a}),
\]

(17)
where $Z$ is the partition function. In such context, we may want to answer different questions. For example, we may want to compute the marginal probability $p_i(x_i) = \sum_{x_{V\setminus\{i\}}} p(x)$. Another example would be determining the partition function $Z$ or, rather, its first leading exponential order, $\phi = \frac{1}{N} \log Z$. We might also want to find a particular configuration of the variables such that $p(x) \neq 0$, which is the situation encountered in constraint satisfaction problems.

Examples

1. Ising spin glass: $x_i \in \{+1, -1\}$, $a = (i, j)$, where $(i, j)$ is an edge of the lattice. $\psi_a = e^{\beta J_{ij} x_i x_j}$

2. Coloring problem: Given a set of $q$ colors and a graph $G(V, F)$, label each node with a color $x_i \in \{1, 2, \ldots, q\}$, such that no neighboring nodes have the same color. Each constraint is defined on the edges and has the form $\psi_{ij} = 1 - \delta_{x_i, x_j}$, or the soft constraint version $\psi_{ij} = e^{-\beta \delta_{x_i, x_j}}$. The inverse temperature $\beta$ alters the tolerance to the presence of neighbor nodes sharing the same color.

3. $K$-SAT problem: Given $N$ boolean variables $x_i \in \{0, 1\}$, with $i = 1, 2, \ldots, N$, and $M$ $K$-clauses in conjunctive norm form (a $K$-clause is a logical expression involving $K$ variables, or their negation, which are connected with logical ORs), find an assignment of boolean variables $\{x_i\}$ that satisfies all the $M$ clauses. In the corresponding graphical model, the factor is an indicator function, which is 1 when the clause is satisfied, and is 0 otherwise. In other words, $\psi_a(x_{\partial a}) = 1[\text{clause } a \text{ is satisfied}]$. We will study $K$-SAT problems in more detail in Section 3.

The structure of a factor graph

1. Line or cylinder: This case can be solve exactly by the transfer matrix method.

2. Tree: BP or cavity method is exact on tree.

3. Random hypergraph: An extension of random Erdős-Renyi graph into factor graph. There are $N$ variable nodes, and $\alpha N$ factor nodes. The factor node has a fixed degree $K$, which is randomly chosen from $\binom{N}{K}$ $K$-tuples. The degree of variable node follows the Poisson distribution $P_c(d) = c^d e^{-c}/d!$. The length of a typical loop is of the order of $\log N$.

2.4 Cavity method at the RS level, for general graphical models

2.4.1 Calculating the marginal distribution

We consider a random hypergraph with the $N$ variables and $\alpha N$ factors, where $\alpha$ is the constraint density in $K$-SAT. The system with $N + 1$ variable nodes is generated by adding a new variable $x_0$ and $d$ factors, where $d$ is a random integer drawn from a Poisson distribution with mean $c = \alpha K$, the mean degree of a variable node. Each new factor is connected to $x_0$, and $(K - 1)$ variables randomly chosen from the $N$-variables system. Note that the constraint density $\alpha$ of $N + 1$ system is slightly changed. While it does not affect the marginal distribution, it should be taken into account when computing the free energy density.

The assumption of the cavity method states that the joint probability of a constant number of variables chosen randomly is factorized, because the typical distance between any two variable nodes is of order of $\log N$. 
\[ P(x_{i1}, x_{i2}, \ldots, x_{id(K-1)}) \approx d(K-1) \prod_{j=1}^{d} P(x_j). \]  

\[ \rho \]

\textbf{Figure 4.} Illustration of the cavity method

The joint marginal probability of \( x_0 \) and the \( d(K-1) \) variables connected to the new \( d \) factors is

\[ P^{(N+1)}(x_0, x_{i1}, x_{i2}, \ldots, x_{id(K-1)}) \]

\[ \cong \prod_{a=1}^{d} \psi_a(x_0, x_{i_{a(K-1)+1}}, x_{i_{a(K-1)+2}}, \ldots) P^{(N)}(x_{i1}, x_{i2}, \ldots, x_{id(K-1)}) \]

\[ \cong \prod_{a=1}^{d} \left[ \psi_a(x_0, x_{i_{a(K-1)+1}}, x_{i_{a(K-1)+2}}, \ldots) \prod_{k=a(K-1)+1}^{(a+1)(K-1)} P^{(N)}(x_{ik}) \right]. \]

The marginal probability \( P^{(N+1)}(x_0) \) of the newly added variable is

\[ P^{(N+1)}(x_0) \cong \prod_{a=1}^{d} \hat{m}_a(x_0), \]

where

\[ \hat{m}_a(x_0) \]

\[ \cong \sum_{x_{i_{a(K-1)+1}}, \ldots, x_{i_{(a+1)(K-1)}}} \psi_a(x_0, x_{i_{a(K-1)+1}}, \ldots, x_{i_{(a+1)(K-1)}}) \prod_{k=a(K-1)+1}^{(a+1)(K-1)} P^{(N)}(x_{ik}). \]

The system with \( N \) variable nodes can be considered as a system with \( N + 1 \) variable nodes in which one node \( x_i \) is absent. The cavity probability \( m_{i \rightarrow a}(x_i) \) denotes the marginal probability of \( x_i \) when the factor node \( a \) is absent. \( P^{(N)}(x_{ik}) \) can be considered as the cavity probability in the system with \( N + 1 \) variables when the node \( x_0 \) and its neighboring factor nodes are absent. The self-consistent equations of the cavity probabilities are obtained by considering that the \( x_0 \) node is also a cavity node when one of its neighbor variables and neighbor factors are absent,

\[ m_{a \rightarrow i}(x_i) \cong \sum_{x_{\partial a \setminus \{i\}}} \psi_a(x) \prod_{j \in \partial_a \setminus \{i\}} m_{j \rightarrow a}(x_j), \]  \hspace{1cm} (19)

\[ m_{i \rightarrow b}(x_i) \cong \prod_{a \in \partial i \setminus \{b\}} \hat{m}_{a \rightarrow i}(x_i). \]  \hspace{1cm} (20)
These equations are the same as the Belief Propagation equations, but here messages are cavity probabilities. The marginal probability of a node $x_i$ is then expressed as the cavity probability

$$m_i(x_i) \cong \prod_{a \in \partial i} \hat{m}_{a \rightarrow i}(x_i).$$

### 2.4.2 The Bethe free energy

The Bethe free energy can be derived by the cavity method by considering the free energy shift $f_{i+\partial i}$ when add a variable $i$ and its neighbor factors $a \in \partial i$. One has to be careful, though, because the constraint density $\alpha$ will slightly change. This effect is eliminated by subtracting $(K - 1)$ times of the free energy shift $f_a$ when add a single factor $a$. For a given instance, the Bethe free energy is

$$N f = \sum_i f_{i+\partial i} - (K - 1) \sum_a f_a$$

(21)

One can also understand above equation in the way that the free energy shift of adding a factor $a$ is included $K$ times, when calculating the free energy shift of adding the neighbor variable $i \in \partial a$ and all $i$’s neighbor factors. So it should be substracted by $(K - 1)$ extra effect.

The RS cavity independent assumption postulates that, when removing a node $i$ and its neighbor factor $a \in \partial i$, the partition function of the cavity system with fixed cavity variable $x_j \not\in \partial a \setminus i, a \in \partial i$ can be factorized by

$$Z_{\setminus i,\partial i}(x_{j:j \in \partial a \setminus i, a \in \partial i}) \approx \prod_{a \in \partial i \setminus \partial a \setminus i} Z_{j\rightarrow a}(x_j).$$

Here $Z_{j\rightarrow a}(x_j)$ is the partition function of the sub-system connected to $x_j$ with fixed value $x_j$ when the factor $a$ is absent.

The free energy shift $f_{i+\partial i}$ of adding a node $i$ and its neighbor factors is

$$f_{i+\partial i} = -\frac{1}{\beta} \log \frac{Z}{Z_{\setminus i,\partial i}} = -\frac{1}{\beta} \log \frac{\sum \psi_a(x_{\partial a}) \prod_{j \in \partial a \setminus i} Z_{j\rightarrow a}(x_j)}{\sum \psi_a(x_{\partial a}) \prod_{j \in \partial a \setminus i} Z_{j\rightarrow a}(x_j)}$$

$$= -\frac{1}{\beta} \log \sum_{x_i} \left[ \prod_{a \in \partial i} \sum_{x_\partial a \setminus i} \psi_a(x_{\partial a}) \prod_{j \in \partial a \setminus i} Z_{j\rightarrow a}(x_j) \right]$$

(22)

Similarly, the free energy shift $f_a$ caused by adding node factor node $a$ is

$$f_a = -\frac{1}{\beta} \log \frac{Z}{Z_{\setminus a}} = -\frac{1}{\beta} \log \frac{\sum \psi_a(x_{\partial a}) \prod_{j \in \partial a} Z_{j\rightarrow a}(x_j)}{\sum \psi_a(x_{\partial a}) \prod_{j \in \partial a} Z_{j\rightarrow a}(x_j)}$$

$$= -\frac{1}{\beta} \log \sum_{x_{\partial a}} \psi_a(x_{\partial a}) \prod_{j \in \partial a} Z_{j\rightarrow a}(x_j)$$

(23)

Now, the Bethe free energy can be computed with Eq. (21). The expression of the Bethe free energy has several variants, for example:

$$N f = \sum_i f_i + \sum_a f_a - \sum_{(ia)} f_{ia},$$

(24)

where

$$f_i = -\frac{1}{\beta} \log \sum_{x_i \in \partial i} \hat{m}_{a \rightarrow i}(x_i),$$

(25)

$$f_{ia} = -\frac{1}{\beta} \log \sum_{x_i \in \partial i} m_{a \rightarrow i}(x_i) \hat{m}_{a \rightarrow i}(x_i).$$

(26)
One can proof that the two Bethe free energy expressions in Eqs. (21) and (24) are equivalent when the cavity probability satisfies Eqs. (19)–(20).

A comprehensive derivation of Bethe free energy by the cavity method can be found in (Mézard and Parisi, 2003), which also shows the 1RSB cavity method in a special simple case (the temperature $T = 1/\beta$ and Parisi parameter $m$ are both 0). A review is (Mézard and Montanari, 2009).

**Average over the disorder and the graph ensemble**

To calculate the free energy average over the disorder and the graph ensemble, one should solve a self-consistent integral equations on the distribution of the cavity probabilities $P[m]$ and $\hat{P}[^{\hat{m}}]$

$$P[m] = \sum_{d=1}^{\infty} P_c(d) \int_0^d \prod_{a=1}^{d} \left( d \hat{m}_a \hat{P}(\hat{m}_a) \right) \delta [m - m_{i \rightarrow a}([m_a])],$$

$$\hat{P}[^{\hat{m}}] = \int d \psi_a P_j(\psi_a) \left\{ \prod_{i=1}^{K-1} \left[ dm_i P(m_i) \right] \delta [\hat{m} - \hat{m}_{i \rightarrow a}([\psi_a], [\hat{m}_i])] \right\},$$

where $m_{i \rightarrow a}$ and $\hat{m}_{i \rightarrow a}$ are the functionals of the BP equations (19) and (20), respectively, and $P_c(d)$ is the degree distribution of a cavity variable node, which is still a Poisson distribution with $c = \alpha K$ for a random hypergraph. The function $P_j(\psi_a)$ is the distribution of the disorder, which depends on the concrete model. For instance, in the random $K$-SAT problem, $\psi_a$ is parametrized as $J_a$ randomly chosen from $\{+1, -1\}$ with equal probability. The average free energy shift when adding a factor is given by

$$\bar{f}_a = \int d \psi_a P_j(\psi_a) \left\{ \prod_{i=1}^{K-1} \left[ dm_i P(m_i) \right] f_i(\psi_a, \hat{m}_i) \right\},$$

where $f_i(\psi_a, \hat{m}_i)$ is defined by Eq. (25). Other average free energy shift could be written down in the similar way. The average free energy density over the disorder and the graph ensemble is

$$f = \bar{f}_{i+\hat{m}} - \alpha (K - 1)f_a$$

In general it is hard or impossible to get an analytical solution of above equation, but one can use numerical simulations to solve it. The algorithm is called *Population Dynamics*, or density evolution.

*Initialization:* Set an array $P$ to store the messages $\{m_{i \rightarrow a}\}$. (Note that if $x_i$ is Ising variable, $m_{i \rightarrow a}(x_i)$ can be parametrized by a single real number).

1. An integer $d$ is randomly assigned following the Poisson distribution $d \sim P_c(d)$
2. Pick $(K-1)d$ messages randomly from the array $P$
3. Generate $d$ $\psi_a$’s following $P_j(\psi_a)$.
4. Compute a new message $\hat{m}'$ with Eqs. (19)–(20), and compute $f_{i+\hat{m}_i}$ with Eq. (22).
5. Choose a message randomly in $P$ and replace it by the new one $\hat{m}'$
6. Pick K messages randomly from the array $P$, and generate a factor $\psi_a$ following $P_j(\psi_a)$. Compute $f_a$ with Eq. (23).
7. Repeat 1–6 until getting a stable distribution $P(\hat{m})$. Then, keep repeating 1–6 to get the mean $\bar{f}_{i+\hat{m}_i}, \bar{f}_a$, and calculate $f$ with Eq. (27)

For more discussion on BP free energy on average cases, one can refer to (Mézard and Montanari, 2009), pages 322–325.

**2.5 Cavity method at 1RSB level**

Something may go wrong for the Bethe independent hypothesis Eq. (18), and there are two potential reasons for this. The first possibility is that Eq. (18) holds only when the size of system is infinitely large, $\log(N) \rightarrow \infty$. For a finite system Eq. (18) is only an approximation. The other possible reason is that, when the constraint density $\alpha$ is high or the temperature is low, the Bethe hypothesis may fail even for an infinitely large system. For this
latter case the whole probability distribution does not longer factorize, \( P(x_1, x_2, \ldots, x_n) \neq p_1(x_1)p_2(x_2) \cdots p_n(x_n) \), and so we need to make a more accurate assumption. As proposed in (Mézard and Parisi, 2001), we invoke the 1RSB approximation, by which the probability distribution factorizes within each pure state \( \alpha \), but not globally. More specifically, because of the presence of pure states, the whole Gibbs measure splits into many states \( \alpha \), and within the measure \( \mu_\alpha(\cdot) \) of a pure state, the independent hypothesis still holds:

\[
\mu_\alpha(x_1, x_2, \ldots, x_n) \approx \mu_\alpha(x_1)\mu_\alpha(x_2)\cdots\mu_\alpha(x_n).
\]  

(28)

Figure 5. Computing the grand partition function by a new graphical model.

Furthermore, it is assumed that the number of pure states and fixed points of BP solutions are the same up to the first exponential leading order. The leading exponential order of the number of pure states with free energy density \( f \) is \( \Sigma(f) \), as defined in Eq. (15). The grand partition function is expressed as:

\[
Z(m, \beta) = \sum_\alpha e^{-\beta mNf_\alpha} = \sum_{\{m_i \rightarrow a\} \text{ are fixed point}} e^{-\beta mNf_\alpha[m_i \rightarrow a]} \prod_{(i,a)} \delta [m_i \rightarrow a - m_i \rightarrow a] \prod_{(i,a)} \delta [\hat{m}_a \rightarrow i - \hat{p}_a \rightarrow i] \prod_i e^{-\beta m f_i[\cdot]} \prod_a e^{-\beta m f_a[\cdot]} \prod_{(i,a)} e^{\beta m f_{(i,a)}[\cdot]}
\]

where \( \hat{m}_i \rightarrow a[\cdot] \), \( m_a \rightarrow i[\cdot] \) are the functionals defined by Eqs. (19)–(20), and \( f_i[\cdot] \), \( f_a[\cdot] \), and \( f_{(i,a)}[\cdot] \) are defined in Eqs. (25)–(26). The delta function ensures that the messages satisfy the BP iteration, Eqs. (19)–(20), so the integral means that it sum over all the BP fixed point with the weight \( w = e^{-\beta m \text{for}} \).

Above expression is precisely an another graphical model defined on a new factor graph, showed in Fig. 5. The joint probability is still factorized and defined on the factor graph with the same topological structure. So the sparsity condition of the graph still holds. The Bethe approximation on the new graphical model is the assumption of 1RSB cavity method. Computing the graph partition function, the complexity, or any other physical quantity, goes along the same lines as the computations at RS level. The only difference is that now the variables we operate with are functions (a cavity probability at RS level), and factors are functionals. More details on 1RSB cavity method can be found in Chapter 19 of (Mézard and Montanari, 2009).

3 An example: Random K-SAT problem

3.1 Cavity Method and Random K-satisfiability

In the previous section we saw that replica symmetric (RS) cavity method leads to Belief Propagation (BP) equations, and that we can average the BP equations to get the density evolution description of the BP equation. We also saw that, at an abstract level, the 1RSB is associated with the proliferation of states, and that there is a whole hierarchy of such transitions.

In this section we will show how the cavity method works in practice. Although the cavity method has been used in the Sherrington-Kirkpatrick model up to two-step replica
We consider \( N \) boolean variables \( x_i \in \{0, 1\} \), with \( i = 1, \ldots, N \). In our representation the value 0 corresponds to ‘false’, while the value 1 corresponds to ‘true’. A satisfiability problem is defined as a set of logical constraints that these random variables have to satisfy. Each logical constraint is called a clause, and is expressed as a logical OR of a subset of the boolean variables that may or not be negated. The negation of variable \( x_i \) is denoted by \( \bar{x}_i \equiv 1 - x_i \). An example of 2-clause is “either \( x_1 \) is true or \( x_2 \) is false”, expressed more succinctly as \( x_1 \lor \bar{x}_2 \), where \( \lor \) denotes the logical OR. Another example is the 3-clause \( x_1 \lor x_2 \lor x_3 \), which is satisfied by all configurations of \( x_1, x_2, x_3 \) except for \( \{x_1 = 0, x_2 = 0, x_3 = 1\} \). In general, a satisfiability problem consists of a set of \( M \) clauses \( C_1, C_2, \ldots, C_M \) that have to be satisfied simultaneously. The problem is satisfiable if there is at least one choice of the boolean variables \( x = (x_1, \ldots, x_N) \), also called an assignment, that satisfies the logical formula

\[
F = C_1 \wedge C_2 \wedge \cdots \wedge C_M,
\]

where \( \wedge \) is the logical AND.

In a K-SAT problem, each clause consists of exactly \( K \) variables. We consider random K-SAT problems, where each clause \( C_a, a = 1, \ldots, M \), contains exactly three variables chosen randomly in \( \{x_1, \ldots, x_N\} \), and each variable is negated randomly with probability \( 1/2 \). In other words, each clause is drawn with uniform distribution from the set of all the \( \binom{N}{K} \) clauses of length \( K \).

An instance of a K-SAT problem can be represented by a factor graph, where variable nodes correspond to the boolean variables and factor nodes correspond to clauses. When the variable \( x_i \) (or its negation) appears in clause \( a = 1, \ldots, M \), the node \( i \) is connected to the clause factor \( a \). It is useful to use a slightly modified version of the standard factor graph, in which the edge between \( i \) and \( a \) is plotted with either a solid or a dashed line depending on whether the variable \( i \) appears unnegated or negated in clause \( a \) (see Fig. 6 for an example). With this modification there is a one-to-one correspondence between a K-SAT problem and a factor graph. For consistency, we carry over the notation and use the indices \( i, j, \ldots \) for variable nodes and indices \( a, b, \ldots \) for factor nodes.

Figure 6. Example of factor graph with nine variable nodes, \( i = 1, \ldots, 9 \) and 4 factor nodes \( a, b, c, d \). The factor graph encodes the formula \( F = (x_1 \lor \bar{x}_7 \lor \bar{x}_9) \wedge (x_3 \lor \bar{x}_4 \lor x_6) \wedge (\bar{x}_1 \lor \bar{x}_2 \lor x_3) \wedge (\bar{x}_1 \lor \bar{x}_2 \lor x_8) \).

Notice that each factor node has a fixed degree \( K \), but the degree of a variable node is random. More specifically, because a randomly chosen \( K \)-uple contains the variable \( i \) with probability \( K/N \), the degree of the variable node \( i \) is a binomial random variable with parameters \( M \) and \( p = K/N \). In the limit of large \( N \), the binomial distribution can be safely approximated by a Poisson distribution with parameter \( \alpha K \), i.e., \( \Pr(\text{degree}_i = n) = e^{-\alpha K}(\alpha K)^n/n! \).

The crucial parameter that characterizes random K-SAT problems is the clause density \( \alpha \equiv M/N \), which sets the ratio of constraints per variable. Intuitively, one expects that for small \( \alpha \) most of the instances will be satisfiable, while for large enough \( \alpha \) most of the instances will be unsatisfiable. Numerical experiments confirm this intuition (see Fig. 7, left). The probability that a random instance is SAT drops from values close to 1 to values close to 0 as crosses the value \( \alpha_c \approx 4.3 \), and this transition becomes sharper the larger the number of variables \( N \) is. This is the characteristic behavior of a phase transition, and as such it has been analyzed using the methods of statistical physics (some refs here).
The clause density also determines how hard the problem is. The difficulty of the problem can be quantified by the time taken by an algorithm to decide whether a typical instance is satisfiable or not. It turns out that a problem is easy when \( \alpha \) is well below the critical value \( \alpha_c \), it becomes harder as \( \alpha \) approaches \( \alpha_c \) (see Fig. 7, right), and less hard when \( \alpha \) is much larger than \( \alpha_c \). In other words, the region around the phase transition is the hardest from a computational point of view. In the following we will define the thermodynamic limit as \( M \to \infty \) and \( N \to \infty \) while keeping the clause density \( \alpha \) constant.
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**Figure 7.** Left: probability that a formula drawn from the random 3-SAT ensemble is satisfiable, as a function of the clause density \( \alpha = M/N \). Right: Computational time (in arbitrary units) required to either find a solution or prove that there is none, as a function of the clause density. Figures adapted from (Mézard and Mora, 2009).

**Belief Propagation**

Each variable \( i \) appears in a random set of clauses. We denote by \( \partial i \) the set of indices of the clauses where \( i \) appears. In the factor graph, \( \partial i \) is the set of factor nodes adjacent to the variable node \( i \). Similarly, we denote by \( \partial a \) the indices of the \( K \) variables appearing in clause \( a \), and by \( x_{\partial a} \) the corresponding variables, i.e., \( x_{\partial a} \equiv \{ x_i \mid i \in \partial a \} \). For later convenience we define the number

\[
J_{ai} = \begin{cases} 
0 & \text{if } x_i \in C_a, \\
1 & \text{if } \bar{x}_i \in C_a.
\end{cases}
\]

We will also distinguish the neighbors of \( i, a \in \partial i \), according to the values of \( J_{ai} \), and define \( \partial_{bi} = \{ a \in \partial i \mid J_{ai} = 0 \} \) and \( \partial_{b1} = \{ a \in \partial i \mid J_{ai} = 1 \} \).

Given the edge between the factor node \( a \) and the variable node \( i \), it is useful to distinguish the set of all remaining edges of \( i \) according to whether or not their associated \( J \)s coincide with \( J_{ai} \):

\[
S_{ia} \equiv \{ b \in \partial i \mid J_{bi} = J_{ai} \},
\]

\[
U_{ia} \equiv \{ b \in \partial i \mid J_{bi} = 1 - J_{ai} \},
\]

where \( \partial i \setminus a \) means the set of all factors connected to \( i \), excluding \( a \). It follows from these definitions that the neighborhood of \( i \) is partitioned as \( \partial i = \{ a \} \cup S_{ai} \cup U_{ai} \). Figure 8 summarizes our notation and conventions.

Given the satisfiability formula \( F \) in Eq.(29), we consider the uniform probability distribution \( P_{\text{SAT}}(x) \) over the truth assignments \( x = (x_1, \ldots, x_N) \in \{0, 1\}^N \) that satisfy \( F \), assuming
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**Figure 8.** Factor graph associated with the single 3-clause \( x_i \lor \bar{x}_j \lor x_k \). For clarity we show only the subsets \( U \) and \( S \) associated with nodes \( i \) and \( j \).
they exist. This probability can be written as

$$P_{\text{SAT}}(x) \equiv \prod_{a=1}^{M} \psi_a(x, \theta_a), \quad (30)$$

Each factor $\psi_a(x, \theta_a)$ is 1 if clause $a$ is satisfied by the assignment $x$, and is 0 otherwise. Put differently,

$$\psi_a(x, \theta_a) = \mathbb{I}(x, \theta_a \text{ satisfies } C_a), \quad (31)$$

with $\mathbb{I}$ being the indicator function.

### 3.1.2 The Belief Propagation equations

Belief propagation (BP) is an iterative algorithm that operates on ‘messages’ associated with the directed edges of a factor graph. For each edge $(i, a)$ there exist two messages $\hat{m}_{a \rightarrow i}(x_i)$, $m_{i \rightarrow a}(x_i)$, defined in the space of probability distributions on the set $\{0, 1\}$: their values lie the interval $[0, 1]$ and satisfy $\sum_x m_{i \rightarrow a}(x_i) = 1$. Messages are updated according to

$$\hat{m}_{a \rightarrow i}^{(t+1)}(x_i) \equiv \sum_{x \in \partial_i \setminus a} \psi_a(x, \theta_a) \prod_{k \in \partial a \setminus i} m_{k \rightarrow a}^{(t)}(x_k), \quad (32)$$

$$m_{i \rightarrow a}^{(t+1)}(x_i) \equiv \prod_{b \in \partial a \setminus i} \hat{m}_{b \rightarrow i}^{(t)}(x_i). \quad (33)$$

These are the belief propagation, or sum-product, update rules. In tree-like graphical models the messages converge to fixed-point values. The resulting message $m_{i \rightarrow a}^{(\infty)}(x_i)$ is the marginal distribution of variable $x_i$ in a modified graphical model that does not include the factor $a$. Analogously, $\hat{m}_{a \rightarrow i}^{(\infty)}(x_i)$ is the marginal distribution of $x_i$ in a graphical model where all factors $\partial i$ but $a$ have been removed.

We can simplify the formulation of the BP equations for K-SAT, using the fact that variables $x_i$ are all binary to parametrize the messages with a single real number. We define

$$\zeta_{ia} \equiv m_{i \rightarrow a}(x_i = J_{ia}) \in [0, 1],$$

$$\hat{\zeta}_{ia} \equiv \hat{m}_{a \rightarrow i}(x_i = J_{ia}) \in [0, 1].$$

From the normalization of the messages, it follows that $m_{i \rightarrow a}(x_i = 1 - J_{ia}) = 1 - \zeta_{ia}$ and $m_{a \rightarrow i}(x_i = 1 - J_{ia}) = 1 - \hat{\zeta}_{ia}$. The variables $\zeta_{ia}$ and $\hat{\zeta}_{ia}$ can be interpreted as the message associated the wrong direction of $x_i$. In terms of $\zeta_{ia}$ and $\hat{\zeta}_{ia}$, the BP equations (32)–(33) read

$$\hat{\zeta}_{ia} = \frac{1 - \prod_{j \in \partial a \setminus i} \zeta_{ja}}{1 + (1 - \prod_{j \in \partial a \setminus i} \zeta_{ja})}, \quad (34)$$

$$\zeta_{ia} = \frac{[\Pi_{b \in S_a} \hat{\zeta}_{bi}][\Pi_{b \in \partial a \setminus i} (1 - \hat{\zeta}_{bi})]}{[\Pi_{b \in S_a} \zeta_{bi}][\Pi_{b \in \partial a \setminus i} (1 - \zeta_{bi})] + [\Pi_{b \in S_a} (1 - \zeta_{bi})][\Pi_{b \in \partial a \setminus i} \hat{\zeta}_{bi}]} \quad (35)$$

where we use the convention that a product of zero factors is 1. The number of operations required to evaluate the right hand side of these two equations is of the order of $O(|\partial a|)$ and $O(|\partial i|)$, respectively, where $|A|$ is the cardinality of $A$. To solve Eqs. (34) we update the messages until a fixed point is reached, after which we can obtain the marginals.

### 3.1.3 Statistical Analysis

We can go further and use the equations to derive the overall distribution of the messages. The idea is to draw a random edge $(i, a)$ in the factor graph and consider the corresponding fixed point of the messages $\zeta_{ia}, \hat{\zeta}_{ia}$ as random variables. Within the replica-symmetric (RS) assumption, and when $N \to \infty$, these variables converge in distribution to edge-independent random variables $\zeta, \hat{\zeta}$, with distribution

$$\zeta \overset{d}{=} \frac{1 - \hat{\zeta} \cdots \hat{\zeta}_{K-1}}{2 - \hat{\zeta} \cdots \hat{\zeta}_{K-1}}, \quad (36)$$

$$\hat{\zeta} \overset{d}{=} \frac{\zeta \cdots \zeta_p (1 - \hat{\zeta}_{p+1}) \cdots (1 - \hat{\zeta}_{p+q})}{\zeta_1 \cdots \zeta_p (1 - \hat{\zeta}_{p+1}) \cdots (1 - \hat{\zeta}_{p+q}) + (1 - \zeta_1 \cdots (1 - \hat{\zeta}_p \hat{\zeta}_{p+1} \cdots \hat{\zeta}_{p+q})} \quad (37)$$
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where \( d \) means 'equal in distribution'. The numbers \( p \) and \( q \) are two i.i.d. Poisson random variables with mean \( K\alpha/2 \), and correspond to the random number of unnegated and negated edges in a variable node—namely, the numbers \([\partial a i]\) and \([\partial b i]\). The variables \( \zeta_1, \ldots, \zeta_{K-1} \) are i.i.d. copies of \( \zeta \), and \( \hat{\zeta}_1, \ldots, \hat{\zeta}_{p+q} \) are i.i.d. copies of \( \hat{\zeta} \). The probability density functions for \( \zeta \) and \( \hat{\zeta} \) defined by Equations (36)–(37) are to be understood as

\[
p(\hat{\zeta}) = \int \prod_{i=1}^{K-1} \{d\zeta_i p(\zeta_i)\} \delta \left( \frac{1 - \zeta_1 \cdots \zeta_{K-1}}{2} \right), \quad (38)
\]

\[
p(\zeta) = \sum_{r=0}^{\infty} \sum_{s=0}^{\infty} P(r)P(s) \int \prod_{i=1}^{K-1} \{d\hat{\zeta}_i p(\hat{\zeta}_i)\} \times \delta \left( \frac{\prod_{a=1}^{r+s} \hat{\zeta}_a \prod_{b=r+1}^{r+s} (1 - \hat{\zeta}_b)}{\prod_{a=1}^{r+s} \hat{\zeta}_a \prod_{b=r+1}^{r+s} (1 - \hat{\zeta}_b) + \prod_{a=1}^{r} (1 - \hat{\zeta}_a) \prod_{b=r+1}^{r+s} \hat{\zeta}_b} \right), \tag{39}
\]

where \( P(r) \) is the probability distribution of a Poisson random variable \( X \), \( \Pr(X = r) = e^{-\lambda r}/r! \), with mean \( \lambda = K\alpha/2 \).

The generic way to solve the set of coupled equations (36)–(37) is by using population dynamics (see p. 12). In this numerical method one approximates the distribution of \( \zeta \) (or \( \hat{\zeta} \)) through a sample of \( N \) i.i.d. copies of the variable and exploits the property that, in the limit of large \( N \), the empirical distribution of the sample converges to the actual distribution.

### 3.2 Free Entropy

Recall from Section 2 that the free entropy informs us about the number of solutions, and it is a function of the messages of the factor graph. We now evaluate the free entropy for a \( K \)-SAT problem. If \( E \) denotes the set of edges in the graph, there are \( 2|E| \) messages, which we collectively denote by \( m \equiv \{m_{i\rightarrow a}(\cdot), \hat{m}_{a\rightarrow i}(\cdot)\} \). The free entropy then reads

\[
F(m) = \sum_{a \in F} F_a(m) + \sum_{i \in V} F_i(m) - \sum_{(ai) \in E} F_{ai}(m),
\]

where \( F \) is the set of factor nodes, \( V \) is the set of variable nodes, and

\[
F_a(m) = \log \left[ \sum_{x_{\partial a}} \psi_a(x_{\partial a}) \prod_{i \in \partial a} m_{i\rightarrow a}(x_i) \right], \tag{40}
\]

\[
F_i(m) = \log \left[ \sum_{x_i} \prod_{b \in \partial i} \hat{m}_{b\rightarrow i}(x_i) \right], \tag{41}
\]

\[
F_{ai}(m) = \log \left[ \sum_{x_i} m_{i\rightarrow a}(x_i) \hat{m}_{a\rightarrow i}(x_i) \right]. \tag{42}
\]

In \( F_a(m) \), the sum \( \sum_{x_{\partial a}} \) is over all the possible configurations of the variable nodes adjacent to \( a \). In terms of \( \zeta \equiv \{\zeta_{ia}, \hat{\zeta}_{ai}\}, \) Eqs. (40)–(42) read

\[
F_a(\zeta) = \log \left[ 1 - \prod_{i \in \partial a} \zeta_{ia} \right], \tag{43}
\]

\[
F_i(\zeta) = \log \left[ \prod_{a \in \partial b i} \hat{\zeta}_{ai} \prod_{b \in \partial b i} (1 - \hat{\zeta}_{bi}) + \prod_{a \in \partial b i} (1 - \hat{\zeta}_{ai}) \prod_{b \in \partial b i} \hat{\zeta}_{bi} \right], \tag{44}
\]

\[
F_{ai}(\zeta) = \log \left[ \zeta_{ia} \hat{\zeta}_{ai} + (1 - \zeta_{ia})(1 - \hat{\zeta}_{ai}) \right]. \tag{45}
\]

In section 2.4.2 we saw that under RS assumptions, the Bethe free-entropy density in the thermodynamic limit is

\[
\lim_{N \to \infty} \frac{F}{N} = f^{RS} = f_v^{RS} + \alpha f_e^{RS} - K\alpha f_v^{RS} \tag{46}
\]
where

\[ f_{\text{RS}} = \mathbb{E} \log \left[ \prod_{a=1}^{p} \zeta_a \prod_{b=p+1}^{p+q} (1 - \hat{\zeta}_b) + \prod_{a=1}^{p} (1 - \hat{\zeta}_a) \prod_{b=p+1}^{p+q} \hat{\zeta}_b \right], \]

\[ f_{c}^{\text{RS}} = \mathbb{E} \log [1 - \zeta_1 \cdots \zeta_{K-1}], \]

\[ f_{c}^{\text{RS}} = \mathbb{E} \log [(1 - \zeta_1)(1 - \hat{\zeta}_1) + \zeta_1 \hat{\zeta}_1]. \]

Here \( \mathbb{E} \) denotes expectation with respect to the variables \( \zeta_1, \ldots, \zeta_K \) (the i.i.d. copies of \( \zeta \)), \( \hat{\zeta}_1, \ldots, \hat{\zeta}_{p+q} \) (the i.i.d. copies of \( \hat{\zeta} \)), and the Poisson random variables \( p \) and \( q \). We can use population dynamics to estimate the distributions of \( \zeta \) and \( \hat{\zeta} \), and then use the resulting samples to estimate the free-entropy density, Eq. (46). The outcome of this procedure, repeated for several values of \( \alpha \), is summarized in Fig. 9. The entropy density is strictly positive and decreasing for \( \alpha \leq \alpha_\ast(K) \), with \( \alpha_\ast(3) \approx 4.677 \). The value \( \alpha_\ast(K) \) is the RS prediction for the SAT-UNSAT threshold \( \alpha_\ast(K) \), where \( K \)-SAT instances cease to be satisfiable.

![Figure 9. Estimate of the Bethe free-entropy density as a function of the clause density, for 3-SAT and assuming replica symmetry. The curve reaches 0 entropy at around \( \alpha_\ast(3) \approx 4.677 \).](image)

Unfortunately, this result is inconsistent with the upper bound \( \alpha_{UB}(3) \approx 4.666 \), derived rigorously from the first moment method (see lecture 3 by Cris Moore). The reason for this contradiction is that the RS assumption is expected to be correct only up to the condensation transition \( \alpha_c(3) \approx 3.86 \), where pure states start to proliferate (see Sec. 2).

**BP-guided decimation**

Another way to realize that the RS assumption cannot be valid close to the SAT-UNSAT threshold is by using the BP iteration. We can just pick a random \( K \)-SAT instance, initialize the messages with uniform random numbers, and then iterate the BP equations (34)–(35) until no message changes by more than some prescribed small number \( \delta \). If we fix a large time \( t_{\text{max}} \), we can estimate the probability of convergence within \( t_{\text{max}} \) by repeating the same experiment many times. Figure 10 summarizes such an experiment for \( K = 3 \) and \( K = 4 \). The estimated probability curves show a sharp decrease around a critical value of \( \alpha \), which we denote \( \alpha_{\text{BP}} \) and which turns out to be robust to variations of \( \delta \) and \( t_{\text{max}} \).

We can go further and find a SAT assignment based on the messages obtained after convergence of the BP iteration. The method is called BP-guided decimation and is as follows. Given the BP estimate of the marginal of \( x_i \), we compute the bias \( \pi_i \equiv P_i(1) - P_i(1) \) for each variable, and then pick the variable with highest \( |\pi_i| \). This variable is fixed to its favored value (i.e., \( x_i \) is set to 0 if \( \pi_i > 0 \), or to 1 otherwise), and the SAT formula is reduced (decimated) using this individual assignment. The method is repeated until all the variables are assigned, or until the BP fails to converge. The probability that BP-guided decimation results in a SAT assignment is shown in Figure 10, for several values of \( \alpha \) and for \( K = 3, 4 \). Note that for 3-SAT the decimation method returns a SAT assignment almost every time the BP iteration converges (that is, for \( \alpha \lesssim 3.85 \)). In contrast, for 4-SAT BP-guided decimation finds SAT assignments for \( \alpha \lesssim 9.25 \), while BP converges most of the time for \( \alpha \lesssim 10.3 \) (a value that is larger than the conjectured SAT-UNSAT threshold, \( \alpha_\ast(4) \approx 10.93 \)).

This numerical experiment shows that something goes wrong when \( \alpha \) is large enough. It also shows that 4-SAT is qualitatively different from 3-SATs; what makes BP fail at large \( \alpha \) differs depending on the \( K \) we consider. For \( K = 3 \) the BP fixed point becomes unstable at around \( \alpha_{\text{BP}} \approx 3.86 \), which leads to errors in decimations. [short sketch on how to determine
We will estimate the ground state density with the cavity method. For this we need to adapt the message-passing rules, Eqs. (32)–(33), in two steps. First we need to compute max-marginals, rather than marginals. This is a straightforward step that consists of replacing sums with maximizations, and leads to the so-called \textit{max-product} update rules

\[
\hat{m}_{a \rightarrow t}^{(t)}(x_i) \equiv \max_{x_{\partial a \setminus i}} \left\{ \psi_a(x_{\partial a}) \prod_{k \in \partial a \setminus t} m_{k \rightarrow a}^{(t)}(x_k) \right\},
\]

\[
m_{i \rightarrow a}^{(t+1)}(x_i) \equiv \prod_{b \in \partial b \setminus a} \hat{m}_{b \rightarrow i}^{(t)}(x_i).
\]

Second, we express these update rules in terms of the energy \(E(x)\), which amounts to taking the logarithm of Eqs. (48)–(49). The resulting algorithm is the so-called \textit{min-sum} algorithm:

\[
\hat{E}_{a \rightarrow t}^{(t)}(x_i) = \min_{x_{\partial a \setminus i}} \left\{ E_a(x_{\partial a}) + \sum_{k \in \partial a \setminus t} E_{k \rightarrow a}^{(t)}(x_k) \right\} + \hat{C}_{a \rightarrow t}^{(t)},
\]

\[
E_{i \rightarrow a}^{(t+1)}(x_i) = \sum_{b \in \partial b \setminus a} \hat{E}_{b \rightarrow i}^{(t)}(x_i) + C_{i \rightarrow a}^{(t)}.
\]
The fixed point of these equations are known as the energetic cavity equations. In the same way that the max-product marginals are defined up to a multiplicative constant, min-sum messages are defined up to an overall additive constant. We set the constants $C_{i \rightarrow a}$ and $\hat{C}_{a \rightarrow i}$ so that $\min_x \hat{E}_{i \rightarrow a}^{(t+1)}(x_i) = 0$ and $\min_x \hat{E}_{i \rightarrow a}^{(t)}(x_i) = 0$. With this arrangement, all energies are relative to the ground-state energy.

Warning Propagation

The fact that the energy function, Eq. (47), counts the number of violated constraints allows us to simplify the min-sum updates given by Eqs. (50)–(51). It can be shown that, if messages are initialized so that $\hat{E}_{i \rightarrow a}^{(0)}$ are either 0 or 1, the subsequent values of $\hat{E}_{i \rightarrow a}^{(t)}$ obtained from the min-sum updates will also be either 0 or 1 (see Mézard and Montanari, 2009). As a consequence of this property, instead of keeping track of the variable-to-node messages $E_{i \rightarrow a}()$, we will only bother to use the projections on $\{0, 1\}$, 

$$E_{i \rightarrow a}(x_i) = \min\{1, E_{i \rightarrow a}(x_i)\}.$$ 

The update rules become 

$$\hat{E}_{a \rightarrow i}^{(t+1)}(x_i) = \min_{x_{\partial i \setminus a}} \left\{ E_a(x_{\partial i}) + \sum_{k \in \partial a \setminus i} E_{k \rightarrow a}^{(t)}(x_k) \right\} + \hat{C}_{a \rightarrow i}^{(t)}, \quad (52)$$ 

$$E_{i \rightarrow a}^{(t+1)}(x_i) = \min \left\{ 1, \sum_{b \in \delta a \setminus i} \hat{E}_{b \rightarrow i}^{(t)}(x_i) + C_{i \rightarrow a}^{(t)} \right\}. \quad (53)$$ 

This simplified min-sum algorithm with update equations (52)–(53) is called the warning propagation algorithm. The name stems from the interpretation of $E_{i \rightarrow a}$ as a warning: $E_{i \rightarrow a} = 1$ means that, according to the set of constraints $b \in \delta \setminus a$, the $i$-th variable should not take the value $x_i$; analogously, $E_{i \rightarrow a} = 0$ means that, according to the set of constraints $b \in \delta \setminus i$, the $i$-th variable has green light to take the value $x_i$. The main advantage of warning propagation is that messages are are either 0 or 1, rather than distributions.

Because our problem involves binary variables and hard constraints, the messages of the 1RSB cavity equations are triples: $(Q_{ia}(0), Q_{ia}(1), Q_{ia}(*))$ for variable-to-function messages and $(\hat{Q}_{ai}(0), \hat{Q}_{ai}(1), \hat{Q}_{ai}(*))$ for function-to-variable messages. In the case of $K$-satisfiability, these messages can be simplified further: if $J_{ai} = 0$ then $Q_{ia}(1)$ is necessarily 0; if $J_{ai} = 1$ then $Q_{ai}(0)$ must be 0. This is because a ‘0’ message means that the constraint $a$ forces $x_i$ to take the value 0 in order to minimize the system’s energy. In K-SAT this can happen only if $J_{ai} = 0$, because $x_i = 0$ is the value that satisfies $a$. An analogous argument applies for the ‘1’ message. The bottom-line is that function-to-variable messages can be parametrized by a single real number. We take this number to be $\hat{Q}_{ai}(0)$ if $J_{ai} = 0$ and $\hat{Q}_{ai}(1)$ if $J_{ai} = 1$, and denote it simply by $\hat{Q}_{ai}$.

Similarly, we can use a parametrization for the variable-to-function message $Q_{ia}()$ that takes into account the value of $J_{ai}$. We denote by $Q_{ia}(0)$, $Q_{ia}(1)$, and $Q_{ia}(*)$ the three possible type of messages: $m(1) > m(0) = 0$, $m(0) = m(1) = 0$, and $m(0) > m(1) = 0$, respectively. We then define, if $J_{ai} = 0$, $Q_{ia}^S \equiv Q_{ia}(0)$, $Q_{ia}^U \equiv Q_{ia}(*)$, and $Q_{ia}^U \equiv Q_{ia}(1)$. Conversely, if $J_{ai} = 1$, we have $Q_{ia}^S \equiv Q_{ia}(1)$, $Q_{ia}^* \equiv Q_{ia}(*)$, and $Q_{ia}^U \equiv Q_{ia}(0)$. The interpretation of the new defined variables is as follows 

$$Q_{ia}^S = \Pr(x_i \text{ is forced to satisfy } a \text{ by } b \in S_{ia}),$$ 

$$Q_{ia}^U = \Pr(x_i \text{ is forced to violate } a \text{ by } b \in U_{ia}),$$ 

$$Q_{ia}^* = \Pr(x_i \text{ is not forced by } b \in S_{ia} \cup U_{ia}),$$ 

$$\hat{Q}_{ai} = \Pr(x_i \text{ is forced by clause } a \text{ to satisfy } a).$$

At this point we could derive the explicit 1RSB equations in terms of the messages $Q_{ia}^S$, $Q_{ia}^U$, $Q_{ia}^*$, and $\hat{Q}$. Another option is to use the above interpretation of the messages to guess the 1RSB cavity equations. Note first that clause $a$ forces variable $x_i$ to satisfy $a$ only when all the other variables involved in $a$ are forced (by some other clause) not to satisfy $a$. This can be stated as 

$$\hat{Q}_{ai} = \prod_{j \in \partial a \setminus i} Q_{ja}^U.$$
Let’s define $\Omega^S$ and $\Omega^U$ as, respectively, the subset of clauses $S_{ia}$ and $U_{ia}$ that send a warning. For concreteness, let’s pick the variable node $i$ and assume that $J_{ia} = 0$ (the opposite case leads to identical equations). In that case, $S_{ia}$ is the subset $b \in \partial \setminus a$ for which $J_{ib} = 0$, while $U_{ia}$ is the remaining set of neighbors except $a$ for which $J_{ib} = 1$. Let’s also assume that the clauses $\Omega^S \subseteq S_{ia}$ and $\Omega^U \subseteq U_{ia}$ force the variable node $i$ to take the value $x_i$ that satisfies them. It follows that $x_i$ is forced to satisfy $a$ if $|\Omega^S| > |\Omega^U|$, and it is forced to violate $a$ if $|\Omega^S| < |\Omega^U|$: $x_i$ is not forced if $|\Omega^S| = |\Omega^U|$. The energy shift equals the number of ‘forcing’ clauses in $\partial \setminus a$ that are violated when $x_i$ is set to satisfy the largest number of clauses. This leads to $\min(|\Omega^S|, |\Omega^U|)$ violated clauses. The resulting 1RSB message passing algorithm, also known as Survey Propagation equations, reads

$$Q_{ia}^U \approx \sum_{|\Omega^U| > |\Omega^S|} e^{-y|\Omega^U|} \prod_{b \in \Omega^U \cup \Omega^S} \hat{Q}_{bi} \prod_{b \notin \Omega^U \cup \Omega^S} (1 - \hat{Q}_{bi}),$$

$$Q_{ia}^S \approx \sum_{|\Omega^S| > |\Omega^U|} e^{-y|\Omega^U|} \prod_{b \in \Omega^U \cup \Omega^S} \hat{Q}_{bi} \prod_{b \notin \Omega^U \cup \Omega^S} (1 - \hat{Q}_{bi}),$$

$$Q_{ia}^* \approx \sum_{|\Omega^U| = |\Omega^S|} e^{-y|\Omega^U|} \prod_{b \in \Omega^U \cup \Omega^S} \hat{Q}_{bi} \prod_{b \notin \Omega^U \cup \Omega^S} (1 - \hat{Q}_{bi}).$$

(54) (55) (56)

The overall normalization is fixed by the condition $Q_{ia}^U + Q_{ia}^S + Q_{ia}^* = 1$. These equations are not much more complicated to solve than those for BP. Like in the BP equations, we can use Eqs. (54)–(56) to find the fixed point of the messages $\{\hat{Q}_{ia}, Q_{ia}\}$ for a given instance, or, rather, we can do statistical analysis. In the latter case, we can compute with population dynamics the probabilities $P(\hat{Q}_{ia})$ and $P(Q_{ia}^S, Q_{ia}^*, Q_{ia}^*)$. We can then compute the Bethe-free energy, and then the Legendre transform of the resulting formula, from which we obtain the complexity as a function of the energy. We get Figure 11 From the figure we see that

![Figure 11](image)

**Figure 11.** Energetic complexity density versus energy density for the 3-SAT problem, and for three different clause densities, indicated in the legend.

$\alpha = 4.3$ we get a certain number of contradictions (given by the finite energy at $\Sigma = 0$, i.e., the intersection with the abscissa). The number of contradictions decreases as we reduce $\alpha$, until contradictions vanish. This happens when the value of $\alpha$ is such that the curve crosses the origin of the $\Sigma$ vs energy curve, which is approximately $\alpha \approx 4.2667$. This is the prediction for the SAT-UNSAT threshold. An analogous derivation for the 4-SAT problem leads to the estimate $\alpha \approx 9.667$.
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