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Abstract

The aim of this thesis is to study human-human interaction in order to provide virtual agents and robots with the capability to engage into multi-party-conversations in a human-like-manner. The focus lies with the modelling of conversational dynamics and the appropriate realization of multi-modal feedback behaviour. For such an undertaking, it is important to understand how human-human communication unfolds in varying contexts and constellations over time. To this end, multi-modal human-human corpora are designed as well as annotation schemes to capture conversational dynamics are developed. Multi-modal analysis is carried out and models are built. Emphasis is put on not modelling speaker behaviour in general and on modelling listener behaviour in particular.

In this thesis, a bridge is built between multi-modal modelling of conversational dynamics on the one hand multi-modal generation of listener behaviour in virtual agents and robots on the other hand. In order to build this bridge, a unit-selection multi-modal synthesis is carried out as well as a statistical speech synthesis of feedback. The effect of a variation in prosody of feedback token on the perception of third-party observers is evaluated. Finally, the effect of a controlled variation of eye-gaze is evaluated, as is the perception of user feedback in human-robot interaction.
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Part I. Background
1. Introduction

Human-human communication is characterised by our ability to read and respond to each other’s opinions, attitudes, and interest level. In fact, learning to understand the dynamics of interpersonal communication is quite a daunting task, and yet most of us acquire it with ease while growing up. Our responses are to a large degree based on our interpretation of the verbal content of an utterance. However, nonverbal cues, such as smiles, head nods, and the direction of eye-gaze, are of great importance too. Many of these responses, particularly those that react to the nonverbal cues, happen rapidly and unconsciously. Caught up in a conversation, humans do not typically try to decipher prior to acting what it was exactly that triggered their instinctive reaction.

Once we have mastered this skill, it becomes quite an intrinsic part of our everyday conversational dances. Going against this acquired sensitivity would not only require a conscious effort, it would also be considered impolite and perhaps even upsetting by conversational partners. As listeners, it is our role to indicate that we are following the conversation and that we are paying attention to the speaker. If we feel bored or if we would like to leave the conversation, it is appropriate to indicate this with subtle cues rather than with speaking out, which would end a conversation abruptly. As a speaker, it is our role to pay attention to the listener in order not to make the conversation longer than the listener wishes it to be.
An everyday example of our capability to detect whether people are following the conversation may be demonstrated by using Figure 1, in which a group of people is sitting around a table. For us humans, it is relatively easy to guess that Person A is paying attention the speaker, Person B is distracted by focusing on his paper, Person C and D are engaged in a side conversation, and Person E is listening but is not directly involved. Person F might have been the last addressee, and Person G is the current speaker.

**Figure 1:** A group of people sitting around a table.

In recent years, there has been a growing interest in the analysis of dyadic and multi-party communication. The main goals of these analyses were to design computational models that could recognize non-verbal behaviour, examples of which are the identification of roles within a group (Beyan et al., 2016; Sanchez-Cortes et al., 2013), the recognition of personality (Aran & Gatica-Perez, 2013; Cabrera-Quiros et al., 2016), the understanding of first impressions (Nguyen et al., 2014), and the understanding personal relationships (Zhao et al., 2016).
Most of these studies, including this thesis, can be classified under the header of Social signal processing (Pantic et al., 2011; Vinciarelli et al., 2009). Social signal processing is “the new research and technological domain that aims at providing computers with the ability to sense and understand human social signals” (Vinciarelli et al., 2009). Social signal processing defines several challenges for the machine analysis of social signals. Among these are: the recording of the scene, the automatic detection of people within a given scene, the extraction of audio-visual cues, their behavioural analysis, and their classification within a given context. These challenges will also be discussed in this thesis.

1.1 Motivation

The work described in this thesis is the result of my initial curiosity and puzzlement when trying to understand group dynamics. I asked myself what it is that makes people understand whether someone is willing to continue their participation in a conversation or not, especially when there are more than two people involved in the interaction. This fascination, paired with an interest in developing new technologies especially for the use in human-robot interactions, lead to a gradual shift from very open, in-the-wild data-collection scenarios to very meticulous and controlled perception experiments over the course of this thesis.

During the process of analysis, it became more and more apparent that, if aiming for modelling engagement, it was essential to focus on the listener. Even though inferring information about the listener is much harder than inferring information about the speaker, it is the listener who is most important in signalling whether a conversation is reaching an end or whether it continue.

Hence, the common thread running through this thesis is the perception of group involvement, and the participation of individuals within a group. The question is asked how differences in audio-visual cues can help explain differences in perception and how their generation in a virtual agent or robot can aid the development of more engagement-aware human-computer interaction.
1.2 Research questions

While research questions concerning human behaviour in groups are manifold, this thesis will focus on the concept of group involvement, individual engagement, and listener types. The exact definition of these terms is rather complex and will thus be discussed in detail in Chapter 2.1. This thesis will also consider the attention of people towards each other in a conversational context, and it will investigate how the models developed in human-human interaction can be used for human-robot interaction. Culture can be an important factor influencing group interactions; however, its explicit analysis lies outside the scope of this thesis. Similarly also the analysis of dominance (Charfuelan et al., 2010; Frauendorfer et al., 2014; Sanchez-Cortes et al., 2013) and rapport (Gratch et al., 2006; L. Huang et al., 2011; Zhao et al., 2014), while related, lies outside the scope of this thesis.

The work described in this thesis explores the following research questions:

A: What are the audio-visual cues to group involvement and individual engagement?

1. In which way should a corpus recording be designed in order for it to capture as high variance in conversational dynamics?

2. Is group involvement a binary or scalar phenomenon?

3. Is it related to prosodic mimicry and is the fusion of audio-visual cues beneficial to its prediction?

4. Is it possible to define eye gaze features that describe individual engagement as well as group involvement? Are these features useful for automatic prediction of engagement and involvement?
B: *How do human listeners signal their degree of engagement?*

1. Are there listener-type-specific differences in audio-visual behavioural patterns?
2. And if there are differences, are they perceived differently in terms of attentiveness, focusing solely on listener feedback tokens? Are there backchannels types that are perceived to be more attentive than others?

C: *Can we model an artificial listener that can display different degrees of attention?*

1. Is it possible to provide a speech synthesizer with an explicit control of the degree of attentiveness?
2. Can statistical parametric speech synthesis be used to validate prosodic models of perceived attentiveness?
3. Is it possible to affect the amount of listener feedback in human-robot interaction by controlling for the gaze direction of the robot?
4. How is uncertainty in human-robot interaction expressed in the feedback utterances of the listener?

The answer to these questions, gained through the studies included in this thesis, will be presented in the following chapters.
1.3 Thesis outline

1.3.1 Included papers

Study I

The studies summarised here are based on the D64 corpus. The D64 corpus is a richly recorded corpus of group interactions “in the wild”. All the studies comprised in this journal paper share a concern for the dynamics of interpersonal communication. In particular, they are concerned the study of group involvement as well as mimicry and their non-verbal correlates. These non-verbal correlates include gaze, blinking, and prosodic cues such as pitch range and intensity. Prediction experiments are carried out in order to investigate which modality best predicts group involvement. Moreover, a methodology is proposed that is able to describe the dynamics of mimicry.

Study II

This study is based on the KTH werewolf corpus. The aim of this study is to define those gaze features that make it possible to describe both group involvement as well as conversational engagement. The features that are proposed here are presence, entropy, symmetry, and MaxGaze. Individual engagement is assessed by the participants of the study themselves, whereas group involvement is assessed by third party observers. Descriptive statistics as well as machine-learning methods are employed in order to investigate the usability of the proposed gaze features.

Study III

This study is based on the KTH Idiap Group Interviewing Corpus. It aims at discovering patterns in non-verbal behaviour (e.g. gaze and, visual and acoustic backchannel) of different listener categories, such as attentive listeners, side participants, and bystanders. A further aim is to understand the relationship between individual engagement and the different listener categories as well as to build a classifier which tests how well the different listener categories may be classified automatically.
Study IV

This study, too, is based on the KTH Idiap Group Interviewing Corpus. Its objective is to investigate backchannels in terms of their perceived attentiveness. Furthermore, it wishes to understand how backchannels that differ prosodically need to be realised for people to perceive the difference. In order to achieve this goal, a perception test is set up and the backchannels are analysed prosodically. Having identified the relevant prosodic features, we apply ordinal machine learning techniques in order to test whether attentiveness in backchannels could be predicted automatically.

Study V

This study is a follow-up of Study IV. While Study IV investigated acoustic backchannels in terms of their perceived attentiveness, the current study investigates the perceived attentiveness of head nods. It also examines how a fusion of both modalities is perceived by third-party observers. The head nods are generated based on visual information extracted from the KTH Idiap corpus recordings. They are, therefore, quite close to human head nods. In order to test third-party observer impressions, crowd-sourced perception tests are set up, and the head nods as well as the acoustic backchannels are realized in a virtual agent. Ordinal machine learning is carried out in order to test how well attentiveness can be predicted in head nods as well.

Study VI

This study is building on study IV in that it tries to use study IV’s findings and use it for the synthesis of backchannels. The first step was the creation of a parametric speech synthesiser based on re-enacted recordings of the KTH Idiap group interviewing corpus. In a second step, a crowd-sourced perception test is set up in order to investigate whether synthesised backchannels are perceived in a similar fashion to the human produced backchannels. Also, a perception test is used to examine whether it is possible to generate backchannels that are perceived as more or less attentive than those from KTH Idiap corpus.
Study VII

This study investigates to what extent the gaze direction of a virtual agent can influence the feedback behaviour of its human interlocutor. For this investigation, a study is designed in which a virtual agent is given a cooking recipe and the human is asked to provide feedback. The gaze direction of the virtual agent during the narration is controlled for based on the hypothesis that the human interlocutor will provide more feedback when the gaze of the virtual agent is directed towards him or her.

Study VIII

This study explores human-robot interaction in the context of a map-task scenario. A robot is providing direction to find a given landmark and the human interlocutor has to sign in the route. Most relevant to the present discussion is analysis of uncertainty in feedback realisations of the human interlocutor. The question is asked: is the lexical form of feedback tokens distributed differently in the tokens that are perceived to convey certainty and those that are perceived to convey uncertainty? Moreover, an acoustic analysis is carried out to identify the acoustic features that distinguish certain from uncertain feedback tokens. Finally, a classifier is trained in order to investigate the prediction performance of the features.

Study IX

This study describes the Stockholm Werewolf Corpus. The Stockholm Werewolf corpus is a multi-party interaction corpus which is situated in the context of the role-playing game Die Wärwölfe von Düsterwald ®. Particular focus is given to the positioning of the cameras, the seating of the participants, and the timing of the distribution of the questionnaires. This enables us to assess the group’s involvement and the individual participants’ engagement in the conversation. The corpus is annotated both for gaze and group involvement.
1. Introduction

Study X

This paper describes the KTH Idiap Group Interviewing Corpus. The Corpus is designed to reduce manual annotation to a bare minimum, which was accomplished by making the automatic extraction of audio-visual cues as easy as possible. Furthermore, it is designed to maximize variation in conversational dynamics. In order to illustrate the potential of this corpus in terms of non-verbal analysis, some preliminary gaze transition patterns are also included.
Modelling Engagement in Multi-Party Conversations
2. Individual Engagement and Group Involvement

2.1 Definition

Quantifying a person’s level of engagement in a conversation and estimating the involvement of the whole group of people is not a trivial task to accomplish. Since the mid 20th century, a growing number of researchers have started to investigate this topic. The first issue they had to tackle was the conceptualisation of the term involvement and engagement themselves.

There are a lot of terms used to describe the same or a similar concept. Such terms include: “interest”, “arousal”, “attention”, “conversational involvement”, “face engagement”, “group interest”, “group engagement”. The current section will provide an overview over definitions and how they coincide or differ from the use of group involvement and individual engagement, as used in this thesis.

Peters et al. (Peters et al., 2009) summarise that despite there being differences in the use of engagement related concepts there still appear to be two fundamentals which describe engagement; the first one is attentional- and the second one is emotional involvement. The following section attempts to provide an overview of the different uses of engagement and involvement.

Coker and Burgoon (Coker & Burgoon, 1987) attempted to form one of the first conceptualisations. They described conversational involvement as consisting of five distinct variables: “the degree of animation and dynamism”, ” the tendency to be interested in, attentive to, and adaptive to the other in a conversation”, the “immediacy” in the behaviour of the interlocutors, and their degree of “social anxiety”. Goffman (Goffman, 1966) defined face engagement as follows:
“Face engagements comprise all those instances of two or more participants in a situation joining each other openly in maintaining a single focus of cognitive and visual attention – what is sensed as a single mutual activity, entailing preferential communication rights.”

Another way to describe different levels of engagement in a group of people was proposed by Clark (Clark, 1996), who build on Goffman (Goffman, 1967). He refers to people within an interaction as belonging to different participation categories. To make this classification, he first distinguishes between participants and non-participants. The group of participants he considers to consist of “the speaker”, “the current addressee” and “the sideparticipant”. The group of non-participants includes the categories of “bystanders” and “overhearers”. Sidner et al. (Candace L. Sidner et al., 2005), in contrast, define engagement as “the process by which two (or more) participants establish, maintain and end their perceived connection during interactions they jointly undertake”. Gatica-Perez, Mcowan et al. (Gatica-Perez et al., 2005) define group interest as “the perceived degree of interest or involvement of the majority of the group”. Salam, Celiktutan et al. (Salam et al., 2016) defined “group engagement” as “the engagement state of two entities in the interaction together with another entity”. Their definition is based on the assessment their annotators made for the following statements: “The person to my left/right is engaged/involved in the interaction with the robot”, “is bored”, “is interested by what the robot is saying”, “likes the interaction”. Oertel, Scherer et al. (Oertel et al., 2011b) define group involvement as “a group variable which is calculated as the average of the degree to which individual people in a group are engaged in spontaneous, non-task-directed conversations”.

In their definitions, Goffman (Goffman, 1966) and Sidner (Candace L. Sidner et al., 2005) describe engagement as a process. They encompass the action of getting engaged as part of the construct of engagement itself. Our definition and treatment of the construct of engagement is different from these approaches in that we restrict engagement to the context of an already on-going conversation.

Goffman (Goffman, 1966), moreover, emphasises both the importance of the single cognitive as well as the importance of the visual focus of attention. In our work, we take into consideration more than a single focus of attention. In fact, we define four different gaze variables that are designed to summarise different aspects of engagement (cf. Study II).

Coker and Burgoon (Coker & Burgoon, 1987) and Poggi (Poggi, 2007) appear to stress the psychological aspect of engagement. Our work is probably closest to their work in this respect.

Finally, similar to Gatica-Perez, Mccowan et al. (Gatica-Perez et al., 2005), we see group involvement as being the average of the individual participant’s engagement. It has to be noted here that this does not entail annotating each participant separately before calculating the average. Group involvement is annotated as a variable in its own right without explicitly taking the engagement of the individual participants into account. In this regard, our work is different from Salam, Celiktutan et al. (Salam et al., 2016) who did not annotate group involvement as a variable in its own right.
2.2 Multi-Modal Corpora for Group Interactions

Over the last decade, more and more corpora have been created, such as the ones described in, (Rehm & Nakano, 2008) (Lücking et al., 2013), (Traum et al., 2012), (Sun et al., 2011) (Chen et al., 2005) and (Mana et al., 2007). They were often created with very specific tasks in mind, and often contain scripted or task-directed speech.

The following section will review existing corpora that are most relevant to this thesis, with some comment on how the design choices might influence engagement modelling using audio-visual cues.

All of the following corpora are multi-party corpora. They vary, however, in their design and set-up. For example, the AMI (Carletta, 2007) meeting corpus and the CHIL corpus (Mostefa et al., 2007) are meeting corpora. In both corpus collections whiteboards present in the room, and participants were taking notes.

The Idiap Wolf Database (Hung & Chittaranjan, 2010) involved subjects that were playing a role-playing game called *Würwölfe von Düsterwald®*. In this recording the participants were seated in a half circle when playing the game. Moreover, as the corpus was not designed with the study of group involvement and individual engagement in mind no questionnaire was administered during the recordings. Such a questionnaire, could have captured participants’ impressions of their own engagement as well as each other’s engagement.

In (Kawahara et al., 2013), Kawahara et al. recorded a corpus to investigate the level of interest and comprehension in scientific poster presentations. They recorded data in which one researcher would present his or her research interest to two further people. Each presentation, which typically lasted between 20-30 minutes, was divided into four or eight separate components and was followed by an overall question/answer phase.
2. Individual Engagement and Group Involvement

The D64 corpus (Oertel et al., 2013a) is the corpus which forms the basis for Study I. It is a richly recorded corpus of approximately two days of interactions. Four to five participants met in an apartment in Dublin which was equipped with all kinds of sensors. They talked about any topic which sprang to mind over the course of these two days. While the D64 corpus allowed for insights into group dynamics due to the openness of the setting, it also had several disadvantages. Both the light setting and the seating arrangement of the participants were not ideal for the manual annotation of eye-gaze. They also made an automatic estimation of eye-gaze impossible. Additionally, the acoustic settings were not always optimal. In some instances, the dishwasher was running or the kettle was boiling, which made it impossible to extract and carry out prosodic analysis for certain sections of the corpus. One further disadvantage, at least for the study of individual engagement, was the difference in hierarchy between participants. The group consisted of several professors and two master’s students, which might have influenced the conversational dynamics. Finally, the conversation was not designed to contain a rich set of changes in conversational dynamics over a short period of time. This was both a disadvantage and an advantage. It was a disadvantage since the corpus data needed more annotations than a shorter, more dynamic corpus in order to achieve similar results in terms of individual engagement and group involvement. It was an advantage, as the corpus displayed conversational dynamics as they unfold in everyday conversations.
The Tutorbot corpus (Koutsombogera et al., 2014) investigates multi-party conversations in a game scenario. Here, the focus lies with a tutoring scenario. It is the task of one of the participants to play the role of a supportive tutor or neutral tutor. Participants had to jointly sort cards that were laid out in front of them.

(Moubayed et al., 2013) base their corpus on their design of a three-party quiz-scenario. The setup used is a small round table with three Tobii gaze trackers, three web cameras and a Microcone microphone array with 6 directional microphones. The participants did not have any objects on the table that was part of the interactional task.

This thesis is concerned with the modelling of group involvement and individual engagement using eye-gaze. However, the presence of objects, such as whiteboard, cards, and sheets of paper, will alter people’s gaze-pattern distributions, as was found for example by (Oertel et al., 2013a) and (Johansson et al., 2013) for head pose patterns in human–robot interaction. For example, it will be more difficult to assess whether averting the eye-gaze downwards is caused by disengagement or is simply the result of the participant gazing at a sheet of paper. While the inclusion of objects, such as whiteboards, cards, and posters can be very useful for many scenarios, it is a complicating factor for the purpose of this thesis.

Given the review of existing corpora, we decided to set up a number of requirements in order to answer the research questions pursued in the current thesis work. These corpus requirements are listed below:

1) It should contain multi-party conversations of at least three people but preferably more
2) The corpus should comprise spontaneous, non-scripted conversations
3) It should be rich in conversational dynamics
4) It should be recorded with a rich set of sensors, as this will allow for more scalable and easier post processing
5) There should be no eye-gaze distraction by objects in the room or by unequal participant-seating distributions
We first designed the Stockholm Werewolf corpus (Oertel et al., 2013b). The Stockholm Werewolf corpus is a multi-party interaction corpus which is situated in the context of the role-playing game *Die Wärwölfe von Düsterwald®*. Particular focus is given to the positioning of the cameras, the seating of the participants, and the timing of the distribution of the questionnaires. This enabled us to assess the group’s involvement and the individual participants’ engagement in the conversation. The corpus was annotated both for gaze and group involvement.

![KTH Werewolf corpus](image)

**Figure 3: KTH Werewolf corpus**

In (Oertel et al., 2014), we decided to use a scenario that was somewhere in between a game and real-life: a group interview. The exact details of the corpus set-up can be found in Study X.

The scenario was close enough to a real life experience for the participants: it was something they could identify with. Moreover, we included four distinct phases. In the first one, the participants had to introduce themselves. We assumed that this was the least cognitively changing task. Subsequently, the participants had to give an elevator pitch about their respective PhD projects and explain the impact on society. Finally, they were asked to come up with a joint PhD proposal. In many of these phases, the participants had to listen to the other participants and had to contribute to their contributions. These phases
allowed for the later analysis of four distinct conversation dynamic sections. Moreover, we kept the internal evaluation paradigm, but we amended it: this time, the participants themselves did not do their own evaluations; rather, the moderator of the group interview carried out the evaluations after the interview had finished.

Finally, the KTH Idiap Group Interviewing Corpus was designed to reduce manual annotation to a bare minimum, which was accomplished by making the automatic extraction of audio-visual cues as easy as possible. Furthermore, it is designed to maximize variation in conversational dynamics.

Figure 4: KTH-Idiap Group Interviewing Corpus Set-Up

After the Stockholm Wolfscorpus (Oertel et al., 2013b) and the KTH Idiap Corpus (Oertel et al., 2014) were recorded, several other corpora were created with the same scope as these two. Later examples of multi-party corpus collections include (Litman et al., 2016), who designed the Teams Corpus in order to investigate entrainment in groups of 3-4 people in a games scenario.

A final example is (Stefanov & Beskow, 2016) who, in their corpus, study the focus of attention of groups of participants. For this, they recorded groups of three participants while they were sorting cards. They also recorded groups of three participants, discussing their travel experiences without any objects present that might distract the visual focus of attention.
2.3 Data Annotation

The following section will provide an overview of the different approaches that are available to annotate engagement. There is quite a wide variety of ways in which engagement annotations are approached. For example, the instructions provided to annotators may already vary much per study. There are some that provide relatively detailed instructions for separating various contributing factors of engagement (Salam et al., 2016), while others depend more on the intuition of the annotators (Bonin et al., 2012). Most studies appear to rate involvement directly, but at least one study receives involvement annotations indirectly by using reactive tokens and question types (Kawahara et al., 2013). In the majority of cases, no explicit distinction is made between speakers and listeners. There are some exceptions, however, such as (Levitski et al., 2012), who explicitly investigate the role of the silent participant. Furthermore, (Yu et al., 2016), designed their annotation scheme on the basis of the users’ completion of the whole turn, thus implicitly annotating speaker engagement. The window size for a given annotation also varies notably: it ranges from 5 seconds in (Kim et al., 2016), to turns in (Yu et al., 2016), and minutes in (Kawahara et al., 2013). The granularity in which engagement is annotated ranges from a binary distinction (Levitski et al., 2012) to a 10-point scale (Salam et al., 2016). Most studies, however, choose a scale between four to six points. With the exception of (Kim et al., 2016), all other annotation schemes annotate engagement as a continuous rather than an ordinal variable. The number of annotators for a given segment also varies widely, yet all studies use at least two annotators. Finally, with the exception of (Gatica-Perez et al., 2005), (Salam et al., 2016), and (Lai et al., 2013), all studies treat engagement as an individual variable rather than a group variable.
For the studies included in this thesis, it should be noted that different annotation schemes have been used. The studies included in Study I are based on the relatively detailed annotation scheme proposed in the same study (10 points with explicit instructions). In Study II, we used an annotation scheme that was quite different from the one proposed in Study I. This was decided for the following reasons: first of all, the time window of five seconds that was used in Study I seemed to have been quite small. This means that the involvement state did not change over quite a number of windows. It was therefore decided not to maintain the five-second annotation window for the next study. Secondly, the conversational dynamics in Study II were quite different from the ones observed in Study I, since the participants were assigned predefined roles dependent on the game itself. Consequently, it was decided to use to use the annotation scheme as proposed in Study II. In Study III, we combined the categorical approach used in Study II with the scalar approach used in Study I. In particular, we used the scalar approach for engagement annotation (through a seven-point scale), as we noticed in Study I that the 10 points were not used by the participants. We also used the categorical approach for the definition of listener categories.

In general, the advantage of event-based measurements is that they aim to point towards the exact change in social dynamics. The disadvantage of such an approach, however, is that it is difficult for people to agree on the exact point in time when such a change occurs, since people assign different weight to different phenomena. The advantage of an interval-based approach is that it is less prone to annotator discrepancies. As the boundaries of the segment are predefined, annotators do not need to agree on the exact moment of change in the dynamics: they only need to average the perception of individual engagement or involvement over the given interval. Averaging, of course, has the disadvantage that some details may be lost. This may be counteracted by choosing smaller intervals.
2.4 Concluding Remarks

The previous section provided an overview of the definitions, data, and annotations that form the basis of this thesis. Existing definitions of individual engagement and group involvement have been discussed, and their relevance for the studies comprised in this thesis has been explained. The previous section has also compared existing approaches to the annotations of engagement and involvement. The choices that were made with regard to these annotations have been justified. Moreover, corpora in the area of multi-party, multi-modal interactions have been compared and the need for new corpus recordings has been justified. The following chapter will discuss nonverbal cues and their relevance to the interpretation of the dynamics of human communication.
3. An Overview of Relevant Nonverbal Cues

This chapter will provide an overview of relevant nonverbal cues for the analysis of group involvement and individual engagement. Special focus will be given to results relating to eye-gaze, prosody, backchannel, and head nods. Backchannels and head nods will be of particular importance when analysing and generating listener behaviours for human-robot interaction.

3.1 Gaze

Paying attention eye gaze is very important when trying to decipher human behaviour. Humans are able to use eye-gaze on purpose to signal information to their conversational partners. One example of this is signalling the focus of attention in order to establish a common point of reference. Another example is the purposeful aversion of gaze from one’s conversational partner in order to signal that one is no longer interested in continuing the conversation. There are, however, also patterns that are much more unconscious, for example, those related to turn taking (Kendon, 1967),(Argyle & Graham, 1976),(Vertegaal et al., 2001) , or to a person’s engagement in the conversation.

This thesis is concerned with the modelling of the second category, the more unconscious patterns. Most research on eye-gaze in conversational settings has been carried out on dyadic conversations. The following section tries to provide an overview of the current state of the art. It is important to consider environmental
factors when trying to model eye-gaze under varying contexts, as it is otherwise impossible to make any universal judgements (Peters et al., 2010). While there are some patterns that seem to hold more globally, it has, for example, been found that many gaze patterns vary substantially from one speaker pair to the next (Cummins, 2012). It has also been found that, gaze coordination is related to factors such as established common ground and mutual knowledge (Shockley et al., 2009).

Another interesting finding is that speaker and listener are different with regards to their gaze patterns. While the listener gazes at the speaker for long periods of time, the speaker gazes at the listener in short but comparatively frequent periods (Argyle & Cook, 1976). Moreover, (Janet Beavin Bavelas & Gerwing, 2011) found that the listener is more likely to produce feedback when a mutual gaze is established between a speaker and a listener (gaze window). Furthermore, they found that the speaker would avert his gaze more frequently during listener feedbacks and, as a result, would end the period of mutual gaze.

Figure 5: Human and Robot looking at each other
With regards to turn taking and gaze patterns, (Oertel et al., 2012) found that, for overlaps with speaker change, the previous speaker’s partner-oriented gaze increased suddenly following the onset of the incoming speaker’s turn. Moreover, they found that the extent to which incoming speakers tend to look away appears to be greater for speaker changes than for turn continuations. It was also greater, for overlap than for out-of-overlap constellations. In addition, silences and overlaps that were shorter than 130ms were similar to the silences with speaker change. Finally, they found that changes in gaze patterns appear to be observable well beyond the boundaries of the discourse phenomenon in question. Another study discovered that, in face-to-face conversation, mutual gaze occurs significantly more often during visual backchannels (Truong et al., 2011).

Recently (Zhao et al., 2016) found that mutual gaze is often established during self-disclosure and that listeners subsequently avert their gaze. When reference is made to a shared experience, listeners are also more likely to avert their gaze. This happens, when they are violating a social norm as well.

For multi-party conversations, (Bednarik et al., 2012) found that a low degree of engagement in their participants lead to long gaze durations towards the same interlocutors, while higher degrees of engagement coincided with participants gazing at the same target for shorter durations and, therefore, also gazing at more interlocutors.

For human-avatar interaction, (Edlund & Beskow, 2009) found that human interlocutors were more prone to initiate a turn when the avatar’s head and gaze were directed straight ahead, as opposed to when the head was turned slightly to the side and the gaze was shifted away from the listener. Another study showed that a robot that uses intentional gaze aversions is able to effectively manage the floor and is also perceived to be more thoughtful (Andrist et al., 2014). It was demonstrated by (Andrist et al., 2012) that a virtual agent employing affiliative gaze elicited more positive feelings of connection in the participants, while a virtual agent employing referential gaze improved participants’ learning.
3.2 Prosody

The current section will provide an introduction to prosody, and it will explain why prosody is relevant to the study of individual engagement and group involvement. Prosody may be roughly explained as speech melody. It is related to intonation, stress and rhythm. It can also be a very important cue to signalling whether one is finished with one’s turn or not (Beattie et al., 1982).

The main auditory features of prosody are *pitch, loudness, quantity* and *voice quality*. These features are closely related to the acoustic features *fundamental frequency* (F0), *intensity, duration* and *spectral characteristics*. When analysing pitch, it should be converted from Hertz to Semitones, since pitch is perceived by the human ear on a logarithmic scale. In general, when examining these features, speaker differences should be accounted for by normalization.

The same auditory features that are related to prosody are also known to be related to more global paralinguistic patterns, such as excitement in the speaker. For the studies included in this thesis, it is important to keep the prosodic background in mind for the analysis of backchannels. It is also important remain aware of the fact that prosodic variations such as rising pitch do not carry any meaning on their own. They do, add meaning, however, to the verbal content depending on the linguistic context (syllable, utterance, discourse or social). It has been found, for example, that the speaker invites the listener to give backchannels in conversations by raising the pitch and loudness at the very end of an utterance (Gravano & Hirschberg, 2009).

3.3 Backchannels

The following section will deal with research on backchannels. Although backchannels are quite short in duration and unobtrusive in their realization, they may carry crucial information about the listener’s reaction to the speaker’s speech. It may, for instance, indicate the listener’s attention, feelings as well as his/her understanding of the
conversation. In short backchannels support the conversation (Yngve, 1970). Using backchannels inappropriately may have negative consequences for the dialogue has been shown by (Janet B. Bavelas et al., 2000). They investigated the role and effect of listeners in storytelling. For this, they designed two conditions. In the first condition, they distracted the listeners while in the second condition, they did not. They found that, in the distracted condition, the number of responses was lower and the listeners made less specific responses. Furthermore, they found that third-party observers evaluated the storytellers as having performed a story less well when they were in the distracted condition.

In general, it may be stated that backchannels constitute a very important part of human-human communication. Therefore, their modelling is also very important for human-robot interactions. In fact, when designing conversational agents or robots, it is very important to both get the timing of the backchannel token right and to also choose the correct feedback realisation. A failure to do so may result in a disadvantageous evaluation of the conversational system. Additionally, it may even result in an abortion of the dialogue. The correct modelling is of particular importance in systems that focus on the role of the listener rather than the role of the speaker. For example, a tutoring robot that evaluates the certainty of the pupil’s listening feedback in order decide if it has to elaborate the explanation in order to be fully understood.

There are also some recent studies, however, that have concentrated on the form. (Bailly et al., 2016), for example, investigated the backchannels produced by a professional interviewer during a neuropsychological test. They demonstrated that the choice of lexical items and, their frequencies, as well as the prosodic contour of the backchannels were related to the interviewees’ performance in the test and to the neuropsychological interviewing protocol. (Gustafson & Neiberg, 2010)studied prosodic cues to engagement in backchannels produced by a radio host in 73 calls to a call-in show. The found non-lexical listener tokens with rising pitch functions as continuation and signal high interest, while those with
falling pitch functions as acknowledgement and signal lesser interest. For bisyllabic tokens they found that it was the pitch slope of the loudest syllable that decided which of these two interest levels the feedback signals.

(Kawahara et al., 2016) investigated whether choosing forms of backchannels that fit the dialogue context influences the perception of naturalness, empathy, and understanding. For this, they evaluated their model, which considers the dialogue context as well as the form of backchannel, against two baselines. For the first baseline, it is always the same backchannel that is chosen. For the second baseline, a random backchannel is always chosen. Their model performs better than both baseline models.

In (Yamaguchi et al., 2016) the morphological patterns of backchannels were examined. The researchers were especially interested in the ways in which the linguistic features of the preceding utterance relate to the subsequent backchannel form. These linguistic features included the boundary of the end of the previous utterance as well as the linguistic complexity of the previous utterance. They built a model in order to predict the morphological pattern of backchannels based on the previous context. Their model performed better than the baseline models.

### 3.4 Attitudes and Functions in Backchannels

While the previous section summarised research on backchannels in general, the following section will provide an overview of research that has dealt with attitudes and functions in backchannels in particular.

In (Allwood et al., 1990, 1992), feedback and its functions are discussed. They proposed that feedback may have four functions namely, ”contact”, “perception”, “understanding”, and “attitudinal response”. For this thesis, and therefore also for this background overview, the fourth function, “attitudinal response”, is of most interest.

The ways in which uncertainty is realised in speech have been documented in several studies (Liscombe et al., 2006; Pon-Barry, 2008). (Lai, 2010) investigated, however, how different intonation
contours in feedback tokens such ("yeah", "right", "really") influence listeners’ perception of uncertainty. They found rather than uncertainty, backchannels with rising pitch signal to the speaker that the question under discussion is unresolved and that it is the speaker that has to fix it. (Malisz et al., 2012) analysed the prosodic characteristics of the German “ja”, “m”, and “mhm”. They focused on investigating differences in pragmatic functions, as well as differences in prosodic realisation between listeners who were distracted with another task and listeners who were not distracted. They found that listeners who were not distracted tended to speak more loudly and tended to have a less variable energy level. They also discovered that and the variability of pitch was higher when the level of attentiveness was higher. They argued, therefore, that prosodic features may be strongly dependent on segmental structure, e.g. nasality vs. orality and syllabic structure vs. monosyllabic structure.

In another study on the relationship between the prosodic realisation of feedback token was related to the perceived function, (Neiberg et al., 2013) found that feedback token were often were multi–functional. The perceived functions included understanding, agreement, certainty, and negative surprise. They found that perceived interest and understanding in feedback token was related to a fast speaking rate and a moderate F0 rise. (Pammi & Schröder, 2009) found that if you combine certain segmental forms and intonation the resulting backchannels gets unpredicted meaning that is different that their individual meanings.

### 3.5 Visual Backchannels

The following, final section of this chapter will try to provide an overview of research into visual backchannels. Visual backchannels include tilting the head, nodding, and smiling.

In a similar fashion to the research mapping the form and function of acoustic backchannels, there have been endeavours to map visual backchannels. As is the case for acoustic backchannels, there is also an interest in whether the combination of several visual feedbacks
would change the perceived meaning. (Heylen et al., 2007) for example, found evidence that there are some visual feedback tokens that are convincing by themselves to describe a given function such as “nod”- or “agree”. They also found that some visual cues are better used in combination describing a given function, such as the combination of “tilt” and “frown” for disbelief.
In (Heylen, 2008), it was pointed out that the “level of excitement and the positive versus negative attitude (argumentative, defensive, etc.) towards the other are important variables to work with in future”.

3.6 Concluding remarks

Backchannels may be realised in different modalities and may convey different meanings. (Duncan, 1974), building on (Yngve, 1970), has listed several possibilities including “head nods”, “requests for clarification”, “sentence completion”, and “m-hm”. According to Duncan this latter category stands for a whole group of “verbalized signals” containing items such as “yeah”, “right” etc.

In this thesis, however, a differentiation is made between feedback token and backchannels. While the term feedback token comprises both backchannels and feedback tokens, the term backchannel is reserved specifically for only non-lexical realisations such as “mhm”. Lexical realisations such as “yeah” and “okay” are classified here as belonging to the group of feedback tokens. This chapter has reviewed the literature for both feedback tokens and backchannels, the findings for feedback tokens are relevant for the included studies, but the studies themselves are only concerned with the category of backchannels.
4. Automatic Modelling

4.1 Applications for Individual Engagement and Group Involvement

The following chapter deals with an overview of work that has been carried out in the field of group involvement and individual engagement. The current section will introduce the reader into the topic by providing an overview over possible applications the automatic modelling engagement and involvement could have. While the detection of group involvement and individual engagement may in itself provide insights into behavioural patterns of humans during interactions, it may also have very practical implications for systems that are designed to improve communication between people. Examples of such applications include systems that, on the one hand, provide feedback to the individual about his/her communication capabilities and, on the other hand, provide more global feedback on the behavioural patterns of the group as a whole.

Feedback to the individual may include feedback on the impact a speaker has on his/her audience while speaking publicly. For example (Curtis et al., 2015) investigated the effect of public speaking on the engagement of the audience. Using for example their results on the relation to audio-visual could give insights into points in time in which the speaker managed to capture the interest of the audience as well as highlight periods in time in which the speaker lost the attention of the audience.
A system like this could be useful to the individual, both in an online and in an offline mode. In an online mode, it could be used as a training device. A person could practise his/her talk before delivering it in real life and could, in this way, get real-time feedback. This feedback may inform the speaker at which points in time he/she should perhaps modulate his/her voice or use more or less gestures. Additionally, a tool like this could potentially help to reduce fear of public speaking. Such a system has, for example, been introduced by (Chollet et al., 2016; Hincks & Edlund, 2009). A study on the communication capabilities of participants has been carried out by (Rasipuram et al., 2016) and a study focusing on the behaviour of teaching assistants and the effect their behaviour has on class participation has been carried out by (Gerritsen et al., 2015).

Feedback to a group as a whole might be useful in an organisational setting. Most people holding an office job, for example, attend meetings, sometimes up to times a day. While the purpose of these meetings is to increase productivity, this is not always the result. Sometimes communication between participants is simply not optimal. A system that is able to provide feedback during the meeting itself has the potential to improve the conversation while it is ongoing by, for instance, indicating to a participant that he is talking too much or that another person should be included more. In order to do this efficiently, it is important to consider through which modality the feedback should be provided, as for example has been investigated by (Damian et al., 2016). Moreover, if these meetings are recorded, a system could post-process the data as well in order to provide information about the engagement of the individual and the involvement of the group as a whole. Such post-processing would, in addition to short-term views, also provide long-term views. Research that has explored methods to investigate the productivity and happiness of employees in a company or organizational setting has been proposed by (Finnerty et al., 2014; Mashadi et al., 2016; Olguin et al., 2009). In these studies, it was suggested that participants’ location may be tracked through the use of badges.
However, (Mashadi et al., 2016) have pointed out that the participants stressed their need and desire for privacy. All of the employees expressed that they would game the system if information about their interactions would be forwarded to their bosses or managers. A further potential application could be engagement detection for use in smart meeting rooms such as the one described in (Moore, 2002). The following sections will provide an overview of the work that has been done on individual engagement and group involvement.

4.2 Group Involvement

The current section aims to provide an overview of research carried out on the automatic engagement, and/or involvement, estimation in groups. Here we provide an overview of studies that used different terms, but are referring to the same, or a very similar concept as we are in this thesis. Such terms are for example “group interest”, “interest”, “engagement”, “individual engagement” and “group engagement”. Most of the research has been carried out on human-human interactions: (Altmann et al., 2012; Gatica-Perez et al., 2005; Kawahara et al., 2013; Kim et al., 2016; Oertel & Salvi, 2013; Oertel et al., 2011a). (Salam et al., 2016) is the exception to this, since the perception of individual engagement and group engagement was studied here in interaction with a robot.

In human-human studies, a further division can be made between those studies that focus on interactions amongst adults (Gatica-Perez et al., 2005; Kawahara et al., 2013; Oertel et al., 2013a; Oertel & Salvi, 2013) and those that focus on the interaction amongst children (Kim et al., 2016). Additionally, there are different approaches used to investigate engagement in terms of group interaction. While (Gatica-Perez et al., 2005), (Oertel et al., 2013a; Oertel & Salvi, 2013) and (Salam et al., 2016) examined group interest/engagement, (Kawahara et al., 2013) and (Kim et al., 2016) investigated the individual within the group but did not consider the group as a whole separate variable. In addition, the studies also differ in whether they consider engagement a binary or a multi-level phenomenon. While (Gatica-
Perez et al., 2005; Kawahara et al., 2013), for example, treated it for prediction purposes as a binary phenomenon, (Oertel et al., 2013a; Oertel & Salvi, 2013; Salam et al., 2016) investigated it as a multilevel phenomenon. The features that were used seemed versatile and differed per study. They can be grouped, however, into several categories: prosodic features, such as energy, F0, jitter and shimmer (Gatica-Perez et al., 2005; Kim et al., 2016; Oertel et al., 2013a; Oertel & Salvi, 2013); turn-taking features, such as speaker change or overlaps (Kim et al., 2016; Lai et al., 2013; Laskowski, 2008); motion features, such as global person motion or body posture (Gatica-Perez et al., 2005; Oertel et al., 2013a; Salam et al., 2016); and eye-gaze(Kawahara et al., 2013; Oertel et al., 2013a; Oertel & Salvi, 2013). In one case, lexical features were used too (Kawahara et al., 2013). Furthermore, the machine-learning approaches which were used were also quite versatile: they ranged from HMMs (Gatica-Perez et al., 2005) to ordinal learning approaches (Kim et al., 2016).

(Laskowski, 2008) used low-level vocal activity features in order to automatically detect hotspots, the (parts of a conversation where participants are more involved). He found that laughter is a very valuable feature for the prediction of hotspots. His system achieved an accuracy of 84%.

This thesis has brought the following contributions to the study of group involvement and audio-visual features. First of all, up to the date of submission of the papers included in study I, no one had looked at involvement as being a scalar rather than a binary phenomenon. Secondly, there had not been any investigation examining whether the fusion of modalities (eye-gaze + blinking with prosodic features) would increase the prediction accuracy of involvement. Thirdly, no one, to our knowledge, had quantified the contribution of eye-gaze to group involvement before. Up to the submission of Study II’s no one, to our knowledge, had defined and quantified gaze variables as well as investigated individual engagement with respect to the role of eye-gaze in group involvement.
4.3 Individual Engagement

The current section focuses on studies that are concerned with the individual engagement of a participant both in a dyadic context and in a group. It has to be noted that in some instances the term “interest” is used in a similar fashion to the notion of engagement as defined in this thesis. Therefore, these studies have been included too.

(Schuller et al., 2009), for instance, investigated the notion of spontaneous interest in a dyadic conversational context. In their study, the subjects were explicitly instructed not to worry about being polite. The participants were also instructed to feign interest. Schuller, Müller et al. distinguished between 5 levels of interest and tested several machine-learning techniques. In the end, they reached an F1-measure of 76.0%.

(Qvarfordt & Zhai, 2005) investigated the concept interest in a Wizard-of-Oz study. They described gaze patterns that are typical of interested and disinterested participants. These patterns were observed during a task that made participants explore different landmarks on a map. Qvarfordt and Zhai observed that when a participant looked at an object with high intensity as well as with a long accumulated duration, this was an indication of interest. They made use of the observed patterns when implementing interest. The resulting system was evaluated positively by the participants.

(Y. Huang et al., 2016) recorded a corpus of 8 dyadic casual conversations in order to test the performance of several recognition algorithms for the level of engagement. They found that convolutional neural network analysis performed best.

There are comparatively few studies that have a particular focus on the listener. This may have been caused by that fact that, in general, it is much harder to infer the state of the listener than that of the speaker. The information that is available is expressed through either listener vocalisations, such as “mhm” and “yeah”, or through nonverbal expressions, such as facial expressions (frowning, smiling), eye-gaze (looking at the speaker vs. looking away), and head nodding. In short, nonverbal expressions play a particularly important role when focusing on the listener.
One study that has investigated the listeners is (Levitski et al., 2012). They investigated the engagement of one silent participant in a group interaction with three participants. Here, engagement was analysed as a binary distinction between “engaged” and “passive”.

Another study that has focused on listeners is (Oertel et al., 2015). In this study, the aim was to discover patterns in the nonverbal behaviour (e.g. gaze as well as visual and acoustic backchannel) of different listener categories (e.g. attentive listener, sideparticipant, and bystander). A further aim was to understand the relationship between individual engagement and the different listener categories. With this information, a classifier could be built that was able to test how well the different listener categories could be classified automatically.

### 4.4 Concluding remarks

This chapter has provided an overview on possible applications for individual engagement and group involvement. Additionally, it summarized research carried out on both group involvement and individual engagement. This background section is of particular importance for Studies I-III.
5. Attentive Artificial Listeners

After having discussed the analysis of non-verbal cues in human-human interaction, this chapter will now discuss how to use these findings in the development of artificial listeners. The chapter will begin with a short overview of robots with social applications in mind. It will continue by describing how virtual agents and social robots can make use of engagement and listener behaviours. Finally, we provide an overview on how to synthesise listener behaviours. For the purpose of this thesis, no explicit differentiation is made between robots and Artificial Agents. The focus here is on their (potential) use rather than on their embodiment.

5.1 Applications of Social Robots in Society

The increasing relevance of robotics becomes clear when opening a newspaper: robots receive more and more coverage and pictures are printed of robots taking care of the elderly or of the entire household. Many societies across the globe are dealing with the consequences of a sharp rise in the ageing population. One of these consequences is a rise in the number of people that are suffering from health problems. While 20 years ago, perhaps, one person would stay at home and look after the children and/or look after the elderly, this is not the case anymore. This means, that the elderly are often dependent on outside support to help them in their daily life. The nurses providing this outside help for the elderly, however, often do not have much time to spend with them, aside from taking care of the most urgent issues. This may result in social isolation, as these senior citizens are confined to their homes due to their ailments and might not speak to anyone else for days. A
A robot that could have a conversation with them might make them feel less alone—even though robots, of course, could never substitute a real human being. In addition, robots and social agents may take on the role of an alarm and remind people to take their medication. For younger people, too, virtual agents and robots may be useful. A virtual agent could, for example, take on the role of a personal assistant or a tutor or tutee and help children with their homework.

The main purpose of socially interactive robotics (Fong et al., 2003) is to interact. In fact, a larger part of social robotics underlies the assumption that humans prefer to interact with robots in the same way they interact with one another. However, there are of course still differences between social robots; not just in their appearance, but perhaps more importantly, also in their design. There are, for example, robots that are solely designed to engage in conversation, whereas others are designed to adhere to social norms but still to fulfil a function (Fong et al., 2003). A further difference may be made between those robots that have been inspired by social psychology, to further our understanding of the workings of the mind, and those that have been designed to model human behaviour (Fong et al., 2003).

Figure 6: Examples of two Robots from the EU-funded project IURO.
(Feil-Seifer & Mataric, 2005), on the other hand, review the uses of socially assistive robots. They mention many different applications for socially assistive robots, including: “rehabilitation robots, wheelchair robots and other mobility, aides, companion robots, manipulator arms for the physically disabled and educational robots”. The robots that are of particular importance for this thesis would fall into the category of companion robots.

5.2 The Use of Engagement and Listener Behaviours in Virtual Agents and Robots

In the area of virtual agents, the largest efforts in building artificial listeners have been made within the EU-funded project SEMAINE. This project developed a Sensitive Artificial Listener (SAL), that could interact with humans and react appropriately to their non-verbal behaviour (Douglas-Cowie et al., 2008; Schroder et al., 2012) Maatman et al. (Maatman et al., 2005) describe a listening agent that they later developed into a rapport building agent (Gratch et al., 2006; L. Huang et al., 2011). Embodied virtual agent that can display listening behaviour have also been used in speech-enabled computer games. The EU-funded project NICE developed a computer game with HC Andersen’s fairy-tale characters (Gustafson et al., 2005). In this game users could interact with animated characters in a 3D-world using a combination of speech and gestures. The characters were equipped with non-verbal cues that allowed them to display emotions and state-of-mind, as well as verbal backchannels and non-verbal gestures to be used for displaying listening behaviour and to regulate turn-taking.
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**Emotional display**

neutral  surprise  anger  happiness  sadness

**State-of-mind gestures**

idle  listening  thinking  not understanding  not hearing

**Turn regulation feedback gestures**

attention  attention --  yielding turn  taking turn (while walking)

**Figure 7: Pictures from the NICE system** (Gustafson et al, 2005)
There are also a number of research efforts on Social robots that can display listening behaviour. Some examples include, the iCat robot (van Breemen et al., 2005); the Kaspar robot (Dautenhahn et al., 2009), which was designed with special focus on research aimed at children on the autistic spectrum; and the Furhat robot (Moubayed et al., 2012), which allows for a very detailed control of eye-gaze as well as facial features. Other widely used robots include the research robot platforms iCub (Metta et al., 2010) and Aldebaran’s Nao robot and RoboKind’s Zeno. Recently robots with conversational abilities are coming to the commercial market such as Pepper, Jibo, Kirobo, and Robohon.

While there are many things that are important to model in a social robot, such as for example empathy (Castellano et al., 2013; Paiva et al., 2004), the focus of this thesis is engagement and listener behaviours. Therefore, the next section will review current literature on artificial agents and robots with this particular focus in mind.

Modelling engagement in human-robot interactions may be carried out from two perspectives. The first perspective is concerned with the modelling of engagement in the robot. The second perspective is concerned with the recognition of engagement in the human interlocutors by the robot and its appropriate response to it.

Most of the previous research has focused on the second perspective. However, there are also some papers on the first perspective. For example, (Sanghvi et al., 2011) investigated whether it is possible to automatically predict a child’s engagement in a chess game with the iCat. In order to achieve this aim, they extracted several body features, such as Body Lean Angle, Slouch Factor, Quantity of Motion as Contraction Index, and some Meta-features. They were able to demonstrate that they exceeded the recognition accuracy of the human baseline with their computational model. Additionally, (Nakano & Ishii, 2010) implemented and evaluated an engagement module that is supposed to estimate a user’s engagement in a conversation with a virtual agent. A robot that had been trained on gaze 3-grams from WoZ data collections was found to be perceived as more engaged and it improved the human-robot interaction.
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Figure 8: Example of Human-Robot Interaction Scenario

The following studies are all concerned with the second perspective. Bohus and Horvitz (Bohus & Horvitz, 2014), for example, investigated whether it is more advantageous to forecast the disengagement of a human from a conversation than to use a baseline system that will only act once it detects disengagement. Furthermore, they investigated whether it is advantageous to use discourse markers such as “um” in order to bridge a period of time in which the system is unsure whether to disengage. They found that both the use of discourse markers to signal hesitations, were helpful.

(Corrigan et al., 2015) examined the relationship between task and social engagement. They found that, especially for social engagement, it is the users’ perception of the robot’s characteristics, such as the degree of friendliness, helpfulness, and attentiveness, that resulted in sustained engagement with both the task and robot.
(Szafir & Mutlu, 2012) designed a robot’s behaviour in such a way that the robot was able to observe the attention of participants by means of electroencephalography (EEG). They implemented verbal and non-verbal behaviours that were designed to regain the participants’ attention. They found that using these cues when participants were losing attention affected their recall abilities in a memory task by 43% over the baseline. These findings were regardless of the gender of the students. They also found that these interventions significantly improved women’s motivation as well as their rapport. However, they could not find the same effect for men.

(Eichner et al., 2007) used online eye-gaze analysis in order to infer user attention in objects. They adapted the virtual agents’ behaviour accordingly in an object presentation scenario. They found that adaptations to the user’s attention supported the successful grounding of deictic agent gestures as well as natural gaze behaviour.

(Matsuyama et al., 2015) implemented a robot designed to keep participants in a four-party conversation engaged by monitoring their participation. If the robot noticed an imbalance in participation, it was able to regulate it.

Other studies had a stronger focus on modelling listener behaviour in general and on the appropriate timing of backchannels in particular. For example, (Morency et al., 2010) used multi-modal cues for the prediction of backchannel opportunities while (Catheart et al., 2003; Nishimura et al., 2007; N. Ward & Tsukahara, 2000) used mono-modal cues. Moreover, (L. Huang et al., 2011) used backchannels as a strategy to establish rapport between a human and a virtual human.

With regards to visual backchannel, (Candace L Sidner et al., 2006) found that informing their subjects that the robot was able to recognize their head nods was an effective strategy in triggering further nods in the subjects. Additionally, the strategy was further supported by having the robot provide gestural feedback of its nod recognition.

(Poppe et al., 2013) made a comparison between the use of head nods and backchannels in human-robot interaction. They found that the best strategy in terms of third-party observer ratings was to copy the timings of the original listeners’ backchannels. The researchers
suggest that this finding might in part be explained by the fact that a higher number of backchannels increases the perceived naturalness (with a ceiling effect (6-12 per minute)). Additionally, it may be explained by the fact that nods are rated as inappropriate less often than audio backchannels, regardless of their timing.

The first part of this section has focused on how to make robots and artificial agents more engagement aware. The second part of this section subsequently focused on how listener behaviours are perceived. It is important to note that the second part is of particular importance to the reader as it provides a frame of reference for Studies IV-VIII. The goal of these studies was to approach a social agent by first concentrating on the modelling of listener behaviours.

However, another important contributing factor has not been covered yet in this literature review: synthesis. Only when access is gained to speech synthesis that is designed for conversational as well, and not only read speech, will it be possible to move towards reaching a complete social agent.

The following section will provide an overview over the current state of the art in synthesis, which is of particular importance for Study VI.

### 5.3 Concluding remarks

The current chapter has provided an overview of potential future applications of social robots. It has also provided examples of today’s conversational robot systems, and it has listed some examples of virtual agents and robots that already use engagement and listener behaviours. The next chapter will describe how audio backchannels can be realised for these systems.
6. Speech Synthesis for Artificial Listeners

The current section will provide an overview of studies on synthesis in general and of studies on conversational synthesis with a specific focus on backchannel tokens in particular.

Currently, there are two approaches that are being used in parallel. The first one is *Unit Selection Synthesis* and the second one is *Statistical Synthesis*. *Unit Selection Synthesis* is generated by recombining units of recorded human speech in different ways (Conkie, 1999; Hunt & Black, 1996). *Statistical synthesis*, in contrast, is based on the use of a statistical model, usually either Hidden Markov Models (HMM) (Raitio et al., 2011; Tokuda et al., 2000; Zen et al., 2009) or Deep Neural Networks (DNN) (Kang et al., 2013; Ling et al., 2013; Zen et al., 2013). While some of the latest synthesisers have the capabilities to produce speech that is, in parts at least, impossible to distinguish from human speech, their speech output often lacks expressiveness and a conversational character.
Previous work on expressive speech synthesis has typically focused on evaluating a distinct set of emotional states, such as happiness, fear, anger, and sadness etc. (Schröder, 2001). However, as Schröder (Schröder, 2004) points out:

“In a dialogue, an emotional state may build up rather gradually, and may change over time as the interaction moves on. Consequently, a speech synthesis system should be able to gradually modify the voice in a series of steps towards an emotional state. In addition, it seems reasonable to assume that most human-machine dialogues will require the machine to express only mild, non-extreme emotional states.” p211

One way of achieving this gradual effect is to record different voice qualities and use them directly during concatenative synthesis. This approach has been used in diphone synthesis (Schröder & Grice, 2003) as well as in unit selection synthesis. The technique has also been applied to emotional speech in, for example, (Hofer et al., 2005) and (Iida & Campbell, 2003). Finally, Aylett and Pidcock (Aylett & Pidcock, 2007) use a combination of DSP techniques and unit selection which resulted in the creation of synthesis voices with a more varied and subtle set of speech styles. Currently, HMM and DNN have become the most promising speech synthesis methods.

### 6.1 Conversational Synthesis

The aim of conversational synthesis is to make a synthesiser better equipped to synthesise conversational speech rather than to ”just” read out text. While (Campbell, 2005) argues that the expression of affect by means of speaking style and voice quality is the main factor that distinguishes conversational speech from laboratory speech, other researchers have focused on modelling disfluencies, false starts, self-repetitions, filled pauses, and backchannels as intrinsic parts of conversational synthesis. In the following section, focus will be given to the synthesis of backchannels in particular; a short overview of the other aspects of conversational synthesis will be given below.
As yet, not much work has been carried out in the area of conversational speech synthesis. Work that focused on the synthesis of disfluencies was carried out by (Dall et al., 2014), who investigated the effect of filled pauses and speaking rate on speech comprehension in natural, vocoded, and synthetic speech. They found that the reaction times of participants to a synthesised filled pause were slower than to a silent pause. Dall et al. interpreted this as a short-coming of current synthesis techniques. This finding may, in part, be supported by the results of (Adell et al., 2007), who discovered that the insertion of filled pauses when using unit selection techniques increased the perceived naturalness of the synthesised speech.

Moving away from the synthesis of disfluencies to more general research on conversational synthesis, (Andersson et al., 2012) found that it is advantageous to use conversational speech as input for conversational HMM synthesis. Moreover, some synthesis techniques were developed that attempted to make a voice more expressive using the HMM paradigm, since voice quality is such an important factor for the perception of emotion in speech (Gobl & Ni Chasaide, 2003), and since conversational speech consists of subtle changes in expressiveness than of big changes between different emotions. Techniques were developed by morphing a standard synthesis voice towards the speaking style of a small corpus of expressive speech (Tachibana et al., 2005). Regarding DNN synthesis, Watts et al. (Watts et al., 2015) present a synthesis framework that allows for prosodic sentence level control.

There have also been endeavours to approach conversational synthesis through a consideration of the incremental aspect of conversational speech. (Buschmeier et al., 2012), for example, show that is advantageous for the perception of naturalness to use incremental language generation in conjunction with incremental speech synthesis.

It may be summarised that achieving subtle changes in expressiveness is quite challenging when using unit selection or statistical synthesis. Explicitly modifying prosody through the use of unit selection synthesis typically results in negative effects regarding
the overall quality. Additionally, achieving subtle changes using statistical synthesis is not trivial. Finally, in comparison to the modification of pitch or duration, the modification of voice quality is more difficult while trying to keep the perceived naturalness of the synthesised speech as high as possible.

6.2 Backchannel Synthesis

Like the area of conversational speech synthesis, the field of synthesis of backchannels remains largely unexplored. This section provides an overview of the few existing studies.

The influence of prosodic differences was examined by (Stocksmeier et al., 2007). They focused on investigating prosodic differences in the emotional and pragmatic perception of German “ja” in third-party observers. In order to do so, they synthesised twelve variants of the German “ja”. Their results show that prosody is an important factor in the perception of emotions such as happiness, hesitation, and anxiety in this particular feedback token.

(Pammi et al., 2010) imposed target intonation contours, using the prosody modification techniques MLSA vocoding, FD-PSOLA, and HNM. They did not only vary the intonation contours, they also varied the segmental form of the feedback token. They found an expected drop in naturalness, but they also found unexpected interactions between segmental form and prosody: the perceived meaning of the newly generated token could not have been derived separately from prosody and segmental form.

Campbell’s approach (Campbell, 2007), in contrast, consisted of retrieving situation appropriate backchannels from a large data-base of tokens for unit selection synthesis.
6.3 The Perception of Backchannel Synthesis

While the previous section was concerned with the generation and synthesis of backchannel token, the current section is concerned with experiments relating to the perception of backchannel tokens.

(Schröder et al., 2006), for example, investigated the differences in the perception of emotional listener feedback tokens between German and Dutch speakers. They used feedback tokens such as “boah”, in the context of a carrier sentence. They were also interested to see whether the perception of a given emotion changed when the feedback tokens were presented in isolation rather than in a carrier sentence. They found that the recognition rates of affect bursts in a carrier sentence were slightly lower than when they were presented in isolation. Also, Dutch participants achieved lower recognition rates for a given emotion when the feedback token was presented in isolation than German speakers. Moreover, the researchers found that there appears to be a general pattern in which negative outbursts were labelled as less acceptable by the participants than more positive outbursts.

In a different study, (N. G. Ward & Escalante-Ruiz, 2009) implemented a Wizard-of-Oz system in which a tutor was interacting with a student in a quiz scenario. The aim of the authors was to investigate whether the students would react more positively when the tutor’s acknowledgment matched their certainty about their last quiz answer. In order to study this effect, the authors used various prosodic realisations of the acknowledgement “Good Job”. Variations were achieved by taking a neutral “Good Job” token from the corpus and adding modifications to it, such as, elongation or creakiness. They compared the students’ perception of the system with a baseline system. The authors found that the subjects’ perception of naturalness was significantly higher in the system containing the prosodic modifications.

Similarly, (Forbes-Riley & Litman, 2011) adjusted the content of the output in a tutoring system based on the students’ level of uncertainty.
6.4 Concluding remarks

This chapter has provided an overview of synthesis in general with a special focus on conversational aspects such as backchannels. This background section is of particular importance for Studies IV-VI.
7. Summary of findings

The next section will provide an overview of the results of the studies included in this thesis. In general, the findings of this thesis can be divided into three topics. The first topic is the modelling of group involvement and individual engagement. The second topic specialises on modelling the engagement of the silent participant (listener) in a conversation. Here, special attention is given to the modelling of listener behaviours. The third and final part of this thesis is concerned with the understanding and usage of listener behaviours in human-robot interactions.

7.1 Group Involvement and Individual Engagement

Both Study I and Study II have contributed to the investigation and modelling of group involvement and individual engagement. Study I summarised an array of findings that were based on the D64 corpus, which was concerned particularly with the study of group involvement. Study II was based on the KTH werewolf corpus and was designed in order to define gaze features. Defining gaze features would make it possible to describe both group involvement and individual engagement.

One of the aims of these studies was to model group conversation as it occurs outside a lab environment. Another aim was to understand what cues humans use in order to decipher group dynamics. We wanted to identify the cues that were low level, since these were more robust for potential later use in dialogue systems.
In study I, we found that F0-range, F0-median, and intensity are related to the perception of group involvement as is the movement of the participants. Moreover, we investigated the use of eye-gaze and blinking. In a direct comparison between visual and acoustic cues, we found that we received better prediction results with the visual cues alone than with the audio cues alone. The strength, and at the same time the limitation, of this study was that the data was based on “recordings in the wild”. This means that, besides third-party observer impressions, we did not have any control over the dynamics of the interaction or over the aim, the state of mind, or the objective of the participants.

This limitation led us to amend the follow-up study. First of all, we wanted to have more control over the dynamics of the conversation: we wanted to have not only third-party observer expressions but also first-hand impressions from the participants. These first-hand impressions concerned their own engagement as well as the engagement of the other participants. Since thinking about everyone’s engagement in a conversation would undoubtedly influence the conversational dynamics, the impressions had to be timed in such a way that they did not interrupt the interaction while it unfolded.

Another way in which we amended the experiment in Study II was by adding more control for conversational dynamics. Since we had found in Study I that gaze appeared to be a promising cue to detect eye-gaze, we wanted to investigate this further. In order to do so, we situated the participants in the context of a game. The details of the exact corpus set-up can be found in Study IX. Within the game, participants had different objectives, of which we were keeping track, and which allowed us to analyse different aspects of individual behavioural differences within a group context. Moreover, since the game had built-in pauses and breaks, the unfolding of the group dynamics was not hindered by the evaluations of the participants.

From a qualitative analysis, it became clear that the perception of group dynamics seemed to be influenced by the number of people looking at any of the potential speakers. It also appeared to be
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influenced by the number of people looking down or looking around the room. Additionally, whether a participant looked at the same person that all other participants were looking at, influenced the perception as well. Using these simple heuristics, we hoped to summarise aspects of group behaviour that together form the whole picture of group involvement. In order to reach this goal, we defined several variables: presence, entropy, symmetry, and MaxGaze. However, we wanted to go one step further: we did not only want to understand group behaviour, we also wanted to understand the changes in the behaviour of individuals within the group. For this reason, we applied the methodology both to the group as a whole and to the individual persons.

This led us to observe several phenomena. First of all, we observed that the clusters we received from the individual rankings of the participants were more fine-grained than the ones that used only gaze information. Yet, gaze information by itself could provide us with new insights about which speaker held a specific role in the conversation. From the individual ranking clusters, we received more than just two clusters. This lent further support to the claim that involvement is not simply a binary phenomenon but rather a scalar one.

While Study II focused on the individual within a group as well as on the group as a whole, it did not distinguish between speaker and listener behaviour. Listener behaviour is particularly difficult to model since the audio channel, which has the potential to bear a lot of information, is very limited. Therefore, the second part of this thesis focused on the modelling of listener behaviour.

7.2 Analysis of Listener Behaviours

In this part of the thesis we wanted to focus on the behaviour of the listener in particular. In Study III, we therefore investigated different categories of listener behaviour and tried to focus on their eye-gaze patterns. We also tried to focus on the frequency of feedback behaviours. We wanted to vary the conversational dynamics as much as possible to allow for the possibility that the same person would
change between listener categories. Due to scalability issues of eye-gaze annotations, we decided to carry out new recordings. Additionally, we used this opportunity to amend the scenario slightly. Instead of using a game, we decided to use a scenario that was somewhere in between a game and real-life: a group interview. The exact details of the corpus set-up can be found in Study X.

The scenario was close enough to a real life experience for the participants: it was something they could identify with. It was also easy enough to structure it for us, so that we could control for different cognitively challenging sections as well as for distinct conversation dynamic sections. We kept the internal evaluation paradigm, but we amended it: this time, the participants themselves did not do their own evaluations; rather, the moderator of the group interview carried out the evaluations after the interview had finished. Moreover, we included four distinct phases. In the first one, the participants had to introduce themselves. We assumed that this was the least cognitively changing task. Subsequently, the participants had to give an elevator pitch about their respective PhD projects and explain the impact on society. Finally, they were asked to come up with a joint PhD proposal. In many of these phases, the participants had to listen to the other participants and had to contribute to their contributions.

The challenge in making predictions about listeners in a conversation is, of course, that the number of channels for communication is limited. Therefore, it is much harder to make judgements about their particular state than about that of speakers. Yet, in Study III we wanted to use eye-gaze information as well as information on head nods and backchannel in order to describe and quantify listener categories. Subsequently, we wanted to use machine learning in order to test whether it would be possible to predict different listener categories.

We found, for example, that an attentive listener receives more eye-gaze from the speaker than a sideparticipant or a bystander. Also, an attentive listener looks downwards less than a sideparticipant or a bystander. Moreover, the highest amount of mutual gaze occurs between the speaker and the attentive listener, followed by the
sideparticipant and the bystander. When relating this to Studies I and II, we also found that the attentive listener is perceived to be more engaged in the conversation than the other two listener categories. The attentive listener is also expected to talk sooner in the future than any of the other listener categories.

Between the different listener categories, feedback behaviour differed significantly. It could, for example, be observed that the attentive listener produced more feedback than the sideparticipant and the bystander. Additionally, it could be observed overall that visual feedback was more frequent than audio feedback.

While we investigated the frequencies of feedback behaviours across different listener categories, we did not investigate the actual prosodic realisations of these feedback tokens, nor did we investigate how they were perceived by third-party observers without their visual context. Therefore, in Study IV we set-up a crowdsourcing experiment in which we sampled backchannel token from the recordings and asked third-party observers to rate them in terms of their perceived attentiveness. From this experiment we learned which prosodic cues are relevant for the perception of attentiveness in backchannel tokens. Study V subsequently investigated how different backchannels and head nods were perceived in a virtual agent. For this, we used the information on head nods and backchannel we had collected from the Kinect, and we copy synthesise it in a virtual agent. In order to produce comparable head nods and backchannels, we embedded them in the same carrier sentence. This ensured that annotators would rate them within the same interactional environment. We found that head nods were perceived to exert more attentiveness than backchannels. We also found that the combination of both channels was perceived to exert the highest level of attentiveness.

These studies analysed audio-visual listener behaviour in human-human interactions and tested them through perception tests. However, they did not test the patterns found in online human-robot interactions. The third and final part of this thesis therefore deals with this aspect of listener behaviour: its identification and generation in human-robot interactions.
7.3 Listener Behaviour in Human Robot Interactions

The final part this thesis is concerned with the generation, understanding, and use of listener behaviour in human-robot interactions.

The generation of listener behaviour was discussed in Study VI. In particular, we wanted to investigate whether we could design parametric synthesis in such a way that we had explicit control over the percentage of people that would perceive a given backchannel as more attentive than the one produced by the synthesiser. We were able to synthesise two to three different classes of attentiveness.

In Studies VII and VIII, we wanted to test the reaction of the user while he was interacting with the agent/robot in real time. This contrasted with the approach taken in the second part of this thesis, where we carried out perception experiments.

In Study VII, we therefore used the scenario of a narrator (the agent), who provided cooking recipes. The user had to provide backchannel whenever he/she thought it was the right moment to do so. This scenario was created in order to test whether the participant would be prone to provide more backchannel when the agent was looking directly at him/her than when the agent was looking to the side.

In Study VIII, we wanted to test whether it was possible to detect uncertainty in backchannel token when a robot is giving directions to a human. In order to make the description of the route more ambiguous we decided to add conflicting landmarks. For example, we added two pictures of a tower on the map: one depicting the “Tower of Pisa” and the other one depicting “The Eifeltower”.


7.4 Research questions revisited

In the introductory chapter, five general research questions were stated.

A: What are the audio-visual cues to group involvement and individual engagement?

1. In which way should a corpus recording be designed in order for it to capture a high variance in conversational dynamics?

Studies IX and X present two different settings for recording corpora which attempt to have a high variance in conversational dynamics. The first setting is a game scenario in which participants are very engaged, but in which the conversational dynamics are achieved by means of the different roles in the game. Study X, on the other hand, achieves variation in conversational dynamics by inserting four different phases into the corpus recordings. These phases are: the introduction, the elevator pitch, the impact on society, and the collaborative project. While the participants are mainly having a monologue during the introduction as well as during the elevator pitch and impact on society, they are engaging in a mainly collaborative discussion during the design of the collaborative project.

2. Is group involvement a binary or scalar phenomenon?

Group involvement is a scalar phenomenon. The findings of Study I confirm that the prediction accuracies are better, in terms of reduction in error rate, with three levels of group involvement, than with simply a binary distinction.
3. **Is it related to prosodic mimicry and is the fusion of audio-visual cues beneficial to its prediction?**

We show that prosodic mimicry is correlated with group involvement. Comparing the prediction accuracies of visual cues with those of acoustic cues as well as with those of a fusion of both modalities, the results of Study I confirm that the fusion of audio-visual cues is beneficial to the prediction of group involvement.

4. **Is it possible to define eye gaze features that describe individual engagement as well as group involvement? Are these features useful for automatic prediction of engagement and involvement?**

Yes, the findings of Study II confirm that it is possible to define such eye-gaze features. For example, the features *entropy* and *presence* enable us to explain changes in the roles of the participants within the game. Moreover, *presence* is the feature that was able to best distinguish between low and high group involvement. The *entropy* feature, on the other hand, was able to distinguish best between lead and any other feature. *Symmetry*, or the amount of mutual gaze between participants, increases when the perception of group involvement increases. While similar findings have been made for dyadic conversation, they have not been shown before for multi-party conversations and group involvement. *MaxGaze*, similar to *presence*, is able to distinguish best between high and low group involvement. The results of Study II also confirm that these features are useful for automatic prediction. An average accuracy of 71.3% is achieved for the prediction of the 4 classes of group involvement.
B: **How do human listeners signal their degree of engagement?**

1. **Are there listener-type-specific differences in audio-visual behavioural patterns?**

   Yes, Study III shows that there are listener-type-specific differences in audio-visual behavioural patterns. In the study, a differentiation is made between three listener categories: *attentive listener*, *side-participant*, and *bystander*. The investigation demonstrates that the attentive listener produces more feedback than the side-participant and the bystander. This holds for both the visual feedback (head nods) and for the acoustic feedback (backchannels and feedback tokens). Moreover, the categories also differ in terms of eye-gaze patterns. Not only does the attentive speaker look down less than the side-participant or the attentive speaker, he also receives more gaze from the speaker. Consequently, he also has a higher amount of mutual gaze with the speaker. Interestingly, there is no significant difference in the amount of gaze directed towards the speaker between any of the aforementioned listener categories.

2. **And if there are differences, are they perceived differently in terms of attentiveness, focusing solely on listener feedback tokens? Are there backchannels types that are perceived to be more attentive than others?**

   Study IV then shows that head nods are indeed perceived to convey more attentiveness than audio backchannels. The fusion of both modalities, however, conveys the highest amount of attentiveness.
**C:** *Can we model an artificial listener that can display different degrees of attention?*

1. **Is it possible to provide a speech synthesizer with an explicit control of the degree of attentiveness?**

   Yes, Study V shows that it is possible to provide a speech synthesiser with explicit control of the perceived degree of attentiveness in bisyllabic backchannel tokens. It is possible to show, by means of crowd-sourcing experiments, that participants perceive the expressed attentiveness in synthesised backchannel token in the same way as in natural backchannel tokens.

2. **Can statistical parametric speech synthesis be used to validate prosodic models of perceived attentiveness?**

   It was also possible to validate the prosodic model from Study IV by generating backchannel tokens that had both a higher and a lower perceived attentiveness than any of the backchannel tokens observed in the original data.

2. **Is it possible to affect the amount of listener feedback in human-robot interaction by controlling for the gaze direction of the virtual agent?**

   Yes, the results of Study VI show that it is possible to influence the amount of feedback a participant provides by controlling for the gaze direction of a virtual agent. In fact, it was demonstrated that participants provided more feedback at points in the story where the virtual agent gazed directly at them.
3. How is uncertainty in human-robot interaction expressed in the feedback utterances of the listener?

The results of Study VIII reveal that it is possible to characterise uncertainty in backchannel tokens. For instance, it was possible to describe differences in the distribution of lexical items in terms of uncertainty: Uncertainty, for example, is more often expressed with “mm” and “ah”, whereas certainty is more often expressed with “yes”. Additionally, feedback tokens that are perceived to convey certainty are expressed with a higher intensity, a shorter duration, and a comparatively greater rising pitch. This was tested through the feedback token “okay”, which occurs approximately equally frequent in both certain and uncertain conditions. For this token, it can be observed that, except for pitch slope, all other differences in prosodic cues stay significant.
8. General conclusions

The work described in this thesis covers various aspects of human engagement in conversations. On the one hand, focus has been given to perceptions of group involvement in general. On the other hand, the work this thesis has zoomed in on two specific aspects of it: individual engagement, the role of the listener, and implications for human-robot interactions. The methods used and the topic of this thesis, fit well into the framework of social signal processing.

A common feature of the studies contained in this thesis is the use of human perception and multi-modal feature extraction to group model involvement, individual engagement, and attention. For example, in Study I this method has been used to model group involvement; in Study II, it has been used to model group involvement as well as individual engagement; and in Study III, it has been used to model listener categories.

However, the various studies also differ in methodology. Rather than using raw data, Study II has grouped the gaze-features into four groups first. Another difference lies in the use of annotators. While Studies I-III rely mainly on post-graduates for their annotations, Studies IV and V apply crowd-sourcing techniques. The advantage of using crowd-sourcing techniques is that the pool of annotators does not only cover the perceptions of the graduate population but also the perceptions of a wider public.
Furthermore, the annotations are returned very promptly, which would not have been possible for this amount of data when relying solely on a post-graduate pool.

There are also disadvantages, however: there is generally less control over the quality of annotations, there is less control over the quality of annotations, and it is costlier to use.

Another methodological difference is the use of machine learning: while Studies I-III use categorical machine learning Studies IV and V use ordinal machine learning. For future work, it might be interesting to explore whether ordinal machine learning might also be advantageous for predicting group involvement, individual engagement and the different listener categories.

One of the main contributions of this thesis is the exploration of behavioural dynamics within multi-party interactions using multi-modal low-level nonverbal cues. These nonverbal cues, such as eye-gaze and speech features, allow for more robust inferences than speech recognition and subsequent language processing. While a deeper understanding of the dialogue context is not possible using nonverbal features alone, I hope that this thesis shows that affective processing is possible.

8.1 Limitations and Discussion

Some limitations should be considered when interpreting the findings of this thesis.

The first concern relates to the limited number of participants in Study I and Study II: in Study I only four people participated and in Study II only eight. These numbers, of course, do not suffice to make any general claims about group involvement or individual engagement. The small number of participants in Study I was the result of the limitations of the D64 corpus, which only comprised four participants. Yet, the unique character of the corpus made us decide to use it instead of a larger corpus, which would not have included the unconstrained characteristics of the D64 corpus.
Similarly, the limitations in the number of participants of Study II were in part due to the difficulties of recruiting eight people who all had to be available at the same time, and had to volunteer to take part in the recordings. Another limiting factor for both for Study I and Study II is the scalability of gaze annotations. The gaze annotations in both studies were still carried out manually due to a lack of access to suitable software or gaze trackers.

A second concern lies with the limited use of nonverbal features. The studies in this thesis mainly concentrated on investigating the use of eye-gaze, prosody, and backchannels. However, other nonverbal facial features, such as frowning, smiling, raising an eyebrow, and laughing were not considered.

While it is true that all of these features could have a potential influence on the perception of group involvement, individual engagement, and listener behaviours, their inclusion would have made it impossible to analyse gaze and prosody as closely as it has been done now. Given the time limitations and scope of this thesis, it was thus decided to limit the analysis to gaze, prosody, and backchannels.

A further potential concern lies with the consideration of context. The context of interactions is important on both a macro and on a micro level: on the macro level, it is important to consider the general context, such as whether participants are in a formal meeting or whether they are at a party with a group of friends. On the micro level, it is important to consider the specific context of the room in which a conversation is taking place. Factors like distracting objects in the vicinity of the participants may have consequences for the subsequent analysis and interpretation of the nonverbal behavioural patterns. This is why we controlled for objects that could have distracted the users in Study II. Moreover, while the scope of this thesis did not allow for a consideration of all possible contexts, it does analyse corpora that vary quite considerably in their dynamics.

Seating arrangements during the recordings may also have influenced the eye-gaze patterns of participants. However, we tried to control for this in Study II, III, IX and X, by seating participants in a synchronous way.
Hierarchical differences provided another factor that may have impacted the outcomes of this investigation. In Study I, the group of participants consisted of two female students and three male higher ranking academics (whose function ranged from a final-year PhD student to a Professor). However, we controlled for social hierarchy in studies II-III. For the remaining studies, hierarchical differences should not have been an influential factor due to their perceptual character and/or due to the fact that the interaction took place between humans and computers.

Finally, in all of the human-human studies presented in this thesis, the groups of participants consist of a mixture of native and non-native speakers of English. All of the participants, however, had a very high proficiency in English. Moreover, information about participants’ mother tongue, their gender, and culture is recorded and could be used at a future study. However, the explicit analysis of these three factors lies outside the scope of this thesis.

### 8.2 Future work

The current and final section of this thesis will provide an overview over potential directions of future work.

The first potential area that would be interesting to more closely is the selection of window size for the study of group involvement, individual engagement, and different listener categories. For example, in Study I as well as in Study III it was decided to use a fixed windowing approach. However, in Study II a mixture between an interval and an event-based approach was used. In a future study, it would be interesting to empirically test whether an event-based approach may provide extra information and, if so, what type of information. Perhaps, both approaches may be combined in order to better understand the unfolding of group involvement, individual engagement and listener categories over time.
Another question that would be very interesting to explore is whether the provision of feedback about group cohesion to participants during a conversation has any impact. Information such as the amount an individual person contributed to the conversation and the amount of dominance over the conversation may be provided to participants. It could, consequently, be explored in what format they can profit from the provision of feedback.

Moreover, it could also be worthwhile to explore whether participants profiting more from an online, or a short-time-post summarization evaluation or from a long time evaluation. Finally, it would be interesting to investigate whether a change in the conversational patterns leads to an increase in group productivity.

A further study for study is to test and, potentially, to extend the models developed here to other environmental contexts. For example, all studies used in this thesis, except for Study I, controlled for the presence of objects during the interaction.

In a future study, it would be interesting to investigate how model developed here performs on a corpus in which objects were present in the field of view of the participants. Moreover, it would be interesting to explore which machine learning techniques may be used to best adapt to different environmental contexts.

Additionally, it would be worthwhile to investigate the exact relationship between individual engagement and group involvement.

For example, we did not measure whether the presence feature, introduced in study II, would represent the whole group at a given point in time equally well as the individual. It is possible that, in the judgements of the raters, certain participants were considered to a greater degree than other participants. It would be interesting to calculate the exact weight each and every participant had in the overall group involvement rating.

The differences between the collaborative and the competitive sections of the various corpora are another avenue for further investigation. All of the corpora used in this thesis include such sections. It would be insightful to explicitly investigate whether the nonverbal behavioural patterns of the participants vary in these
different sections. It would also be interesting to include dialogue acts into the analysis. Potentially, the insights and models gained here could then be used for multi-party human-robot interactions. A potential research question for such an analysis could be: at what point in a conversation is it advantageous with respect to for a robot to interrupt a human-human interaction?

Another direction to be taken might be the development of a speech synthesiser that is able not only to express “mhms” but also to express other lexical items such as “yeah” and “okay”. We might then go on to model further conversational phenomena such as “filled pauses”. The aim of developing such a synthesiser is to use it in human-robot interaction studies, in which an important role of the robot is to be an attentive listener.

Finally, the area of multi-party human-robot interaction needs further exploration. While all of the human-human interaction studies in this thesis were multi-party interactions, all of the human-robot studies were dyadic. In the future, I would like to test how insights gained from multi-party human-human interaction can also be exploited for human-robot interaction.
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