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Abstract

Scraping is known to be difficult to detect and prevent, especially in the context of web APIs. It is in the interest of organisations that rely heavily on the content they provide through their web APIs to protect their content from scrapers. In this thesis, a machine learning approach towards detecting web API content scrapers is proposed. Three supervised machine learning algorithms were evaluated to see which would perform better on data from Spotify’s web API. Data used to evaluate the classifiers consisted of aggregated HTTP request data that describes each application having sent HTTP requests to the web API over a span of two weeks. Two separate experiments were performed for each classifier, where the second experiment consisted of synthetic data for scrapers (the minority class) in addition to the original dataset. SMOTE was the algorithm used to perform oversampling in experiment two. The results show that Random Forest was the better classifier, with an MCC value of 0.692, without the use of synthetic data. For this particular problem, it is crucial that the classifier does not have a high false positive rate as legitimate usage of the web API should not be blocked. The Random Forest classifier has a low false positive rate and is therefore more favourable, and considered the strongest classifier out of the three examined.
Sammanfattning

Igenkännning av webb-API-scraping

Scraping är svårt att upptäcka och undvika, speciellt vad gäller att upptäcka applikationer som skrapar webb-APIer. Det finns ett särskilt intresse för organisationer, som är beroende av innehållet de tillhandahåller via sina webb-APIer, att skydda innehållet från applikationer som skrapar det. I denna avhandling föreslås ett tillvägagångssätt för att upptäcka dessa applikationer med hjälp av maskininlärning. Tre maskininlärningsalgoritmer utvärderades för att se vilka som skulle fungera bäst på data från Spotify's webb-API. Data som användes för att utvärdera dessa klassificerare bestod av aggregerade HTTP-request-data som beskriver varje applikation som har skickat HTTP-requests till webb-APIet under två veckors tid. Två separata experiment utfördes för varje klassificerare, där det andra experimentet var utökat med syntetiskt data för applikationer som skrapar (minoritetsklassen) utöver det ursprungliga som användes i första experimentet. SMOTE var algoritmen som användes för att generera syntetiskt data i experiment två. Resultaten visar att Random Forest var den bättre klassificeraren, med ett MCC-värde på 0,692, utan syntetiskt data i det första experimentet. I detta fall är det viktigt att klassificeraren inte genererar många falska positiva resultat eftersom vanlig användning av ett web-API inte bör blockeras. Random Forest klassificeraren genererar få falska positiva resultat och är därför mer fördelaktig och anses vara den mest pålitliga klassificeraren av de tre undersökta.
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1 Introduction

**Definition:** Web API content scraping is the act of collecting a substantial amount of data from a web API without consent from web API providers.

Scraping is a method used to describe the extraction of data by one program from another program. For instance, the term web scraping describes the extraction of data from websites. The program doing the scraping is generally referred to as a scraper. There are various types of scrapers that act differently but have the common goal of retrieving data. Scraping is generally not illegal and is at times used for legitimate reasons such as collecting data for research or other purposes. However, there are situations where scraping is not permitted, for instance scraping Spotify’s web API.

Spotify is a music streaming service that has a web API for retrieving data related to their music content. A web API can be described as an interface that makes data accessible to users. Developers use web APIs to build third party applications. Their applications (“clients”) call web API endpoints to retrieve data. Spotify’s web API responds with data in JavaScript Object Notation (JSON) format. JSON is a way to represent data in a readable way when transmitting it. These APIs may be exploited for various reasons. Illegitimate clients may scrape content provided by web APIs for financial gains. Taking Spotify’s web API as an example, competitors may try and scrape entire curated playlists and use those in their own services without permission to do so. Clients are usually met with rate limiting when too many requests are made to the API. Rate limiting is a method used to limit the number of requests sent to the web API from a specific client. It forces the client to wait a set amount of time before it can continue using the web API. Once the limit is lifted, the client can continue scraping the API and is only completely blocked if manually detected by API providers. It is also possible to avoid getting rate limited, by not overwhelming a web API with too many requests at a time. The detection of illegitimate clients that disregard terms of use and attempt to exploit APIs will help organisations with
minimising the occurrence of such activities.

The behaviour of legitimate and illegitimate clients is at times distinguishable. For instance, requests coming from illegitimate clients may be more logical than those from legitimate clients. There are many different behavioural aspects that could be considered. Illegitimate clients could have a request pattern of “sequential” nature. For instance, an illegitimate client may start with a request for some object A and then go on to object AA, AB and so on, where the letters represent the name of a song, album, playlist, etc. Some automated tools such as software agents (“bots”) may vary their requests and therefore, other features need to be examined. Some examples of features to examine are request rate and variation in requested data per client. The latter is an especially interesting parameter to consider as the objective of content scraping is to gather data that has not already been obtained, while legitimate clients are more likely to ask for the same data more than once.

1.1 Objective

The motivation behind this project is to enable Spotify’s Web API team to block illegitimate users trying to scrape their content. This is achieved by first finding a way to detect them, which is what the focus of this project will be on.

Spotify’s music content is their biggest asset. The company has stakeholders and licences that are very central to the business. It is therefore imperative to protect the data, while still being able to provide a web API. The Web API team needs a tool that can help them find clients that do not adhere to the terms of use. The following section of the Developer Terms that each developer using the web API has to accept is relevant for this project:

“Do not improperly access, alter or store the Spotify Service or Spotify Content, including (i) using any robot, spider, site search/retrieval application, or other tool to retrieve, duplicate, or index any portion of the Spotify Service or Spotify Content (which includes playlist data) or collect information about Spotify users for any unauthorised purpose;” [1]

In more general terms, the aim is to investigate if it is possible to detect web API scrapers using machine learning, as this could significantly decrease the need for manual work.
1.2 Problem Definition

Terms of use and rate limiting are not enough to keep clients from scraping web APIs. It is also time consuming to manually identify clients that scrape content. Spotify’s web API has many different clients that use the API in different ways, which could make it more difficult to see clear distinctions between legitimate and illegitimate clients. The purpose of this project is to answer the following question: *What supervised machine learning algorithms can be used to detect clients attempting to scrape content from a web API?*

1.3 Delimitations

Online learning is not examined in this thesis. The dataset available for this project is, although updated daily, a static dataset and so the focus is on offline learning. The results of the experiments carried out are specific to the data at Spotify. Additionally, to minimise the chance of false positives, only cases where scraping is done aggressively, that is, where a significant number of requests are made to the web API are considered to be anomalous, as these are the ones where data can be scraped at a high rate. Furthermore, a typical application using the web API may exhibit similar behaviours while for instance requesting all albums of an artist. Such cases should not be classified as anomalous. Finally, a maximum of three algorithms are examined.
2 Background

2.1 Content Scraping

There are a number of techniques and software tools available for content scraping. Internet bots are commonly used to automate tasks involved in extracting web content [2]. A large number of bots form a botnet that can be used to perform tasks in parallel. Bots in a botnet may use different IP addresses when scraping, therefore making it more difficult to detect the botnet. SiteScraper [3] is one example of a scraping tool that extracts data from websites and parses it. This scraper was built with the intention of being able to adapt to changes in websites, and therefore preventing the need for manual change to the source code.

2.2 Machine Learning

Machine learning is a field of study where the objective is to enable computers to learn. Instead of programming a computer to act a certain way, data is provided to it that is interpreted by the computer and used to make predictions. Machine learning has numerous applications and is used in many areas of study. Some examples include medical research [4], search engines [5], speech recognition [6], and intrusion detection systems (IDS) used to detect network and system abuse [7].

The algorithms used to make predictions vary depending on the type of problem that is being solved. For instance, when dealing with a regression problem, the algorithm will need to be able to give predictions on continuous data. On the other hand, a classification problem requires an algorithm to predict the class that an entity belongs to. The predictions made by an algorithm are data driven which means that the nature of that data is important as well as the algorithms used to interpret it. The
performance of one algorithm on one dataset can be very different on another dataset. Therefore, algorithms are built based on the nature of the available data.

The data used is separated into a training set and a test set. The training set is used to train the algorithm and build a model that is able to make predictions. The test set is a smaller dataset used to evaluate the model. This is referred to as the holdout method [8]. There are two primary variants of machine learning algorithms, one of which is supervised learning, where the training dataset is labelled, meaning that each observation in the dataset has been classified in some way. For instance, each client using the web API is either labelled as legitimate or illegitimate in the dataset, depending on their behavioural pattern. A label in this case is an extra column in the dataset that for each row in the dataset, states if that row represents a client that is legitimate or a scraper. The labelled data is then used to classify other unlabelled data in the test set [9]. On the other hand, unsupervised learning techniques do not make use of labels and instead rely mainly on clustering methods. Data clustering is used to group data together in order to form clusters. Different clusters represent different types of activity. Clustering in anomaly detection (Section 2.3) aims to expose data points that are not part of any cluster [9]. In semi-supervised learning, only legitimate clients are labelled and compared to unlabelled data in order to detect outliers [9].

2.3 Anomaly Detection

There are a number of subfields in machine learning, one of them being anomaly detection, which concerns finding outliers in data. Anomaly detection is used in IDS, for fraud detection and has many other applications. The algorithms used in anomaly detection can be seen as binary classifiers, where one class is normal, and the other consists of outliers. In the areas where anomaly detection is used, it is often the case that the data used for training and testing is imbalanced, meaning that the majority of the data is representative of normal usage, while only a small percentage contains outliers [10].

There are different categories of anomaly detection techniques, such as supervised, unsupervised and semi-supervised approaches. Other types of anomaly detection techniques rely on signature- and rule-based approaches [11], where static rules define what abnormal activity looks like. The disadvantage of using this approach is that the rules need to be updated regularly and do not necessarily model real behaviour, therefore
causing false negatives. Illegitimate clients may also change their request pattern to avoid getting detected. Therefore, it could be more favourable to detect outliers using a model that learns.

2.4 Machine Learning Algorithms

This section introduces a number of machine learning algorithms such as $k$-Nearest Neighbour, Support Vector Machines, and ensemble learning methods, that may be used to solve the classification problem described in Chapter 1.

In ensemble learning, multiple learners are combined to obtain more accurate predictions. Ensemble learning is useful for resolving the bias-variance trade-off, where bias is the error generated when wrong assumptions are made, causing underfitting, and variance is the error generated due to high sensitivity, causing overfitting. Underfitting refers to the modelling of data when the underlying correlations in the data are not considered, while overfitting happens when the noise in the data is modeled instead of the actual correlations in the data.

2.4.1 $k$-Nearest Neighbour

One of the most basic machine learning algorithms, $k$-Nearest Neighbour ($k$NN) [12] is used for both classification and regression. In classification, the algorithm classifies a data point based on the classification of its $k$-nearest neighbours. In Figure 2.1, $k = 6$ inside the dotted line and the aim is to classify point $p$ as either a triangle, circle or square. The algorithm predicts that $p$ belongs to the triangle class as there are more triangles in the neighbourhood. One of the biggest advantages of this algorithm is that it is very simple to implement.
2.4.2 Support Vector Machines

Another algorithm used for classification is the Support Vector Machine (SVM) algorithm. A hyperplane is constructed to separate classes in the best way. Hyperplanes are subspaces of a lower dimension than the current space. For instance, when the current space is three-dimensional, the hyperplane will be a two-dimensional plane. The hyperplane is placed as far away from each class as possible. The aim is to maximize the margins (Figure 2.2). The data points on the margins are called support vectors.

For problems that are not linearly separable (Figure 2.3a), a kernel function is used that maps the data in the low dimensional space onto a higher dimensional space, in order to turn the problem into a linearly separable one (Figure 2.3b).
SVMs are able to work with relatively small datasets and tend to be resistant to overfitting [10] [13].

### 2.4.3 Random Forest

A number of algorithms in machine learning use decision trees. One such algorithm is Random Forest [14] which is an ensemble method, where random subsets of the training data are used to grow decision trees. Using decision trees can cause high variance and therefore, overfitting. Bootstrap aggregating ("bagging") shown in Algorithm 1, is done to reduce variance.

**Algorithm 1: Building a random forest**

<table>
<thead>
<tr>
<th>Input</th>
<th>training data $T$, a set of features $F$, number of features to use $n$, number of trees to create $m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>random forest</td>
</tr>
</tbody>
</table>

```plaintext
for $i \leftarrow 1$ to $m$ do
    Take bootstrap sample of $T$: $t$
    Take random subset $f$ of $n$ features from $F$ at each node of decision tree
    Split nodes using $f$  // Split: divide node into sub-nodes
    Build decision tree $i$
end
```

Given a new data point, it is now possible to classify the data point using the "forest". Each tree makes a prediction when trying to classify a data point and a majority vote is taken. The advantage of using many trees is that together, they are not sensitive
to noise and therefore the variance is low. However, when there is a high correlation between the trees (i.e. the trees are similar to each other), the error rate increases. This can be solved by adjusting the number of features to find the optimal value [10].

2.4.4 AdaBoost

Adaptive Boosting (AdaBoost) [15] is an ensemble method that combines weak classifiers that converge into a better one. A classifier is considered weak when it is slightly better than random, with an error rate just below 0.5. Each time a model is built, it attempts to learn from the previous model in order to avoid making the same mistakes. This is done by increasing weights on data points that get an incorrect classification while decreasing weights on correct classifications [8]. Decision trees are often used as weak classifiers. Algorithm 2 describes the different steps taken in AdaBoost to classify data [15].

**Algorithm 2: The AdaBoost algorithm**

| Input | A set of training samples \((x_i, y_i)\) where \(i = 1, \ldots, N\), number of iterations \(T\), weak classifier \(WeakClassifier\) |
| Output | 0 or 1 depending on some threshold |

Initialize weight vector \(w_i^1\)

for \(t \leftarrow 1 \text{ to } T\) do

Set \(p^t = \frac{w_i^t}{\sum_{i=1}^{N} w_i^t}\)

Hypothesis \(h_t = WeakClassifier(p^t)\)

Error of \(h_t, \varepsilon_t = \sum_{i=1}^{N} p_i^t |h_t(x_i) - y_i|\)

Set \(\beta_t = \frac{\varepsilon_t}{1 - \varepsilon_t}\)

Set new weight vector \(w_i^{t+1} = w_i^t \beta_t^{1-|h_t(x_i) - y_i|}\)

end

AdaBoost is considered to be one of the best classifiers and is able to reduce variance as well as bias [16].

2.5 Data Sampling

As the data handled in this project is imbalanced, detecting outliers with the mentioned algorithms can become difficult. The algorithms may consider the outliers to be noise.
A number of techniques can be used to make imbalanced data more balanced. The Synthetic Minority Over-sampling Technique (SMOTE) is one such technique [17]. It generates synthetic data in order to make the data more balanced [18]. The full SMOTE algorithm is listed in Appendix A, and a summary of the algorithm used to generate synthetic data is presented below:

1. A difference \( d \) between a sample and its \( k \)-nearest neighbours is calculated.
2. \( d \) is multiplied by a random number in the range [0, 1].
3. The result of the multiplication is added to the original sample, creating a point between two samples [17].

This technique is shown to be effective in increasing the accuracy of classifiers where data is imbalanced [17].

### 2.6 Performance Measure

One way to evaluate the performance of different machine learning algorithms is to use Matthews Correlation Coefficient (MCC) [19]. This value is used to compare the performance of various algorithms.

\[
MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + TN)(FP + TN)(TP + FP)(TN + TN)}}
\]  

(2.1)

where \( TP = \text{True Positive}, \ TN = \text{True Negative}, \ FP = \text{False Positive}, \text{ and } FN = \text{False Negative}. \) The output is a number in the range [1, -1], where 1 is a perfect prediction, 0 is considered random and -1 is completely incorrect.

MCC is considered to be a reliable and balanced evaluation method as all four outcomes \( TP, \ TN, \ FP, \) and \( FN \) are considered in the calculation. The MCC value tends to grow slower than other measures such as accuracy. A MCC value of 0.5 is given when 75% of the predictions are correct [20].
2.7 Cross Validation

The disadvantage of using the holdout method to test a classifier is that not all data is used in training and testing. Each portion of the data is used separately to either train the classifier or test it. To get more accurate estimates, cross validation is used [8]. Additionally, Hawkins, Basak and Mills [21] show that using cross validation is more favourable when the number of observations available are few. There are a number of algorithms used for cross validation. The $k$-fold cross validation algorithm partitions the dataset into $k$ sets (Figure 2.4) and uses $k$-1 sets in training and the remaining set for testing. This is done $k$ times. Leave One Out cross validation (LOOCV) is a special case of the $k$-fold algorithm, where $k$ is equal to the number of observations in the dataset. LOOCV is nearly unbiased as the training set will contain only one less observation than the entire dataset [22].

Figure 2.4: $k$-fold cross validation, where $k = 4$, It = Iteration, black boxes represent testing sets and white boxes training sets.
3 Related Work

Tripathi, Hubballi and Singh [23] propose a solution for detecting two variations of Slow Hypertext Transfer Protocol (HTTP) Denial-of-Service (DoS) attacks. A DoS attack usually targets servers with the objective of bringing them down, thereby denying legitimate users service. During a Slow HTTP DoS attack, the attacker sends incomplete HTTP requests which causes the server to wait for a certain amount of time for the rest of the request. Tripathi, Hubballi and Singh [23] design an anomaly detection system where probability distributions are compared using The Hellinger Distance (Equation 3.1) to detect this attack, by looking at HTTP traffic.

\[
d_H = \sqrt{\frac{1}{2} \sum_{i=1}^{N} (\sqrt{P_i} - \sqrt{Q_i})^2}
\]  

(3.1)

In the training phase, they generate a profile with different attributes and use this profile to compare it with the results from the testing phase. The Hellinger Distance is measured between the probability distributions from the training and testing phases. A threshold is also set and used to determine if some data point is an outlier. For normality, the distance measured needs to be below the threshold [23]. Although it is stated that this solution generates accurate results, there is no evaluation of the performance of the actual learning algorithm. There is also no mention of the true positive and false positive rates, making it difficult to assess the strengths of their model and apply it elsewhere. These points are addressed in this thesis in order to evaluate the algorithms used and compare their performance to one another.

Ingham and Inoue [24] evaluate anomaly intrusion detection algorithms for HTTP. The algorithms evaluated are used to detect different types of attacks, for instance, looking at request length to detect cross-site scripting and character distribution for buffer overflows. They evaluate Deterministic Finite Automata (DFA) and n-grams (often used in natural language processing) and find that these perform better than the
other algorithms considered, including request length, character distribution, Mahalanobis distance, Markov model and linear combination. Lin, Leckie and Zhou [25] also use n-grams (for incoming HTTP requests) and Deterministic Finite Automata (DFA) for anomaly detection to identify different types of HTTP attacks. They find that DFA performs better than n-grams.

One way to protect a system from attacks is by using an Intrusion Detection System (IDS). An IDS is a monitoring system that creates alerts when unusual activity is detected. This activity is predetermined with for instance signature detection where rules are created to find certain patterns and behaviours. In addition to that, some IDSs use anomaly detection. Unlike in anomaly detection, novel attacks cannot be identified by systems using signature detection [24]. An IDS is often used to monitor network traffic. Duffield et al. [11] use machine learning algorithms to try and detect the same anomalies that an open source IDS called Snort is able to detect. Snort applies packed based rules to detect anomalies and so works on packet level, while the machine learning algorithms use an aggregated set of data called IP flows. An IP flow is a group of packets that have similar attributes, such as source and destination address. Unlike packets, IP flows do not contain payload and therefore, the machine learning algorithms have less information to work with to generate the same result. The final results of the experiment show that using machine learning algorithms is an effective way to approximate packet-level rules. A comparison was made between AdaBoost and SVM and results show that AdaBoost was the stronger classifier, as it can handle a large number of features [11]. They did not however examine the performance of a bagging algorithm such as Random Forest, which is examined in this thesis and compared to other algorithms.

Haque and Singh [26] present different ways to prevent web scraping. Their suggested solutions include changing class and id names of HTML tags from time to time, giving them a random name as scrapers use these tags to scrape content. This is not applicable to web APIs as changing names of endpoints will create a Denial-of-Service on all clients. They suggest using honeypots to gather information about and detect automated bots and botnets. A honeypot is a form of bait that attracts adversaries in an attempt to gain valuable information about the adversary and take further measures. Haque and Singh’s [26] anti-scraping technique relies on the use of black, grey and white lists. These lists contain IP addresses of users of a website. A black list contains blocked IP addresses, a grey list contains IP addresses of suspicious users and a white list contains trusted IP addresses. When entering a site, users in the grey list
have to solve a challenge-response test called CAPTCHA ("Completely Automated Public Turing test to tell Computers and Humans Apart"). After some time, the user may be added to the white list. This part of the solution does not scale well. The grey list could be very long, and it becomes very important to not include legitimate users in the list. Given the factors provided that add users to the grey list, it is highly likely that the list contains legitimate users that are being checked for no reason. This decreases user experience and therefore chases away legitimate users. In addition to that, CAPTCHA is not always applicable to web APIs as not all calls to a web API are made as a result of a human trying to access some service. They also suggest analysing user activity by looking at URLs visited, and the interval and frequency of visits to the site. This is a solution that can be applied to web APIs using machine learning, which is covered in this thesis.

Chen, Shih and Huang [27] propose a solution for detecting internal anomalies for Firefox OS (FxOS), a web based operating system. There are three layers to the operating system called Gonk (kernel and libraries), Gecko (browser engine), and Gaia (front end). Gecko has web APIs used by Gaia. Their study is focused on events where API calls are made more frequently and consume more resources than usual. An anomaly detection module (ADM) is trained and then used to make predictions on unseen data. The ADM includes three stages: normalisation, characterisation, and vectorisation. A characteristic vector is created in the vectorisation stage and is used in the fourth phase during training, the throttle stage, to create a throttle vector. The characteristic and throttle vectors go through a difference function and the output is a value that is compared to some threshold. An alert is created if the output is larger than the threshold. The results of the experiments show that the ADM gives a false negative rate of 0% and a false positive rate of 12.5%. In this thesis, more features for web APIs in addition to those covered by [27] are considered.

Fraud detection is another area where machine learning is used to detect outliers [10] [28]. Bhattacharyya et al. [10] evaluate SVM, Random Forest and logistic regression for detecting credit card fraud, and find that Random Forest performs the best. They perform undersampling of the majority class and train their models on four different datasets containing different percentages of the minority class. However, they do not evaluate the algorithms on data where the minority class is oversampled, and do not use more than 15% fraud data in the training sets. Whitrow et al. [28] also evaluate SVM, Random Forest and logistic regression as well as kNN for detecting credit card fraud. They also find that Random Forest performs better than the other algorithms.

In anomaly detection, it is often the case that outliers are rare and therefore, the class that represents illegitimate clients is underrepresented. For instance-based learning such as kNN, each nearest neighbour of some data points is more likely to belong to the majority class as the class grows, leading to misclassification of the minority class [29].

For imbalanced datasets, synthetic data can be injected. Lundin et al. [30] present a model that uses authentic data to generate synthetic data. They generate synthetic data by simulating attacks. Their methodology involves collecting authentic attack and non-attack data, identify properties in the data such as attack characteristics, and creating an attacker profile to model attackers. The methodology also includes a simulation of the rest of the system, where legitimate clients are modelled as well. However, simulating the entire system is not mandatory. Using synthetic data has its advantages. For instance, the data can be designed to represent any potential attack that is not represented in the authentic data, in order to train a model to detect such an attack.

Khoshgoftaar, Golawala and Hulse [31] use Random Forest to learn from imbalanced data, where the percentage of the minority class is varied between 1.33% and 30%. They create 48 Random Forest learners with different parameters and find that the parameters that give the best results for binary classification of imbalanced data include using 100 trees and \( \lfloor \log_2 M + 1 \rfloor \) number of features where \( M \) is the total number of attributes in the training dataset. Their Random Forest classifier performed better than six other classifiers including SVM, 2-NN and 5-NN.

Unsupervised learning algorithms are also used in anomaly detection. Ahmed and Mahmood [32] present a method for detecting DoS attacks using clustering. Their algorithm is based on a variant of the \( k \)-means algorithm, called \( x \)-means. In the \( k \)-means algorithm, \( k \) specifies the number of clusters to find. Clusters are identified by first initialising \( k \) cluster centroids randomly, and then assigning each data point in the training data to the nearest centroid. Once that is done, the centroids are moved to the average of the data points assigned to each centroid. This is done iteratively until clusters are formed. With \( x \)-means, the number of clusters is not predefined and instead, an estimate of the number of clusters is made. The solution proposed by [32] generated results with an accuracy of 97%, while \( k \)-means gave 85%.

Another unsupervised learning algorithm called one-class SVM uses unlabeled data, unlike original SVM where data is labeled. The one-class SVM algorithm has been successfully applied in a number of areas [33] [34] [35].
Neural networks have also been used to detect anomalies using one class of data. **Dau, Ciesielski and Song** [36] use Replicator Neural Networks (RNN) with one hidden layer, and train their model on data from the normal class. Another experiment by **Meyer, Leisch and Hornik** [37] where the objective was to compare SVM to other classifiers (including Random Forest, Neural Networks, tree boosting, etc.), ensemble methods performed better than both SVM and neural networks.

Finally, there are numerous algorithms that are based on nearest neighbour [38]. One of these is the Local Outlier Factor (LOF) algorithm [39] which was developed for anomaly detection. In the first part of the algorithm, locality is determined by identifying the $k$ nearest neighbours of a data point. A LOF score is then calculated by examining the local densities of neighbours. The local density of an outlier is lower than that of its $k$ nearest neighbours. Likely outliers get a high LOF score. LOF is able to find outliers in datasets that have varying densities and is considered an anomaly detection technique [9]. Because it takes local density into account, LOF will for instance identify $p$ in Figure 3.1 as an outlier even though the distance from $p$ to a point in the more dense cluster is similar to the distances between the points in the sparse cluster. Although LOF has been successfully applied in different areas [40] [41], it does not perform as well compared to other classifiers and has high computational complexity [42] [32] [43].

![Figure 3.1: Clusters with different densities.](image-url)
4 System Overview

The web API in question is stateless, and consists of a number of publicly exposed endpoints that can be called by third parties. An endpoint specifies the location of some resource via a Uniform Resource Identifier (URI). Each client making requests to the web API is identified using a unique client ID which is obtained when the application is registered through Spotify’s developer site.

4.1 Authorisation Flow

The web API makes use of the OAuth 2.0 Authorization Framework [44] when serving requests. As specified in RFC 6749, the OAuth protocol consists of six steps. The first two steps in the protocol require the client to be authenticated through Spotify’s accounts service. Once that is done, the client is issued an access token from the authorisation server. The client is then able to use the access token to authenticate itself when making calls to the resource server.

![Figure 4.1: Server-to-server communication](45)

Figure 4.1: Server-to-server communication [45].
The resource server that receives web API requests will only serve requests made by clients with valid access tokens. Figure 4.1 describes the authorisation flow for server-to-server communication, where the requests are anonymous yet authenticated.

Another case to consider is when requests are made on behalf of a user. These requests will, in addition to the client ID, include a user ID. Each user will have a unique user ID. This flow is described in Figure 4.2.

Figure 4.2: Requests made on behalf of a user [45].
4.2 Endpoints

The APIs provided include a number of endpoints that return objects in JSON format. The endpoints provide metadata about objects such as albums, artists, playlists and individual tracks. The Playlists endpoint for instance returns a list of track objects, where each object contains metadata about a track, such as the name of the track, metadata about the artist, metadata about the album it belongs to, and relevant external links to the Spotify Web Player, where the track can be played, artist page viewed or album accessed. This endpoint requires a username, meaning that the playlists are originally created by Spotify users, or by playlist curators at Spotify, if for instance the `spotify` username is provided. The Playlists endpoint also allows POSTs for the creation of playlists.

Each endpoint has a set of parameters that can be specified in the request. Figure 4.3 shows an example of a request made to the Search endpoint.

```
```

**Figure 4.3:** HTTP request to the search endpoint.

The maximum number of results returned is set in the limit parameter, while the offset parameter is used to return a set of results starting at a certain index, in this case being index 1000.

Each request made to the endpoints is logged and stored in a database. A request consist of the following data:

- **Timestamp** of the time the request was made.
- **Client ID** used to identify the application sending requests.
- Anonymised **user ID** when requests are made on behalf of a client’s user.
- **Type of subscription** (free or premium) associated with the client or user ID.
- **IP address** of client or user.
- **Country** where the request originated.
- **HTTP status code** returned to the client.
• **HTTP request referrer**, found in the HTTP header. Referrers are generally used to see from where a request originated.

• **HTTP request method**, e.g. GET, PUT and so on.

• **User agent string (UAS)**, a string found in the user agent HTTP header field. As specified in RFC 7231, the user agent field should contain “information about the user agent originating the request” [46]. A user agent is a program that acts on behalf of a user.

• **URI** that reveals what data the client has requested for. For example, the URI in the request in Figure 4.3 is

/\texttt{v1/search?q=some+search+term\&limit=50\&offset=1000}

### 4.3 Threat Model

There are a number of characteristics that can be used to differentiate between scrapers and legitimate clients. The following threat model devised together with the web API team at Spotify, specifies how requests made by scrapers (“illegitimate requests”) may be distinguishable from legitimate requests (and is based on observations and previous experiences):

**User Agent**

• A request with a browser user agent field but no HTTP referrer.

• Different user IDs all have the same user agent string.

**Request Rate**

• Constant or little variation in request rate over a long period of time.

• Requests sent with equal intervals.

• Staying just below the rate limit.

• A high average number of requests per second (rps).

**URI**

• Always returning the maximum amount of results possible, using the limit parameter.
• Requests often contain a high offset value.
• Requests often contain sequenced offset values.
• Frequent use of the offset parameter.
• Systematic modification of the URI in continuous requests.
• Very specific search terms.
• All or most requests ever sent are unique, since data does not need to be acquired more than once.

**IP address**

• Requests from clients with IP addresses in countries not being served yet.
• Requests from clients with IP addresses belonging to data centres.

**Patterns**

• Web crawler behaviour: a search for some object followed by several GET requests.
• Similarity in number of requests, across different client IDs.
5 Experimental Setup

In order to train a classifier to detect scrapers, a dataset is constructed using the logged HTTP requests made to the web API. A number of features are created based on the threat model, in addition to others. These features are described in Section 5.1. The libraries used and other implementation details are described in Section 5.2, while Section 5.3 consists of the experiments carried out to obtain the results in Chapter 6. In Section 5.4, a set of requirements for the process of web API content scraping detection are listed. Finally, Section 5.5 describes the limitations in these experiments.

5.1 Data

The data used to create a dataset for the classifiers consists only of GET requests as the act of scraping includes collecting data rather than submitting it. Requests made over a period of two weeks are gathered and used to create the final dataset, which contains one observation per client. The reason for choosing a two-week period for this dataset is because of the sheer amount of data that needs to be processed in order to create a dataset. This is further explained in Section 5.5.

The aim is to classify a client as either legitimate or illegitimate and therefore, a set of features are created for each client ID. These features are listed in Table 5.1. The final dataset contains a list of unique client IDs.
Table 5.1: Features created for the final dataset

<table>
<thead>
<tr>
<th>Name</th>
<th>Feature Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>r1</td>
<td>Total number of requests made</td>
</tr>
<tr>
<td>r2</td>
<td>Percentage of requests made to each of the 30 endpoints (creating 30 features)</td>
</tr>
<tr>
<td>r3</td>
<td>Variance of request rate when requests are made</td>
</tr>
<tr>
<td>r4</td>
<td>Average request rate when requests are made</td>
</tr>
<tr>
<td>r5</td>
<td>Staying just below rate limit, 0 for no, and 1 for yes</td>
</tr>
<tr>
<td>ip</td>
<td>Number of unique IPs</td>
</tr>
<tr>
<td>uas</td>
<td>Multiple user IDs all have the same user agent string, 0 for no, and 1 for yes</td>
</tr>
<tr>
<td>uri1</td>
<td>Percentage of requests made with the limit parameter set to the maximum value</td>
</tr>
<tr>
<td>uri2</td>
<td>Percentage of requests containing the offset parameter</td>
</tr>
<tr>
<td>uri3</td>
<td>Average offset value</td>
</tr>
<tr>
<td>uri4</td>
<td>Number of requests with unique URIs</td>
</tr>
<tr>
<td>free</td>
<td>Number of users with a free subscription</td>
</tr>
<tr>
<td>prem</td>
<td>Number of users with a premium subscription</td>
</tr>
<tr>
<td>stat</td>
<td>Number of requests that received 4XX status codes</td>
</tr>
</tbody>
</table>

5.2 Implementation

Features are created and data sampled using Google’s BigQuery API where BigQuery standard SQL is used for querying. The BigQuery package for Python is available through the Google Cloud library [47]. The machine learning algorithms used in the experiments are available through the Scikit Learn package [48], via Python. Finally, the implementation of SMOTE is available through the Imbalanced-learn package [49] and is used for oversampling.

In order to create the final dataset used in the experiments in Section 5.3, a Python script was implemented to automate the process. The script runs a set of queries on a table with two weeks worth of requests. The results from each query is saved in a separate table in BigQuery. Each query generates results for each feature. Once all tables are created, they are joined by the client ID in each table to create one single table with distinct client IDs. Each row represents one client and each column is one feature. Finally, a second script was created to evaluate the three classifiers chosen using the data prepared. Here, the Scikit Learn [48] and Imbalanced-learn [49]
packages are used.

5.3 Experiments

The experiments carried out consist of three machine learning algorithms: $k$NN, Random Forest and AdaBoost, where both Random Forest and AdaBoost used decision trees as weak classifiers. The $k$NN algorithm is chosen to see how well a very simple distance metric classifier can perform, while Random Forest appears to be a strong and widely used classifier and Adaboost from the same ensemble methods family. SVM is excluded due to its sensitivity towards imbalanced datasets [50].

In the first experiment, these three algorithms are trained using a dataset that has not been oversampled. In the second experiment, oversampling is used to increase the percentage of anomalies in the data up to 20% in hopes that having a more balanced dataset will generate better results. In both experiments, LOOCV is used when training and testing the classifiers. For the second experiment, oversampling is done in each iteration of the cross validation. That is, each time the classifier is retrained using a new training set, oversampling is done on that set before training the classifier. In each iteration of LOOCV, a new observation (test set) is classified. Once the LOOCV has tested each observation on each training set, the resulting predictions for each observation are used to evaluate the performance of the classifier. MCC is calculated along with a confusion matrix, containing the number of false positives, true positives, false negative and true negatives.

5.4 Requirements

The aim of performing these experiments is to find a process that can be deployed and generate useful results. Below follows a set of requirements for the entire process of detecting scrapers:

1. Using the Python script mentioned in Section 5.2 to prepare a dataset for the classifier should be straightforward and should not take an unreasonable amount of time to run.

2. The best performing classifier to be used when trying to detect scrapers should not take an unreasonable amount of time to run.
3. The results generated should not have a high false positive rate. A total of 40 clients to manually inspect is the upper bound. This number includes the set of true positives.

4. The best performing classifier should have a high MCC value, with a lower bound of 0.5, in order to ensure that the classifier is able to correctly label both legitimate and illegitimate clients.

5.5 Limitations

While in theory, more than two weeks worth of request data is available, in practice it is not accessible as it would require a lot of processing which would have exceeded the time given to build this work on. Therefore, a limit of two weeks is set and scrapers that have been found previously are included in that data, in addition to some labelled manually using the threat model.

Given that there was not enough labelled data available that could be classified as illegitimate, synthetic data was generated to see if that has a positive effect on the results. Using synthetic data can introduce biases as it does not necessarily represent actual events. It is after all merely synthetic. Only a very small set of scrapers were available and were labelled manually. These scrapers fit some characteristics in the threat model described in Section 4.3.

Labels for legitimate clients did not exist either. However, data that is not considered illegitimate is labelled as legitimate on the basis that:

1. The web API is mostly used by trusted partners (with approximately 90% of all requests coming from them) where a set of clients are known or assumed to be legitimate.

2. The web API team assumes that the majority of their data consists of legitimate traffic.

3. Only extreme cases of scraping are considered, meaning that clients that send a large number of requests in comparison to others have been labelled manually using the proposed threat model.

4. A classifier that does not generate a high false positive rate is more favourable as legitimate clients should not be blocked.
5. An attempt was made to cluster all data before labelling, to see if separate clusters could be created. This would indicate large variations in client behaviour. However, the results from doing so created only one cluster.

It is still possible that a small percentage of the clients labelled as legitimate are in fact illegitimate, which according to [51] is not necessarily considered to be an issue for anomaly detection.
6 Results

This chapter presents the results gathered from two experiments performed on three machine learning algorithms. A set of 7271 observations were produced when creating the final dataset used for evaluation.

Experiment 1: Without Oversampling

In the first experiment, oversampling was not performed. The three machine learning algorithms $k$NN, Random Forest and AdaBoost were run with Leave One Out cross validation and a prediction was made for each observation in the dataset. The final MCC value is presented in Table 6.1 along with the percentage of scrapers found in each case.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>MCC</th>
<th>Percent Outliers Found</th>
<th>TN</th>
<th>FN</th>
<th>TP</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>0.665</td>
<td>48%</td>
<td>7245</td>
<td>13</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.692</td>
<td>48%</td>
<td>7246</td>
<td>13</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.670</td>
<td>52%</td>
<td>7244</td>
<td>13</td>
<td>13</td>
<td>2</td>
</tr>
</tbody>
</table>

Experiment 2: With Oversampling

In the second experiment, oversampling with SMOTE was performed. The three machine learning algorithms $k$NN, Random Forest and AdaBoost were once again run with Leave One Out cross validation oversampling was done each time the dataset was split into a training and testing set. A prediction was made for each observation in the dataset and the final MCC value is presented in Table 6.2 along with the percentage of scrapers found in each case.
### Table 6.2: Performance of each algorithm, with synthetic data

<table>
<thead>
<tr>
<th>Classifier</th>
<th>MCC</th>
<th>Percent Outliers Found</th>
<th>TN</th>
<th>FN</th>
<th>TP</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>0.407</td>
<td>72%</td>
<td>7187</td>
<td>7</td>
<td>18</td>
<td>59</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.630</td>
<td>52%</td>
<td>7242</td>
<td>13</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.539</td>
<td>64%</td>
<td>7227</td>
<td>9</td>
<td>16</td>
<td>19</td>
</tr>
</tbody>
</table>
7 Discussion

Below follows an analysis of the results from the evaluation in Chapter 6.

The MCC Vaule

In both experiments, Random Forest has the highest MCC value out of the three algorithms, with 0.692 in the first experiment and 0.630 in the second. The AdaBoost classifier is slightly weaker with an MCC value of 0.670 in the first experiment and 0.539 in the second. Finally, $k$NN is the weakest classifier according to its MCC value, with 0.665 and 0.407 in the first and second experiment, respectively. According to the MCC value, Random Forest appears to be the strongest classifier in both experiments and the change in the MCC value between the two experiments is minimal. On the other hand, $k$NN has the highest decrease in MCC.

Synthetic Data

One unexpected finding is that all three classifiers were weaker with oversampling in experiment two. Adding synthetic data using SMOTE did not improve the results according to the MCC value. However, with oversampling, a higher percentage of outliers were found, with $k$NN having the highest change from 48% to 72%. Yet, the $k$NN classifier in experiment two generated a higher number of false positives, making the classifier weaker, hence the relatively low MCC value and the highest decrease in MCC between experiment one and two. One possible reason for the oversampling not improving the classifiers is that the SMOTE algorithm did not introduce enough variability in the data and possibly decreased the variability of the minority class (illegitimate clients). This could be due to not having enough examples in the minority class. In the first experiment, the AdaBoost classifier had the highest rate of true positives, and the MCC value was slightly lower than that of Random Forest due to
a somewhat higher false positive rate. The Random Forest classifier had the least number of false positives in both experiments.

**Process Adoption**

The results from the experiments show that Random Forest is a suitable classifier for web API request data as it is able to find 48% of outliers while still maintaining a low false positive rate. In order to make use of this classifier, the first step is to train the classifier using a labelled dataset such as the one used when performing the experiments in this thesis. Once the classifier is trained, it can be used to classify unknown data. To do so, another dataset containing unlabelled data should be prepared as described in Section 5.2. The classifier can then be used to label the newly created dataset. Clients that are labelled as scrapers can then be inspected manually to eliminate false positives. Since the process includes a manual inspection, it is less convenient and more time consuming to choose a classifier such as $k$NN when the false positive rate is as high as it is.
8 Conclusion

Following an evaluation of the performances of the different classifiers, it is evident that the Random Forest classifier was the best fit for the dataset used. All four requirements stated in Section 5.4 were met, allowing for reasonable running time of the dataset creation script as well as the Random Forest classifier with approximately 9 minutes for evaluation using LOOCV, training and classifying unlabelled data, while generating a low false positive rate and an MCC value of 0.692.

8.1 Possible Improvements

A number of steps can be taken in order to build a more accurate classifier for future work. For instance, sampling more data for the minority class can make the training dataset more balanced and avoid misrepresentation of the minority class. It is also possible that labelling data manually, including observations for the majority class (legitimate clients) can help build a stronger classifier. In addition to that, other oversampling or synthetic data generation methods can be explored and compared with SMOTE. Other ways to possibly improve the results include performing feature selection and exploring other types of features. Some examples of features include inspecting IP addresses to see if they belong to specific data centers, or looking for systematic modification of URIs in continuous requests. Various feature selection algorithms can be deployed with a classifier in order to find the best combination of features. Finally, as LOOCV is a highly demanding to run and becomes even more so as the dataset grows, a $k$-fold algorithm can be used instead, where $k$ is 5 or 10. Another set of machine learning algorithms could also be explored, for instance unsupervised machine learning algorithms instead of supervised ones, to investigate whether clusters can be formed. If so, each cluster could be inspected to see how the clients in those clusters behave. However, since the minority class is significantly smaller than the majority class, it is unlikely that any separate clusters will form.
8.2 Sustainability and Ethics

From an ethical, social and economic standpoint, finding a way to detect scrapers can help prevent theft of intellectual property. It is also in the interest of organisations to take further measures in securing their data. This can increase trust among their users. In terms of ecologically sustainable development, it can be computationally expensive to run the experiments and therefore they may use up a large amount of resources, which can have a negative impact on the environment.
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Algorithm: SMOTE (T, N, k) as presented by Chawla et al. [17]

Input : Number of minority class samples $T$; Amount of SMOTE $N\%$; Number of nearest neighbors $k$

Output: $(N/100) \times T$ synthetic minority class samples

if $N < 100$ then
    Randomize the $T$ minority class samples
    $T = (N/100) \times T$
    $N = 100$
end

$k = \text{Number of nearest neighbors}$

$numattrs = \text{Number of attributes}$

$Sample[[]]$: array for original minority class samples

$newindex$: keeps a count of number of synthetic samples generated, initialized to 0

$Synthetic[[]]$: array for synthetic samples

for $i \leftarrow 1$ to $T$ do
    Compute $k$ nearest neighbors for $i$, and save the indices in the $nnarray$
    Populate($N$, $i$, $nnarray$)
end

// Function to generate the synthetic samples.
Populate($N$, $i$, $nnarray$):
while $N \neq 0$ do
    Choose a random number between 1 and $k$, call it $nn$. This step chooses one of the $k$ nearest neighbors of $i$.
    for $attr \leftarrow 1$ to $numattrs$ do
        Compute: $dif = Sample[nnarray[nn]][attr] - Sample[i][attr]$  
        Compute: $gap = \text{random number between 0 and 1}$
        $Synthetic[newindex][attr] = Sample[i][attr] + gap \times dif$
    end
    $newindex++$
    $N = N - 1$
end